Accurate measurements of CO₂ mole fraction in the atmospheric surface layer by an affordable instrumentation
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We aimed to assess the feasibility of an affordable instrumentation, based on a non-dispersive infrared analyser, to obtain atmospheric CO₂ mole fraction data for background CO₂ measurements from a flux tower site in southern Finland. The measurement period was November 2006–December 2011. We describe the instrumentation, calibration, measurements and data processing and a comparison between two analysers, inter-comparisons with a flask sampling system and with reference gas cylinders and a comparison with an independent inversion model. The obtained accuracy was better than 0.5 ppm. The inter-comparisons showed discrepancies ranging from –0.3 ppm to 0.06 ppm between the measured and reference data. The comparison between the analysers showed a 0.1 ± 0.4 ppm difference. The trend and phase of the measured and simulated data agreed generally well and the bias of the simulation was 0.2 ± 3.3 ppm. The study highlighted the importance of quantifying all sources of measurement uncertainty.

Introduction

While carbon dioxide (CO₂) mole fractions have been increasing in the atmosphere since the 19th century, terrestrial ecosystems have been storing carbon at the global scale (Le Quere et al. 2013). The processes driving this uptake are still not well known (e.g. Gurney and Eckels 2011, Francey et al. 2013), but the mid-latitudes of the northern hemisphere are likely an important CO₂ uptake region (e.g. Tans et al. 1990, Ciais et al. 2010).

At the local scale (~1–10 km² area), the CO₂ exchange between the surface and the atmos-
phere can be routinely assessed using eddy covariance measurements (e.g. Baldocchi 2003). At regional (~10⁴–10⁶ km² area) to global scales, the exchange can be estimated via atmospheric inverse modelling, biogeochemical process models, remote sensing based ecosystem models such as the fusion of eddy-covariance data with remote sensing or inventory observations (e.g. Tans et al. 1990, Potter et al. 1993, Running et al. 1999, Pacala et al. 2001, Gurney et al. 2002, Lauvaux et al. 2009, Jung et al. 2011, Meesters et al. 2012). In the case of regional-scale atmospheric inversions and close to local sources or sinks, dense networks of accurate continuous measurements of atmospheric CO₂ are needed (Broquet et al. 2013). Indeed, over vegetated regions, the biotic CO₂ fluxes are spatially heterogeneous and temporally very variable. Over densely-populated areas, anthropogenic CO₂ emissions are further super-imposed on the biotic fluxes and contribute to CO₂ mole fraction variability (Peylin et al. 2011). The interpretation of the atmospheric signals is complicated by the variability in atmospheric transport, in particular the diurnal boundary layer dynamics. Previous studies show that land flux estimates can be constrained by atmospheric CO₂ measurements if: (1) the network of stations is spatially dense, with observing sites ideally spaced within 200–300 km of each other (Lauvaux et al. 2008, Carouge et al. 2010, Broquet et al. 2013), (2) the measurements are taken on a continuous basis (Gerbig et al. 2008), (3) the measurement short-term precision is high enough as compared with the (synoptic, diurnal) CO₂ mole fraction variability, and (4) the measurement accuracy is good enough over time scales ranging from hour to decades so that data from different sites can be combined into the same inversion, and drifts in calibration or instruments do not alter the inversion results (Masarie et al. 2011).

Especially over the continents, the current accuracy of regional-scale estimates based on the integration of data and inverse modelling are unfortunately limited by too sparse atmospheric CO₂ mole fraction observation network (Karstens et al. 2006, Xiao et al. 2008). So there is a need for continuous, accurate and consistent data of boundary layer CO₂ mole fraction to be used in the models estimating global and regional carbon sinks. As measurements of the boundary layer CO₂ mole fraction would be too difficult and troublesome in practice to be performed, it can instead be estimated by performing the measurements at a fixed height in the surface layer using towers of moderate height (30–115 m) presuming that the data is selected properly (Bakwin et al. 2004, Karstens et al. 2006). By utilising e.g. CO₂ mole fraction profile measurements the situations where the atmosphere is well mixed can be chosen.

The various flux tower networks that measure exchanges of carbon dioxide, water vapour, and energy between terrestrial ecosystems and the atmosphere with their eddy covariance tower sites are potential candidates to provide the needed CO₂ mole fractions for regional atmospheric inversions (Bakwin et al. 2004). To achieve consistent results, the measurements should be performed following internationally accepted standards and the calibrations should be traceable to the globally accepted World Meteorological Organisation (WMO) CO₂ mole fraction scale (Bakwin et al. 2004). To improve the accuracy of the inverse models at regional scale, networks of stations should be established where the distances between the stations would not exceed a few hundred kilometres (Karstens et al. 2006).

Uncalibrated measurements of CO₂ mole fractions at the flux tower sites are routinely performed using commercial non-dispersive infrared (NDIR) absorption gas analyzers. Calibration and accuracy can be achieved by the use of calibration standards (Zhao et al. 1997, Haszpra et al. 2001, Hatakka et al. 2003). The required compatibility of the measured CO₂ mole fraction is 0.1 ppm at the Global Atmospheric Watch (GAW) stations in the northern hemisphere (http://www.wmo.int/pages/prog/arep/gaw/documents/Final_GAW_206_web.pdf). In many locations, the accuracy of transport model simulations is not better than a few ppm. They would benefit from the assimilation of observational data with an accuracy of a few tenths of ppm, e.g. 0.5 ppm. Indeed, the impact of measurement biases on atmospheric inverse modelling depends on their magnitude relative to the model-minus-measurement departures (Chevallier et al. 2005).
In this study, we aimed to assess the technical feasibility of an affordable instrumentation on top of flux towers or of any tower of moderate height whose top lies well above the canopy to obtain accurate and continuous atmospheric CO$_2$ mole fraction data to be used in an inversion modelling of regional CO$_2$ exchange. The site in the study was the comprehensive Hyytiälä SMEAR II (Station for Measuring Ecosystem–Atmosphere Relations) station in southern Finland. The period covered in this study was November 2006–December 2011.

**Material and methods**

**Measurement site**

The measurement site was the SMEAR II station (Station for Measuring Forest Ecosystem–Atmosphere Relations) located in Hyytiälä, southern Finland, 220 km to the north-west from Helsinki (61°50′50.69″N, 24°17′41.17″E, 198 m a.m.s.l. in the WGS84 reference frame) (Fig. 1).

The 73-m-high micrometeorological measurement tower is located within extended forested areas. Around the tower there is a 44-year-old (in 2006) Scots pine (Pinus sylvestris) stand, which is homogeneous for about 200 m in all directions, and extending to the north for about 1 km. At longer distances, other stand types, different in age and/or composition, are also present. The dominant height of the stand near the tower is about 14 m and the total (all-sided) needle area is about 6 m$^2$ m$^{-2}$. Towards the south-west at a distance of about 700 m there is an about 200 m wide, oblong lake (Kuivajärvi), situated at 150 m a.s.l. and perpendicular to the south-west direction.

The station is situated in a relatively remote area. There are two anthropogenic sources of CO$_2$ nearby, namely the heating plant of the Hyytiälä Forestry Field Station (0.7 km in direction 245°) and a saw mill and a local power plant in the village of Korkeakoski (7 km in direction 145°). In addition to heating and power plants emitting CO$_2$, there are also paper mills, steelworks and limestone factories within about 200 km radius from the station. Compared with other directions, sectors 270°–40° and 60°–140° are relatively free from major CO$_2$ sources to distance up to 300 km.

More information about the station is given in e.g. Hari and Kulmala (2005) and Vesala et al. (2005).

**Instrumentation**

**Ambient air sampling**

At the SMEAR II station, the ambient mole fraction of CO$_2$, along with other trace gases, are measured from the measurement tower alternately from six heights (67.2, 50.4, 33.6, 16.8, 8.4 and 4.2 m above ground) (Rannik et al. 2004). The sample line system and instrumentation at the SMEAR II station is designed for measuring accurately the concentration profiles. In this study, we utilised the measurements from 67.2 and 33.6 m. We used the gradient between the 67.2- and 33.6-m levels as a measure to indicate well-mixed conditions. The data from the 67.2-m level, reaching to 265 m a.m.s.l., were used as an estimate of planetary boundary layer
(PBL) CO₂ mole fraction during well-mixed conditions.

Each of the six sample lines was 100 m long, 16 mm/14 mm in diameter PTFE tube (Bohlender GmbH, Grünsfeld, Germany). The flow rate in each of these lines was 45 l min⁻¹ and the estimated lag time 20 s. The length of the lines in the measurement cabin was about 0.5 m, and the sample was taken as a side flow from each main flow by means of PTFE manifolds (T. Pohja, Juupajoki, Finland). The sample lines between the manifolds and the analyzers were 1/8” (3.18 mm/2.1 mm) in diameter sleek metal tubes (Supelco™ 20526U, electro-polished grade AISI304 SS, Sigma-Aldrich, St. Louis, MO, USA). For a diagram of the instrumentation, see Fig. 2.

PTFE (fluorpolymer) is generally recognised to be susceptible to permeation of CO₂ through the tube wall. Instead of measuring the exchange of CO₂ through the tube walls, we calculated an order-of-magnitude estimate. We based this estimate on Darcy’s law, giving a relationship between a volumetric flow rate and partial pressure difference of a compound through a porous medium.

Gas analyzers

We utilised URAS 4 analyzers for CO₂ and water vapour (H₂O) (Hartmann & Braun, Frankfurt am Main, Germany), already in use for the profile measurements, between October 2006 and February 2008. The relatively large size, weight and power consumption of the URAS 4 analyzers led to the change to a more compact-sized analyzer. We left, however, the URAS 4 CO₂ analyzer in the system as a backup instrument. In May 2010, the URAS 4 CO₂ analyser started to malfunction severely, so we removed it from the system on 29 May 2010.

In March 2008, we added a LI-840 CO₂/H₂O analyzer (Li-Cor Inc., Lincoln, NE, USA) to the measurement system. Although the URAS 4 and the LI-840 analyzers utilise a common method, namely NDIR, for measuring the mole fractions, the different type of detectors made it possible to compare the performance of the two CO₂ analyzers during 26 months. In September 2011, we replaced the Li-840 analyzer with a LI-820 CO₂ analyzer (Li-Cor Inc., Lincoln, NE, USA). The LI-840 and LI-820 are basically similar instruments with the same type of (CO₃) detector. The SMEAR II instrumentation will hereafter be referred to as SMEAR II CO₂.

Operational procedures

Correction for the H₂O interference, variation of pressure and temperature, and conditioning of ambient air sample

H₂O vapour is the major interfering component when atmospheric gas concentrations are measured with the NDIR method. The atmospheric mole fraction of H₂O vapour is high compared with that of other components and this mole fraction is highly variable. H₂O vapour has multiple strong absorption peaks that overlap with those of other components, and the broad tails of these peaks cause background in the measurement signal (Heard 2006). At SMEAR II, the potential mole fraction range of H₂O vapour is from about 400 ppm at –30 °C to about 30 000 ppm at 25 °C ambient temperature. In addition to the interference effects also the effect of H₂O vapour on the partial pressure of CO₂ is significant and must be taken into account to obtain accurate results.

The design of all three analyzers is aimed to minimise the interference caused by H₂O vapour in the sample air. The use of CO₂-filled detectors in URAS 4 CO₂ analyzers and the use of an optical band filter in LI-840 analyzers reduce the effect of H₂O vapour on the CO₂ absorption signal. LI-840 analyzers also have a correction algorithm for the direct cross sensitivity by H₂O on the CO₂ absorption signal. The sensitivity of a URAS 4 CO₂ analyzer to H₂O vapour is not given in the instrument specifications. We performed separate measurements to examine the interference of H₂O vapour on the CO₂ mole fraction signal of the URAS 4 analyzer (data not shown). The results showed an interference effect in the CO₂ signal equal to 3 ppm CO₂ per 1 mmol mol⁻¹ of H₂O vapour. According to the specifications of an LI-840 analyzer, the CO₂ signal has sensitivity of less than 0.1 ppm CO₂ per 1 mmol mol⁻¹ of H₂O vapour. With separate
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In the top there are the branch lines connected to the main sample lines (not drawn) from the tower. Sampling height (SH) is selected with solenoid valves (SV), and sample air flow (Q_s) is directed through a drier (PD-200T) to the gas analyzers (URAS 4 H₂O, URAS 4 CO₂, and LI-840 CO₂ & H₂O). F is a particulate filter. P H₂O and P CO₂ are pressure transducers of URAS 4 H₂O and URAS CO₂ analyzers, respectively. T CO₂ is a temperature sensor of the URAS 4 CO₂ analyzer. Rotameters (R) show the sample air and drier purge air (Q_D) flow rates. The sample air flow rates are set with needle valves (NV) and the purge air flow rate is set with a critical orifice (CO). The cylinders (not drawn) of the CO₂ calibration gas standards (A, B, C, D, and E), H₂O calibration gas standard (SF₆) and compressed natural air (CA) are installed in the basement of the station. The central vacuum pump (VAC) and compressed air system (COMP + DRIER) of the station are also installed in the basement. The flow rates from the gas cylinders are set by a mass flow controller (MFC). The excess flow (Q_SEXC) from the gas cylinders is diverted out of the system. Likewise the excess flow of the compressed air (Q_DEXC) is diverted out of the system.

We considered that an accurate and reliable H₂O interference correction equation for the URAS 4 CO₂ analyzer was not reasonable to be formulated and decided to reduce the amount of interference in the first place by installing a sample air dryer in the system (Naftion® membrane, 12” PD™-200T-KA, Perma Pure LLC, Toms River, NJ, USA).

Fig. 2. The instrumentation for the measurement of the ambient CO₂ mole fraction.
The temperature and pressure affect directly the gas concentration inside the measurement chamber of an analyzer, and the differences in these factors between the calibration and measurement situations had to be taken into account. In addition to the direct effect, the pressure also affects the shape of the absorption lines, so that they become broader and thus the total absorption per mole of an absorber increases with an increasing pressure (Burch et al. 1962). The variation of the line widths with the temperature is not significant at the temperature range occurring in the atmosphere (Jamieson et al. 1963), so the effect of the temperature on the line shape can be neglected. Moreover, gases have different abilities in causing the pressure broadening, so the composition of the sample has to be taken into account.

The URAS 4 analyzers were not equipped with pressure correction modules, so we installed separate pressure sensors (Barocap® PTB100A, Vaisala Oyj, Helsinki, Finland) at the outlets of the measurement cells to allow for the pressure correction of the signals. The temperatures of the detector subassemblies in the URAS 4 analyzers are kept at 60 °C, and as a consequence the measurement cells are also maintained at a warmer than ambient temperature, but the signals were not corrected for temperature dependence by the software of the instruments. We installed a thermistor (type PT100, accuracy ±0.1 °C) at the outlet of the URAS 4 CO₂ analyzer measurement cell to facilitate a temperature correction. The LI-840 (and LI-820) analyzer is equipped with a pressure sensor to measure the pressure of the sample gas inside the sample cell and the effect of the sample pressure on the signal is taken into account by the instrument’s software. The housings of the radiation source and the detector in an LI-840 analyzer are thermostatically heated and regulated at a constant operating temperature of 50 °C. The source and detector housings are equipped with temperature sensors and the instrument’s software performs a temperature correction as a part of the signal processing.

We minimized the degree of the pressure correction by setting the pressure decrease of the sample gas during a calibration to approximately equal to the pressure decrease in the ambient air sample lines. We accomplished this by installing a pressure-decreasing needle valve in the calibration gas feed line. We also performed all calibration adjustments (both hardware and software) at the same consistent pressure. The temperature equilibration features of the analyzers minimized the degree of temperature correction needed. We took the remaining effect of the pressure into account by developing semi-empirical correction algorithms. We corrected the effects of minor temperature differences by applying the ideal gas law. To minimize the effect of the gas composition, we used calibration gases prepared on synthetic air with added argon close to the atmospheric composition. We made the correction calculations for the effects of the pressure and temperature on the signals during the processing of the measured data.

**Calibration gases and calibration gas sample conditioning**

We installed five 40-l calibration gas cylinders filled to a pressure of 160 bar (referred to as A, B, C, D and E cylinders) into the system. The CO₂ mole fractions covered a range from 350 to 430 ppm (Table 1). The compositions (CO₂, O₂, N₂ and Ar) were analysed by the manufacturer with an accuracy of 1% (Deuste Steininger GmbH, Mühlhausen, Germany). All in all, we had two sets of calibration gas cylinders in use during the study. We checked the calibration gas lines from the pressure regulator-gas cylinder connection all the way to the inlets of the solenoid valves (Fig. 2) for leaks with helium. Every time when we changed the calibration gas cylinders and pressure regulators, we checked the gas line, regulator and cylinder connections for leaks by liquid leak detector and by leaving the lines pressurized with the cylinder valves closed. We also performed quick and easy checks for any leaks in the sample lines and at the various connections in them indoors in the measurement cabin by feeding zero gas to the instrumentation and looking for higher than offset CO₂ signals caused by exhalation.

The more accurate CO₂ mole fractions of the calibration gases than specified by the manufacturer were determined by the Finnish Meteorological Institute (FMI) at their Pallas-Sodankylä GAW station against the WMO X2007 CO₂ mole
fraction scale (Zhao and Tans 2006, http://www.esrl.noaa.gov/gmd/ccl/co2_scale.html). The initial calibration of the first set of the calibration gases was performed in July 2006 shortly before the measurements started. In September 2009, the second set of calibration gases was taken into use. An intermediate check of the first set of gases was performed in April 2008. The differences between the results of the initial and intermediate determination ranged from −0.03 to 0.07 ppm. The final check of the first set was performed in April 2010 and the differences to the initial determination ranged from 0.08 to 0.12 ppm. The final check of the second set was performed in January 2013. The differences to the initial determination of the second set ranged from 0.08 to −0.20 ppm. The measurements in January 2013 were performed with a different reference analyzer than the one that was used in the previous checks. See Table 1 for the details of the calibration gas CO₂ mole fractions.

We also connected a cylinder of compressed, dry natural air (filler Messer Suomi Oy, Tuusula, Finland until November 2008 and AGA Oy, Espoo, Finland henceforth) to the system. We used it for flushing the sample lines and measurement chambers of the analyzers prior to feeding the calibration gases. In addition, we used it to verify the stability of the instrumental response during each calibration and it also served as a (short term) surveillance gas between day and nighttime calibrations (repeatability).

For the calibration of the URAS 4 H₂O analyzer we used a cylinder of sulphur hexafluoride (6% SF₆ in N₂, Air Liquide Deutschland GmbH, Krefeld, Germany).

In the case of the calibration gases, as well as the bottled natural air, the sample air dryer functioned as a humidifier instead of drying the sample.

**Measurements of ambient air and calibration gases**

The calibration of the analyzers and the dedicated measurement of the atmospheric CO₂ mole fraction was performed twice a day, first between 01:00 and 01:30 and then between 13:00 and 13:30 of local winter time (UTC + 2 h). Between these two measurements, the instrumentation was used for the CO₂ and H₂O concentration profile measurements with a different measurement program and signal recorder.

The afternoon measurement sequence consisted of the measurement of (in the given order) ambient sample air, flushing the lines and the analyzers dry with the bottled natural air (CA), measurement of the bottled natural air, measurement of the five calibration gases (E, C, A, B, D), measurement of the bottled natural air for the second time and finally measurement of ambient sample at the end of the sequence. The 3-way solenoid valve (see Fig. 2) was activated to split

**Table 1. CO₂ mole fractions (ppm) in the calibration gas cylinders as determined (14 measurements per cylinder) by the Finnish Meteorological Institute against calibration standards acquired from World Meteorological Organisation/Central Calibration Laboratory (WMO/CCL). The mole fractions are given on WMO X2007 CO₂ scale. The precisions are given as standard deviations. Accuracy is 0.05 ppm.**

<table>
<thead>
<tr>
<th>Analysis date</th>
<th>First set of cylinders</th>
<th>Second set of cylinders</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>cylinder A</td>
<td>cylinder B</td>
</tr>
<tr>
<td>6 Jul 2006</td>
<td>350.82 ± 0.02</td>
<td>370.27 ± 0.02</td>
</tr>
<tr>
<td>26 Apr 2008</td>
<td>350.87 ± 0.01</td>
<td>370.31 ± 0.01</td>
</tr>
<tr>
<td>9 Apr 2010</td>
<td>350.94 ± 0.02</td>
<td>370.35 ± 0.02</td>
</tr>
</tbody>
</table>

|               | cylinder A             | cylinder B              | cylinder C | cylinder D | cylinder E |
| 30 Aug 2009   | 350.78 ± 0.03          | 370.96 ± 0.02           | 390.09 ± 0.03 | 410.70 ± 0.03 | 430.55 ± 0.03 |
| 30 Jan 2013   | 350.84 ± 0.01          | 371.07 ± 0.01           | 390.00 ± 0.01 | 410.88 ± 0.01 | 430.67 ± 0.01 |
the sample flow in half after the dryer so that the H₂O mole fraction was measured simultaneously from the same dried sample air.

The nighttime measurement sequence consisted of measuring (in the given order) ambient sample air, flushing the lines and the analyzers with the bottled natural air, measurement of the bottled natural air, measurement of the five calibration gases (D, C, B, A, E), measurement of SF₆ calibration gas, and flushing SF₆ from the system with the bottled natural air. During the nighttime calibration sequence, the calibration gas and bottled natural air samples by-passed the permeation dryer. The last CO₂ calibration gas during the nighttime sequence also served as a zero calibration gas for the H₂O analyzer. The nighttime measurement was designed for H₂O-analyzer calibration, but combined with the afternoon measurement it also provided data to study the possible effect of the dryer and of the calibration gas feeding order on the CO₂ calibration.

During this study, we performed test runs of the times that would be needed for the calibration gas signals to stabilize. We also tested the effect of different feeding orders of the calibration gases on the calibration results.

**Inter-comparison experiments**

**Inter-comparison experiment I: flask samples**

In August 2007, we performed a comparison experiment during which we measured ambient CO₂ mole fraction simultaneously while collecting four-flask samples. Each collection period was about 3-min long. The sample line of the flasks was connected directly to the PTFE manifold of the main sample line from the 67.2 m sampling height (SH in Fig. 2) in front of the solenoid valve (SV in Fig. 2). The flask sampling instrumentation and the post-collection gas chromatographic analysis of the flask samples were provided by BGC-GasLab of Max-Planck-Institute for Biogeochemistry, Jena, Germany. The CO₂ calibration scale of BGC-GasLab for measurements of ambient samples is directly linked to the WMO X2007 CO₂ mole fraction scale. The analyses were performed about one week after the collection. The flask sampling instrumentation will be hereafter referred to as MPI CO₂.

**Inter-comparison experiments II: gas cylinders with unknown CO₂ mole fractions**

In July 2008 and April 2009, we performed comparison experiments during which we analysed gas cylinders filled with natural air containing different CO₂ mole fractions with the SMEAR II instrumentation. The CO₂ mole fractions in the cylinders were not provided. In the first inter-comparison experiment, there were three gas cylinders and we analysed each cylinder twice. We used the averages of the mole fractions obtained in the two measurements as the results for the CO₂ mole fractions of the cylinders. In the second inter-comparison, there were two gas cylinders. We analysed one of the cylinders six times and the other five times, and we used the averages of the mole fractions obtained in the measurements as the results for the CO₂ mole fractions of the cylinders.

In the first experiment, the cylinders belonged to the CarboEurope-Atmosphere Cucumber Inter-comparison programme (see http://cucumbers.uea.ac.uk/), and in the second experiment they belonged to the Flux Tower Inter-comparison programme of the CarboEurope Integrated Project (see http://www.carboeurope.org/). The measurements of the CarboEurope-Atmosphere Cucumber Inter-comparison programme cylinders remained at the SMEAR II site also after the second experiment. During the period of this study the cylinders were thus analysed also in May 2010, January 2011 and December 2011.

**Ancillary measurements**

We utilised the data from the meteorological measurements of air temperature, humidity, wind speed and direction routinely performed at the SMEAR II station.

**Simulation of atmospheric CO₂ mole fractions**

We compared the measured CO₂ mole fraction
data with a global simulation of CO$_2$ atmospheric transport as averages between 11:00 and 11:30 UTC for a period of October 2006–December 2011. This global simulation corresponded to version 11.2 of the CO$_2$ inversion product from the Monitoring Atmospheric Composition and Climate — Interim Implementation (MACC-II) service (see http://www.gmes-atmosphere.eu/) that covers the years 1979–2011. An earlier version of this product is described by Chevallier et al. (2010). It used CO$_2$ mole fraction measurements from 134 sites recorded in a series of global databases. Data from the Finnish GAW station, Pallas-Sammaltunturi, were exploited in the inversion system, but since this station is located 700 km north of the SMEAR II site, the MACC-II simulation could be considered completely independent.

We reported the simulated CO$_2$ mole fractions for the first layer (200-m thick) of the simulation which included all the sampling heights at the site.

**Results and discussion**

**Instrumentation**

**Permeation through sample line tube wall**

Based on the observations, the CO$_2$ mole fraction at 0.3 m above the soil surface in summer ranged from somewhat below 400 to 500 ppm or higher, depending on the time of day and meteorological conditions. During winter, the CO$_2$ mole fraction at 0.3 m above the soil surface was rather constant at around 400 ppm. In order to get an order-of-magnitude estimate of the exchange through the tube walls, we considered a CO$_2$ mole fraction difference of 125 ppm across the sample line tube wall. The estimated permeation rate of CO$_2$ through the tube wall was $7.5 \times 10^{-13}$ m$^3$ s$^{-1}$. Combined with the 20-s lag time, the estimated increase of CO$_2$ in the sample air during its flow in the main sample line was about $1.5 \times 10^{-11}$ m$^3$. Since the internal volume of the sample line was about 0.015 m$^3$, the maximum estimated increase of the CO$_2$ mole fraction in the sample line was 0.001 ppm. Hence, we considered the permeation through the sample line tube wall negligible.

**Signal pressure and temperature correction**

We performed test measurements in December 2005 in order to determine the dependence of the CO$_2$ mole fraction signal of the URAS 4 CO$_2$ analyzer on the sample pressure. The standard deviations of CO$_2$ mole fraction and pressure signals were 0.05 ppm and 0.15 hPa, respectively. The measurements took about one hour, with about 5 min between each measurement. There was a slight linear decrease in the signal, resulting in a difference of about –0.2 ppm between the first and last measured value. We assumed this to be a result of a calibration drift during the one-hour time, so we subsequently corrected for it by de-trending the measured time series. By applying this drift correction to the measured values of the CO$_2$ mole fraction of the reference gas at different sample pressures, we could determine an adequate pressure correction equation. The basis of the correction equation for the pressure dependence of the signal were (i) the Beer-Lambert absorption law, stating that the intensity of light decreases exponentially as it travels through a medium; and (ii) the method presented by Jamieson et al. (1963) for scaling the absorption measured in one pressure to another pressure condition. The dependence of the URAS 4 CO$_2$ mole fraction signal on the sample pressure was found to be adequately described with a second order polynomial. So the pressure correction equation was determined by fitting pressure ratios to measured concentrations to obtain an equation

$$\frac{C}{C_{\text{ref}}} = a \left( \frac{p}{p_{\text{ref}}} \right)^2 + b \left( \frac{p}{p_{\text{ref}}} \right) + c,$$

where $C$ is the measured concentration, $C_{\text{ref}} = 442.6$ ppm is the reference concentration, $p$ is the set pressure, $p_{\text{ref}} = 883.5$ hPa is the reference pressure, and $a = 0.2822$, $b = 0.8305$ and $c = -0.1127$ are the coefficients determined by the regression. The reference pressure was chosen to be equal to the pressure at which the calibration of the URAS 4 analyzer was adjusted. The pressure corrected signals were consistent among each other (Fig. 3a). Further, we applied the correction for the observed drift and a calibration correction to the mole fraction signals measured at different pressures (see Fig. 3b). We estimated
the precision of the pressure correction during the test to be 0.1 ppm.

The magnitude of the correction to the CO\textsubscript{2} signal of the URAS 4 analyzer due to the pressure difference between the calibration and ambient air sample varied during the period covered in this study, because the pressure decrease in the main sample line and also the throttle effect of the needle valve in the calibration gas sample line were variable. The pressure ratio ($p/p_{\text{ref}}$ in Eq. 1) changed from ~0.998 to ~1.005, and as a result during this study the correction factor applied to the CO\textsubscript{2} signal of the URAS 4 analyzer ranged from about 0.9972 to 1.0070. Expressed in terms of concentration, the amount of correction ranged from about 1 to –3 ppm. As the sample pressure varied in the same interval as during the test measurements, we assumed the precision of the correction to be also 0.1 ppm.

The LI-840 (LI-820) analyzer had also a distinct dependence of CO\textsubscript{2} mole fraction signal on the sample pressure even after the pressure correction implemented by the internal correction algorithm of the analyzer. However, this remaining dependence was relatively small, approximately ~0.0082 ppm hPa\textsuperscript{-1}. The pressure difference between the ambient air sample and the calibration gas samples was of the order of 5 hPa, so the error of the internal pressure correction of the LI-840 analyzer was about 0.04 ppm. We applied a similar pressure correction algorithm that was used for the URAS 4 analyzer and the precision of the correction was 0.02 ppm.

We found the sample temperature during the measurements of the calibration gases and during the measurements of the ambient air samples to differ by less than 0.1 °C, which resulted in a correction of 0.1 ppm or less to the CO\textsubscript{2} mole fraction signals based on calculations using the ideal gas law. On average, the temperature difference was slightly negative (about –0.02 °C), and this resulted in about 0.03 ppm (positive) correction to the CO\textsubscript{2} signal. Considering the precision of the temperature signal (about 0.05 °C), the precision of the correction due to the temperature difference was about 0.07 ppm.

**H\textsubscript{2}O interference correction**

Compared with the calibration gases by-passing the dryer, there was an approximately 0.2 mmol mol\textsuperscript{-1} residual H\textsubscript{2}O mole fraction (data not shown) in the ambient sample air after passing through the dryer. This was in accordance with the specifications of the dryer. The results also showed that while the dryer removed H\textsubscript{2}O vapour from the ambient sample air, it also humidified the calibration gases to the above-mentioned H\textsubscript{2}O mole fraction. On average, we found a systematic difference of less than 0.01 mmol mol\textsuperscript{-1} in the H\textsubscript{2}O mole fraction between the dried ambient air and humidified cylinder gas. Rather than trying to achieve a greater degree of drying efficiency,
which would have required major modifications also to the pneumatics system of the station, we considered it better to let the calibration gases be humidified to the same H$_2$O mole fraction as the sample air was dried to. This way we could estimate the interference and dilution effects of H$_2$O vapour on the CO$_2$ signal to be equal for both the ambient sample air and the calibration gases.

The difference between the biases in the CO$_2$ mole fraction signal (less than 0.02 ppm) caused by the different amounts of H$_2$O vapour was not relevant for the results obtained with either analyzer because it was not discernible from the CO$_2$ mole fraction signal noise (approximately 0.1 ppm). So we considered the ambient sample air and the calibration gases to have the same H$_2$O mole fraction, and made no corrections due to signal bias and dilution caused by H$_2$O vapour.

Signal noise of the analyzers

In the case of the URAS 4 analyzer, we found the noise (estimated as standard deviation) of the CO$_2$ signal for the calibration gases to vary considerably between measurements, from 0.04 ppm to close to 1.4 ppm. We found that the magnitude of the noise depended on the CO$_2$ mole fraction of the calibration gas (higher mole fraction corresponding to higher noise). We found that the baseline of the noise was about 0.04 ppm, and a considerable fraction of this could be assumed to be due to the noise of the sample pressure and temperature signals.

In case of the LI-840 analyzer, we found that the CO$_2$ signal noise level for the calibration gases was more stable than that of the URAS 4 analyzer. The baseline of the LI-840 CO$_2$ signal noise was about 0.1 ppm, the noise did not exceed 0.5 ppm, and the noise did not depend on the CO$_2$ mole fraction of the calibration gas (data not shown).

Precision of the calibration

We found that the fit residuals for the CO$_2$ calibration gases were generally between –0.1 and 0.1 ppm (in the case of a second order polynomial fit) for all the analyzers. Until 10 October 2007 (URAS 4 analyzer was in use), only three calibration gases were in use and the residuals of the (linear) fit were between –0.2 and 0.4 ppm. The use of five calibration gases from 11 October 2007 onwards improved the (polynomial) fit without any re-linearization of the analyser. In case of the LI-840 (and LI-820) analyzer, there was no essential difference between the linear and the polynomial fit.

During test runs performed during this study, we found that the times needed for the signals of the calibration gases E and D gases to stabilize were about 1 min longer than for the other gases, but once the flush times were set long enough (1 min 40 s), we could not find any trend during the recording of the signals (1 min 20 s). We also tested the effect of different feeding orders of the gases on the calibration results. There was no discernible effect.

We considered the RMS value of the residuals to be a measure of the precision of the fit and estimated it to be ~0.3 ppm until 10 October 2007 and 0.1 ppm from 11 October 2007 onwards (Fig. 4).

Stability of the instrumental response

The difference of the measured CO$_2$ mole fractions of the bottled natural air between before and after the feeding of the calibration gases provided a measure of the stability of the instrumental response (see Fig. 5). We found that the determined CO$_2$ value of the bottled natural air cylinder varied by less than 0.5 ppm in the course of the daily calibration sequences. Occasions when the difference exceeded ±0.5 ppm were related to known malfunctions also pointed out by other indicators.

Between 1 October 2006 and 10 October 2007, the difference was –0.01 ± 0.11 ppm (URAS 4 analyzer in use). From 11 October 2007 onwards, the measured difference was –0.09 ± 0.11 ppm, and a similar systematic difference (–0.06 ± 0.07 ppm) was evident also in the data from the LI-840 analyzer. Since there should not be any real change of the CO$_2$ mole fraction in the bottled natural air from the cylinder during the 30 min period, we considered this finding to be an indication that the previous
sample was not completely flushed from the optical cell of the instrument in either measurement. The change in the measured difference coincided with the change of the calibration gas preceding the latter measurement of the bottled natural air from A (~350 ppm of CO$_2$) to D (~410 ppm of CO$_2$), so the reason for the difference seemed to be an inadequate flushing of the (higher mole fraction) calibration gas. However, we found no trend in the mole fraction signals recorded (for 1 min 50 s) during the measurement of the bottled natural air. In addition, with this explanation the observed difference should have had the opposite sign until 10 October 2007, as the CO$_2$ concentration of calibration gas A was significantly lower than that of ambient air. But as we did not find such positive difference, the reason for the change remained unclear.

We considered the difference in the measured CO$_2$ mole fraction of the bottled natural air (at a circa 15-min interval) to indicate that the instrumentation was stable with the variability of less than 0.5 ppm, but the sudden change in the measured mole fraction indicated an additional systematic error of 0.1 ppm of the calibration.

**Repeatability of the instrumentation**

The comparison between the night and afternoon CO$_2$ mole fraction results for the bottled natural air (Fig. 6) included only the measurements preceding the feeding of the calibration gases. The reason was that flushing of SF$_6$ in nitrogen calibration gas, fed to the system between the calibration gases and the bottled natural air...
Accurate CO₂ mole fraction measurements during the night sequence seemed to require a relatively longer time than flushing of the CO₂ calibration gases (data not shown). The systematic difference between the night and afternoon results for the CO₂ mole fractions of the bottled natural air was approximately 0.1 ppm until 10 October 2007. Coincidently with the addition of two more calibration gases (namely cylinders B and D) to the afternoon calibration sequence, and thereby allowing for the application of a second order polynomial fit, the systematic difference between the night and afternoon results disappeared on 11 October 2007. The time series for the CO₂ mole fraction in the bottled natural air observed in the afternoon measurements also showed a step-like change of about 0.1 ppm on 11 October 2007. We increased the number of the calibration gases in the nighttime measurements also to five on 27 November 2007 (cylinders A and E added), but we did not observe any change in the measured CO₂ mole fraction of the bottled natural air. This we assumed to be due to the CO₂ mole fractions in calibration gases B, C and D all being closer to the CO₂ mole fraction in the natural air cylinder.

We concluded that the differences between the CO₂ mole fraction results of the bottled natural air measured at a 12-h interval added an inaccuracy of 0.1 ppm to the calibration due to the choice of the concentration range of the calibration gases.

Reliability of the instrumentation

Due to technical problems related directly to the instrumentation, about 1% of the measurements (in two instances) were unsuccessful. The LI-840 analyzer had one breakdown due to the finite working life of its IR lamp. Also the URAS 4 analyzer had one breakdown, but this occurred when it had already been replaced by the LI-840 analyzer. The data collection system had one breakdown. About 2% of the measurements were cancelled on purpose, and we intentionally rejected about 2% of the measurement results because of bad data. All in all the total fraction of the (potential) ambient CO₂ mole fraction data missing was about 5%.

Affordability of the instrumentation

The subsystems of our instrumentation for the measurement of the ambient CO₂ concentration included the main sample lines with the mani-
folds and valves, relays for valve control, calibration gas cylinders, pressure regulators, tubes, valves and mass flow controller, sample air dryer, compressor, compressed air dryer, gas analyser, pressure and temperature sensors, needle valves, flow meters and sample air pump (Fig. 2). By utilizing an optional system with a gas analyser of a different design and technique featuring inherently higher precision, accuracy and stability, we could have left out the sample air dryer, compressor and the compressed air dryer. The overall consumption of the calibration gases was about 64 m$^3$ during this 62-month-long study. With a more stable analyser, the estimated consumption of calibration gases could have been about half of this amount. However, two sets of five gas cylinders and cylinder pressure regulators would have been needed also with an optional system as the CO$_2$ concentrations of the calibration gases were certified to be stable for three years and thus at least one re-calibration of the calibration gases was needed during the study.

The price of the analytical parts, excluding the calibration gas cylinders and pressure regulators, of our instrumentation was about 11 000 euro, and by taking into account the filling of the calibration gas cylinders, the price still remained under 15 000 euro. We estimate that this overall cost was in between one third and one fourth of that of an alternative higher-precision analytical system.

Comparisons

Inter-comparison experiment I (ambient air samples)

Flask samples were collected in triplicate such that we obtained three CO$_2$ mole fraction results for each sample collection period with the MPI CO$_2$ instrumentation. We used the average of the three mole fractions results as the result for the CO$_2$ mole fraction (referred to as CO$_2$ Flask MPI). We applied the standard deviation of the flask triplet results as a measure of the precision.

With the SMEAR II CO$_2$ instrumentation, we used the median of the readings over the last three minutes of the sample collection period as the CO$_2$ mole fraction result (referred to as CO$_2$ Flask SMEAR II). We took the standard deviation between the readings as a measure of the uncertainty of the in-situ measurement data for the flask sampling event. For the error estimate of the difference between the results of the two instrumentations, we applied the rule of error propagation assuming that the instrumental errors were independent of each other.

The results from the inter-comparison between the instrumentations are given in Table 2. During the comparison experiment I, only three (A, C and E) calibration gases were in use and results of the SMEAR II CO$_2$ instrumentation were from the data obtained with the URAS 4 analyzer. The CO$_2$ mole fractions obtained with the SMEAR II CO$_2$ instrumentation were systematically lower than the reference mole fractions obtained with the MPI CO$_2$ instrumentation. The average discrepancy ($-0.3 \pm 0.2$ ppm) was, however, smaller than the limit set for the desired accuracy (0.5 ppm). The residual of the fit at CO$_2$ mole fraction of 370.31 ppm (for the calibration gas B) was $-0.1$ ppm. This was in line with the observed difference in the measured CO$_2$ mole fraction between the two instrumentations when the ambient mole fraction was about 372 ppm, and thus might partly explain it. The MPI CO$_2$ flask samples were collected directly from the main sample line from the 67.2-m height, so they were not exposed to possible leaks through the pneumatic connections between the main sample line manifold and the analyser.

We consider the good agreement between the results of the SMEAR II CO$_2$ and the MPI CO$_2$ instrumentation as an indication that the SMEAR II instrumentation inside the measurement cabin was not affected by any leaks.

Inter-comparison experiment II (cylinder gas samples)

In the first inter-comparison experiment II in July 2008, the CO$_2$ mole fractions measured with the SMEAR II CO$_2$ instrumentation for the cylinders were systematically slightly higher than the reference mole fractions determined by University of Heidelberg Institute of Environmental Physics, Germany (UHEI-IUP, Table 3). The average deviation from the reference CO$_2$ mole fractions
was 0.06 ± 0.10 ppm, which was smaller than the 0.5 ppm limit set for the desired accuracy.

In the second inter-comparison experiment II in April 2009, the average deviation from the reference CO₂ mole fractions was 0.08 ± 0.08 ppm. The reference values were determined by Max-Planck-Institute for Biogeochemistry, Germany (MPI-BGC). While the result for the one cylinder showed in practice a perfect agreement (discrepancy of –0.01 ppm), the result for the other cylinder differed by –0.16 ppm from the reference CO₂ mole fraction (Table 3). It was during the measurement of that cylinder (reference CO₂ mole fraction 377.86 ppm) that the stabilisation of the signal took a considerably long time. The laboratory of MPI-BGC also reported problems associated with drift of the CO₂ mole fraction signal with that same cylinder (A. Jordan pers. comm.). Thus it unfortunately remains unclear whether those measurements could be performed correctly or the cylinder had a large drift.

In the following inter-comparison measurements (May 2010, January 2011 and December 2011), the average deviations from the reference values of the cylinders continued to be within the range of –0.1 to 0.1 ppm (data not shown) and thus met our accuracy target.

Comparison between the two analyzers

The average difference between the ambient CO₂ mole fractions obtained with the URAS 4 and LiCor analyzers was 0.1 ± 0.4 ppm and the URAS 4 analyzer indicated a higher mole fraction (Fig. 7). We found that the true variability of the ambient CO₂ mole fraction in the course of the 5-min measurement periods was considerable (> 0.5 ppm) during growing seasons. The standard deviations of the signals for the ambient CO₂ mole fraction from both analyzers were similar. By weighing the difference signals with the reciprocals of the 5-min standard deviations we could obtain a more clear set of data, because the larger differences found to be linked to more variable CO₂ mole fractions were attenuated. The weighing did not affect the average difference between the CO₂ mole fraction results and it remained essentially the same.

The temperature correction to the URAS 4 CO₂ mole fraction signal was on average 0.03 ppm and it was towards higher mole fractions, while the pressure correction varied between 0 and 2 ppm and it was towards lower mole fractions. But while the pressure ratio had remarkable variability and even clear trends, we did not find corresponding changes in the difference of the CO₂ mole fraction signals. The reason for the average difference remained unclear.

Table 2. The reference ambient CO₂ mole fractions (ppm) measured with the MPI CO₂ instrumentation and the discrepancies between the reference values and the mole fractions determined with SMEAR II CO₂ instrumentation during 28 August 2007–29 August 2007. The standard deviations reflect the variability of the in-situ measurement data and comprise the precision of the analyzer as well as the atmospheric variability in the sampling period.

<table>
<thead>
<tr>
<th>Sampling period</th>
<th>MPI CO₂</th>
<th>MPI CO₂ – SMEAR II CO₂ (mean ± SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>15:45–16:01</td>
<td>372.13</td>
<td>0.37 ± 0.27</td>
</tr>
<tr>
<td>16:27–16:43</td>
<td>372.13</td>
<td>0.50 ± 0.20</td>
</tr>
<tr>
<td>07:27–07:43</td>
<td>372.82</td>
<td>0.17 ± 0.22</td>
</tr>
<tr>
<td>10:26–10:42</td>
<td>371.12</td>
<td>0.43 ± 0.28</td>
</tr>
<tr>
<td>18:26–18:42</td>
<td>372.59</td>
<td>0.15 ± 0.26</td>
</tr>
</tbody>
</table>

Table 3. The reference gas cylinder CO₂ mole fractions (ppm) and the discrepancies between the reference values and the mole fractions determined with SMEAR II CO₂ instrumentation in July 2008 (the values in lines 1–3) and in April 2009 (the values in lines 4–5). In July 2008, the reference gas cylinders belonged to the CarboEurope-Atmosphere Cucumber Inter-comparison programme (see http://cucumbers.uea.ac.uk/) and were analysed by University of Heidelberg Institute of Environmental Physics, Germany. In April 2009, the reference gas cylinders belonged to the Flux Tower Inter-comparison programme of the CarboEurope Integrated Project (see http://www.carboeurope.org/) and were analysed by Max-Planck-Institute for Biogeochemistry, Germany.

<table>
<thead>
<tr>
<th>Reference gas cylinder no.</th>
<th>Reference CO₂ (mean ± SD)</th>
<th>Reference – SMEAR II CO₂ (mean ± SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>D88473</td>
<td>379.26</td>
<td>−0.08 ± 0.12</td>
</tr>
<tr>
<td>D88482</td>
<td>359.95</td>
<td>−0.07 ± 0.09</td>
</tr>
<tr>
<td>D88486</td>
<td>408.42</td>
<td>−0.04 ± 0.10</td>
</tr>
<tr>
<td>D88477</td>
<td>377.86</td>
<td>0.16 ± 0.10</td>
</tr>
<tr>
<td>D88488</td>
<td>399.79</td>
<td>0.01 ± 0.06</td>
</tr>
</tbody>
</table>
Comparison with the large scale MACC-II atmospheric transport simulation results

For the comparison with the model simulation, we filtered the data of the measured afternoon CO₂ mole fractions using the CO₂ mole fraction profile data. We searched the profile data for situations in which the atmosphere was well mixed. In practice, we set the selection criteria to have the gradient between the 67.2-m and 33.6-m heights smaller than 0.2 ppm. This filtering improved the fit between the observations and simulation data: the median (± SD) of the difference over the time series was −0.38 ppm (± 3.7 ppm) with the full, unfiltered, data set and −0.20 ppm (± 3.3 ppm) with the filtering applied. We considered both the trend and phase of the observed and simulated CO₂ mole fractions to agree generally well (see Fig. 8a) and the overall bias of the simulation was within the accuracy of the instrumentation. This difference was well below the observation error (instrumental, model representation and model error) used in the MACC-II inversion, which is typically of several ppm (Chevallier et al. 2010). It was not expected that the model would provide a perfect match with the measured CO₂ time series, since the data from this site were not used by the inversion, so that fluxes were constrained only by data from the remote Pallas station (and other stations). The data also indicated that the amplitude in the simulation data was in some cases underestimated. More specifically the simulated uptake of CO₂ was not strong enough for some of the years (by 1–3 ppm of CO₂ in 2007 and 2008), and that some periods showed biases up to several ppm of CO₂ (Fig. 8b). The most notable period was during May–July 2010 when the observed CO₂ drawdown temporarily stopped while the model accelerated it. Some of this discrepancy could be caused by errors in taking into account the transport of CO₂ in the simulation, but as the CO₂ mole fraction signal for the site simulated by the model was driven instead by remote measurements and by the prior fluxes, we considered that the lack of local measurement constraints in the area was the main contributor to the discrepancy.

Summary and conclusions

The instrumentation fulfilled the two basic requirements — accurate results and continuous operation. Due to technical problems, directly
related to the instrumentation, about 1% of the measurements (in two instances) were unsuccessful. The set goal of accuracy of 0.5 ppm was also clearly achieved.

Based on the comparison with a reference instrumentation (flask samples of MPI in August 2007) measuring the same sample air, we determined the accuracy to be 0.3 ppm (our instrumentation gave lower CO$_2$ mole fraction). Based on the comparison (in July 2008) with the three reference gas cylinders of CarboEurope ICP, we determined the accuracy to be 0.06 ppm (our instrumentation gave higher CO$_2$ mole fraction for all the five cylinders). Finally, based on the comparison (in April 2009) with the two reference gas cylinders of Flux Tower ICP, we determined the accuracy to be 0.01 ppm for one cylinder and 0.16 ppm for the other one (our instrumentation gave higher CO$_2$ mole fraction for the both cylinders).

Summing up the random errors (pressure correction, temperature correction, signal noise, precision of the calibration, stability and repeatability), the estimates for the precision of the measured ambient CO$_2$ mole fraction were ±0.4 ppm when the calibration was performed with three reference gases (until 10 October 2007), and ±0.2 ppm when the calibration was performed with five reference gases (from 11 October 2007 onwards). The accuracies obtained from the results of the inter-comparison experiments were in agreement with the accuracies

Fig. 8. (a) Measured and simulated atmospheric CO$_2$ mole fractions, and (b) difference (measured – simulated) between the atmospheric CO$_2$ mole fractions during situations with well mixed atmosphere.
of the calibration standards (0.05 ppm) and the estimated precisions.

The results of the comparison between the analyzers URAS 4 and LI-840 showed a 0.1 ppm difference in the ambient CO₂ mole fraction with the URAS 4 giving higher mole fraction results. We considered such deviation between the results a minor one when taking into account that the pressure correction to the URAS 4 CO₂ mole fraction signal alone ranged from 0 to 2 ppm. Although it could be argued that the pressure correction equations worked for the analyzers, we concluded that it was advisable to keep the sample pressure as equal as possible during the measurement of the calibration gases and the ambient sample air. Likewise, the temperatures of the calibration gases and ambient sample air should be equal.

The use of a sample air dryer to dry the ambient sample as well as humidify the calibration gases reduced significantly the bias that would have been caused by the H₂O vapour, especially in the case of the URAS 4 analyzer. For the URAS 4 analyzer, the H₂O mole fraction of about 0.2 mmol mol⁻¹ left in the ambient sample air after the drying would have resulted in a correction approximately equaling the target accuracy. Also in the case of the LI-840 analyzer, we considered the use of a dryer as beneficial in order to achieve target accuracy by eliminating the need to measure H₂O vapour mole fraction accurately and calculate the dilution correction to the CO₂ mole fraction signal.

We found out that the use of only three calibration gases (until 10 October 2007 in the afternoon measurements) was a mistake because it impaired the accuracy as the relatively large residuals (on the average 0.3 ppm) of the fit degraded the measurement precision. That the actual CO₂ mole fractions of two of the three calibration gases during the same time were at the ends of the calibration range also impaired the accuracy of the calibration by about 0.1 ppm. However, the introduction of two more calibration gases, with CO₂ mole fractions at the ends of the calibration range, to the nighttime calibration sequence did not cause any noticeable change in the measured CO₂ mole fraction of the bottled natural air. Considering this, we could argue that the use of three calibration gases with CO₂ mole fractions near (±20 ppm) the CO₂ mole fraction of the bottled natural air, or the CO₂ mole fraction of the atmospheric sample air as a matter of fact, would have been an adequate procedure. But the use of more calibration gases naturally added to the number of calibration data points and this way improved precision. We did not find the feeding order of the calibration gases to affect the accuracy. We did not find any distinctive changes (i.e. greater than 0.1 ppm) in the CO₂ mole fractions of the calibration gases.

The general agreement between the measured and simulated CO₂ mole fraction data indicated a good behaviour of the simulation. We interpreted the periods of disagreement to be due to the lack of local measurement constraints that were not used by the current simulation. Overall, this comparison with the MACC-II simulation suggested that the model would be able to reproduce after flux correction the observed CO₂ variability at the SMEAR II site. Hence, the measurement of the CO₂ mole fraction at the site would be desirable for future simulations.

This study highlighted the importance of quantifying all the sources of uncertainty in measurements, especially in view of stringent requirements for continuous CO₂ mole fraction data from long-term measurement stations and large station networks (such as GAW and ICOS) used in climate change studies.
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