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Abstract

The laws that drive a complex social-environmental system are never perfectly understood. Due to the high complexity of the underlying system processes, researches tend to create an ensemble of multiple models, which describe the studied phenomenon using different modeling approaches and primary assumptions. A set of ensemble outcomes (usually represented by a family of probability distributions) then needs to be integrated into one estimate in order to install an ensemble into the modelling chain or provide support for the informed decision making. This paper deals with the case study of the sea level pressure model ensemble. We examine performance of the two alternative integration methods, the posterior integration method and the Bayesian Information Criterion (BIC) method. In the latter case, the integration approach is data-driven, and subsequently, we introduce a cross validation procedure to compare the resultant integrated estimates of the sea level pressure.
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1 Introduction

The laws that drive a complex social-environmental system are never perfectly understood (Kryazhimskiy, 2014). In general, a single model cannot capture the complexity of the underlying system processes. As a result, researchers tend to create a suite of models, which are based on different primary assumptions about the studied phenomenon. Each model usually enters an ensemble with its intrinsic uncertainties. Namely, the choices made in individual model design often imply model uncertainties in initial conditions, uncertainties in boundary conditions, parameter and structural uncertainties (Tebaldi and Knutti, 2007). In the end, we deal with a set of statistically imprecise ensemble outcomes.

However, if we want to install an ensemble into a modeling chain or to provide support for the informed decision making, models' output needs to be integrated into one estimate. Here, we make an assumption that if individual models are independent, their errors might at least partly cancel after integration, resulting in a multi-model average that is more skillful than its constitutive terms (Tebaldi and Knutti 2007). Several approaches to determine a combined estimate from ensemble members have been proposed in the literature. Reviews of existing integration methods can be found in Clemen (1989), which considers contributions from the forecasting, psychology, statistics, and management science literatures; Genest and Zidek (1986), which describe formal, often statistical, approaches to aggregation of a number of expert opinions (models); Tebaldi and Knutti (2007), which specifically outline methods used in climate modeling. In general, we can distinguish data-driven approaches to model integration, where individual estimates are combined into a weighted combination based on the models' performance in the past and the present. For example, this category of methods includes Bayesian Model Averaging (Hoeting et al., 1999) and methods of models weighting using information criteria (Burnham and Anderson, 2004). As opposed to data-driven techniques, Kryazhimskiy (2013, 2016) suggests the posterior integration methodology based on construction of posterior event in the product of the probability spaces associated with the prior model estimates.
This paper compares alternative integration methods in the case study of the sea level pressure model ensemble. The prior estimates on the sea level pressure are obtained within the COMPLEX project case studies (Renard et al., 2014; http://owsgip.ite.utwente.nl/projects/complex/). The suite of integration techniques contains the posterior integration method (Kryazhimskiy 2013, 2016) and the BIC method based on model weighting (Burnham and Anderson, 2004; Renard et al., 2014). In the latter case, the integration approach is data-driven. In this connection, we introduce a cross validation procedure to compare alternative integrated estimates. The rest of the paper is organized as follows. In section 2 we outline methodology for the cross-comparison of integration methods. Section 3 describes the case study of the sea level pressure model ensemble. Results of cross-comparison are presented and discussed in section 4.

2 Methodology

2.1 Integration Methods

We consider an ensemble of \( n \) sea level pressure models. By assumption, each model rounds the sea level pressure value off to some unit; subsequently, it gives an independent statistically imprecise estimate of the rounding unit (interval), where the true sea level pressure falls. Let \( z_0 \) be an actual unknown interval of the sea level pressure. We suppose that \( z_0 \) belongs to a non-empty finite set \( Z \) of all rounding intervals, whose number of elements is bigger than one. Thus, each model \( i \) represents the unknown \( z_0 \) as a probability \( p_i \) on \( Z \). In addition, a probability \( p_{data} \) on \( Z \) is obtained from the series of instrumental observations on the sea level pressure.

In this research, we combine information from the model ensemble using two alternative integration methods. The posterior integration method (Kryazhimskiy, 2013; Kryazhimskiy, 2016) is based on the assumption that model outcomes are mutually compatible, i.e., we should observe identical outcomes after the use of a model ensemble. Formally, the probability distribution of prior estimates is

\[
\pi(z) = \frac{p_1(z) * p_2(z) * ... * p_n(z)}{\sum_{z' \in Z} p_1(z') * p_2(z') * ... * p_n(z')}, \quad z \in Z
\]  

(1)

The integration operation possesses the algebraic properties of multiplication (Kryazhimskiy, 2013). In what follows, we call distribution (1) the *product* probability distribution.

Secondly, we consider the weighting of models in an ensemble based on the Bayesian Information Criterion (BIC)

\[
\pi(z) = \sum_{i=1}^{n} \frac{e^{-BIC_i/2}}{\sum_{j=1}^{n} e^{-BIC_j/2}} * p_i(z), \quad z \in Z
\]

(2)
The general rationale behind BIC weights calculation is given in Burnham and Anderson (2004). Renard et al. (2014) adapted the BIC method to the context of integrating the outcomes from several climate models (see COMPLEX project case studies). Note that the BIC approach is data-driven as weights computation utilizes information on prior estimates performance relative to the already observed measurements of the sea level pressure.

2.2 Performance Metrics

In general, our goal is to assess the performance of different ways of integration relative to the observed $p_{data}$. For this purpose, we compare means of probability distributions as follows

$$\Delta_\mu(\pi_i, p_{data}) = \frac{\mu(\pi_i) - \mu(p_{data})}{\sigma(p_{data})}$$  \hspace{1cm} (3)

where $\mu(\pi_i)$ is the expected value of the integrated distribution $\pi_i$ ($i = 1, 2$), $\mu(p_{data})$ is the expected value of the observed distribution $p_{data}$ and $\sigma(p_{data})$ is the standard deviation of the observed distribution $p_{data}$. Thus, we rate a deviation of the integrated mean from the observed one relative to the variability in observations. We call $\Delta_\mu(\pi_i, p_{data})$ a relative mean difference.

On the other hand, we estimate whether an integrated distribution replicates variability of the instrumental observations. In the first place, we measure variation in terms of standard deviation

$$\Delta_\sigma(\pi_i, p_{data}) = \frac{\sigma(\pi_i) - \sigma(p_{data})}{\sigma(p_{data})}$$  \hspace{1cm} (4)

where $\sigma(\pi_i)$ is the standard deviation of the integrated distribution $\pi_i$ ($i = 1, 2$) and $\sigma(p_{data})$ is the standard deviation of the observed distribution $p_{data}$. We call $\Delta_\sigma(\pi_i, p_{data})$ a relative difference in standard deviations.

Additionally, we compare difference in the shape of probability distributions using statistical distance (total variation distance)

$$\delta(\pi_i, p_{data}) = \frac{1}{2} \sum_{z \in Z} |\pi_i(z) - p_{data}(z)|$$  \hspace{1cm} (5)

2.3 Cross Validation

We consider $k$-fold cross validation (Olson and Delen, 2008; Hastie et al., 2001) to study performance of the proposed integration methods. Let us assume that the number of available instrumental observations equals $p$. This dataset is divided into $k$ subsets
with equal (or near equal) number of points. Each of these subsets is used to estimate the performance of integration methods in separate cross validation runs. In each cross validation run, we calculate BIC weights using the remaining $k-1$ subsets of instrumental observations. We call a union of $k-1$ subsets used in the integration estimation a training dataset, and the $k$-th subset is called a validation dataset.

Overall, the cross validation process is repeated $k$ times. Suppose that $p'_{\text{data}}(j)$ on $Z$ is a probability obtained from instrumental observations in the training dataset, and $p''_{\text{data}}(j)$ on $Z$ is a probability obtained from the validation dataset in cross validation run $j$. At first, we independently estimate performance of the integration methods in each run for the training and validation datasets applying formulas (3)-(5). After that, we determine average values of $\Delta_\mu(\pi_i, p'_{\text{data}}(j))$, $\Delta_\sigma(\pi_i, p'_{\text{data}}(j))$, $\delta(\pi_i, p'_{\text{data}}(j))$ for the training dataset, and average values of $\Delta_\mu(\pi_i, p''_{\text{data}}(j))$, $\Delta_\sigma(\pi_i, p''_{\text{data}}(j))$, $\delta(\pi_i, p''_{\text{data}}(j))$ for the validation dataset ($j = 1 \ldots k$), where $\pi_i$ is either the product probability distribution in (1) or the BIC probability distribution in (2).

Finally, we examine consistency of the performance metrics between the training and validation datasets for an integration method $\pi_i$ ($i = 1, 2$). For this purpose, we measure the root mean squared error between them

$$m(\pi_i) = \sqrt{\frac{1}{k} \sum_{j=1}^{k} (s(\pi_i, p'_{\text{data}}(j)) - s(\pi_i, p''_{\text{data}}(j)))^2}$$

(6)

where $s$ is a performance metric ($\Delta_\mu$, $\Delta_\sigma$, $\delta$).

3 Data

The data on the sea level pressure is extracted from the 20CR reanalysis (Compo et al., 2011) at longitude 5W, latitude 44N (near Marseille, France) for the period from 1871 to 2004. In each year, we take an average of daily observations per season. Namely, we aggregate values in the 3-month periods: January, February and March (season JFM); April, March and June (season AMJ), July, August and September (season JAS) and October, November and December (season OND). In total, each seasonal dataset comprises 134 points. On the other hand, initial data includes four seasonal sea level pressure time series, simulated by models 1 – 4 for the same period and region.

Here, we use 3-fold cross validation. That is, we divide period 1871 – 2004 into periods: 1871-1915 (number of data points 45), 1916 – 1959 (number of data points 44) and 1960 – 2004 (number of data points 45). Two parts of the time series are included in the training dataset and the remaining part constitutes the validation dataset in each cross validation run. Table 1 illustrates time periods corresponding to the 3-fold cross validation in the case study.
We represent the observed seasonal sea level pressure time series and the sea level pressure time series simulated by models 1 – 4 in the training dataset as probability distributions. For this purpose, we put a uniform grid on the sea level pressure axis. The step size of the grid is defined as an average Scott's step size taken over five samples, which include observed and model time series. For a separate sample of values, the step size is calculated by the formula (Scott, 1979)

\[
h = 3.5\hat{\sigma}/n^{1/3}
\]  

(7)

where \(\hat{\sigma}\) is the sample standard deviation and \(n\) is the number of sample values.

For each of the five seasonal sea level pressure time series we define the (empirical) probability of each grid cell to be the relative frequency of the sea level pressure values in the time series, which fall into that grid cell. In result, for each season and for each cross validation run we construct the data-based seasonal sea level pressure probability distribution \(p_{\text{data}}\) and seasonal sea level pressure probability distributions \(p_1, p_2, p_3, p_4\) in the ensemble of models 1 – 4. After that, we compute performance metrics of the prior distributions \(p_1, p_2, p_3, p_4\) relative to the observed distribution \(p_{\text{data}}\) in each cross validation run. Tables 2 – 9 present histograms for the resultant probability distributions and the values of performance metrics.
Table 2. Data-based probability distribution and probability distributions constructed from models 1 – 4 per cross validation run. Season JFM, grid step size 229.87 Pa

<table>
<thead>
<tr>
<th>Distribution</th>
<th>Run 1</th>
<th>Run 2</th>
<th>Run 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data (training dataset)</td>
<td><img src="image" alt="Histogram" /></td>
<td><img src="image" alt="Histogram" /></td>
<td><img src="image" alt="Histogram" /></td>
</tr>
<tr>
<td>Model 1</td>
<td><img src="image" alt="Histogram" /></td>
<td><img src="image" alt="Histogram" /></td>
<td><img src="image" alt="Histogram" /></td>
</tr>
<tr>
<td>Model 2</td>
<td><img src="image" alt="Histogram" /></td>
<td><img src="image" alt="Histogram" /></td>
<td><img src="image" alt="Histogram" /></td>
</tr>
<tr>
<td>Model 3</td>
<td><img src="image" alt="Histogram" /></td>
<td><img src="image" alt="Histogram" /></td>
<td><img src="image" alt="Histogram" /></td>
</tr>
<tr>
<td>Model 4</td>
<td><img src="image" alt="Histogram" /></td>
<td><img src="image" alt="Histogram" /></td>
<td><img src="image" alt="Histogram" /></td>
</tr>
</tbody>
</table>
Table 3. Performance metrics (3) – (5) of probability distributions constructed from models 1 – 4 in the training period per cross validation run. Season JFM, grid step size 229.87 Pa

<table>
<thead>
<tr>
<th>Distribution</th>
<th>Run 1</th>
<th>Run 2</th>
<th>Run 3</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Data</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
</tr>
<tr>
<td>(training dataset)</td>
<td>(abs. 101654 Pa)</td>
<td>(abs. 101720 Pa)</td>
<td>(abs. 101711 Pa)</td>
</tr>
<tr>
<td>Model 1</td>
<td>-7%</td>
<td>-26%</td>
<td>-24%</td>
</tr>
<tr>
<td>Model 2</td>
<td>59%</td>
<td>13%</td>
<td>27%</td>
</tr>
<tr>
<td>Model 3</td>
<td>-67%</td>
<td>-78%</td>
<td>-73%</td>
</tr>
<tr>
<td>Model 4</td>
<td>5%</td>
<td>-21%</td>
<td>-13%</td>
</tr>
<tr>
<td></td>
<td>Standard deviation</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Data</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
</tr>
<tr>
<td>(training dataset)</td>
<td>(abs. 352.68 Pa)</td>
<td>(abs. 344.80 Pa)</td>
<td>(abs. 354.93 Pa)</td>
</tr>
<tr>
<td>Model 1</td>
<td>5%</td>
<td>2%</td>
<td>-1%</td>
</tr>
<tr>
<td>Model 2</td>
<td>18%</td>
<td>38%</td>
<td>28%</td>
</tr>
<tr>
<td>Model 3</td>
<td>-35%</td>
<td>-36%</td>
<td>-36%</td>
</tr>
<tr>
<td>Model 4</td>
<td>-11%</td>
<td>-8%</td>
<td>-15%</td>
</tr>
<tr>
<td></td>
<td>Statistical distance</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Data</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>(training dataset)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Model 1</td>
<td>0.079</td>
<td>0.133</td>
<td>0.146</td>
</tr>
<tr>
<td>Model 2</td>
<td>0.225</td>
<td>0.211</td>
<td>0.213</td>
</tr>
<tr>
<td>Model 3</td>
<td>0.348</td>
<td>0.378</td>
<td>0.348</td>
</tr>
<tr>
<td>Model 4</td>
<td>0.146</td>
<td>0.133</td>
<td>0.090</td>
</tr>
</tbody>
</table>
Table 4. Data-based probability distribution and probability distributions constructed from models 1 – 4 per cross validation run. Season AMJ, grid step size 103.4 Pa

<table>
<thead>
<tr>
<th>Distribution</th>
<th>Run 1</th>
<th>Run 2</th>
<th>Run 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data (training dataset)</td>
<td><img src="image1" alt="Histogram" /></td>
<td><img src="image2" alt="Histogram" /></td>
<td><img src="image3" alt="Histogram" /></td>
</tr>
<tr>
<td>Model 1</td>
<td><img src="image4" alt="Histogram" /></td>
<td><img src="image5" alt="Histogram" /></td>
<td><img src="image6" alt="Histogram" /></td>
</tr>
<tr>
<td>Model 2</td>
<td><img src="image7" alt="Histogram" /></td>
<td><img src="image8" alt="Histogram" /></td>
<td><img src="image9" alt="Histogram" /></td>
</tr>
<tr>
<td>Model 3</td>
<td><img src="image10" alt="Histogram" /></td>
<td><img src="image11" alt="Histogram" /></td>
<td><img src="image12" alt="Histogram" /></td>
</tr>
<tr>
<td>Model 4</td>
<td><img src="image13" alt="Histogram" /></td>
<td><img src="image14" alt="Histogram" /></td>
<td><img src="image15" alt="Histogram" /></td>
</tr>
</tbody>
</table>
Table 5. Performance metrics (3) – (5) of probability distributions constructed from models 1 – 4 in the training period per cross validation run. Season AMJ, grid step size 103.4 Pa

<table>
<thead>
<tr>
<th>Distribution</th>
<th>Run 1</th>
<th>Run 2</th>
<th>Run 3</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Data (training dataset)</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
</tr>
<tr>
<td>(abs. 101503 Pa)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Model 1</td>
<td>-48%</td>
<td>-101%</td>
<td>-115%</td>
</tr>
<tr>
<td>Model 2</td>
<td>-19%</td>
<td>-16%</td>
<td>-57%</td>
</tr>
<tr>
<td>Model 3</td>
<td>-148%</td>
<td>-182%</td>
<td>-218%</td>
</tr>
<tr>
<td>Model 4</td>
<td>1%</td>
<td>-22%</td>
<td>-61%</td>
</tr>
<tr>
<td></td>
<td>Standard deviation</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Data (training dataset)</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
</tr>
<tr>
<td>(abs. 160.63 Pa)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Model 1</td>
<td>-8%</td>
<td>4%</td>
<td>2%</td>
</tr>
<tr>
<td>Model 2</td>
<td>0%</td>
<td>15%</td>
<td>29%</td>
</tr>
<tr>
<td>Model 3</td>
<td>-18%</td>
<td>-5%</td>
<td>-6%</td>
</tr>
<tr>
<td>Model 4</td>
<td>22%</td>
<td>16%</td>
<td>29%</td>
</tr>
<tr>
<td></td>
<td>Statistical distance</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Data (training dataset)</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>Model 1</td>
<td>0.146</td>
<td>0.367</td>
<td>0.427</td>
</tr>
<tr>
<td>Model 2</td>
<td>0.180</td>
<td>0.156</td>
<td>0.270</td>
</tr>
<tr>
<td>Model 3</td>
<td>0.618</td>
<td>0.633</td>
<td>0.719</td>
</tr>
<tr>
<td>Model 4</td>
<td>0.247</td>
<td>0.222</td>
<td>0.236</td>
</tr>
</tbody>
</table>
Table 6. Data-based probability distribution and probability distributions constructed from models 1 – 4 per cross validation run. Season JAS, grid step size 70.94 Pa

<table>
<thead>
<tr>
<th>Distribution</th>
<th>Run 1</th>
<th>Run 2</th>
<th>Run 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data (training dataset)</td>
<td><img src="image" alt="Histogram" /></td>
<td><img src="image" alt="Histogram" /></td>
<td><img src="image" alt="Histogram" /></td>
</tr>
<tr>
<td>Model 1</td>
<td><img src="image" alt="Histogram" /></td>
<td><img src="image" alt="Histogram" /></td>
<td><img src="image" alt="Histogram" /></td>
</tr>
<tr>
<td>Model 2</td>
<td><img src="image" alt="Histogram" /></td>
<td><img src="image" alt="Histogram" /></td>
<td><img src="image" alt="Histogram" /></td>
</tr>
<tr>
<td>Model 3</td>
<td><img src="image" alt="Histogram" /></td>
<td><img src="image" alt="Histogram" /></td>
<td><img src="image" alt="Histogram" /></td>
</tr>
<tr>
<td>Model 4</td>
<td><img src="image" alt="Histogram" /></td>
<td><img src="image" alt="Histogram" /></td>
<td><img src="image" alt="Histogram" /></td>
</tr>
</tbody>
</table>
Table 7. Performance metrics (3) – (5) of probability distributions constructed from models 1 – 4 in the training period per cross validation run. Season JAS, grid step size 70.94 Pa

<table>
<thead>
<tr>
<th>Distribution</th>
<th>Run 1</th>
<th>Run 2</th>
<th>Run 3</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Mean</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Data (training dataset)</td>
<td>0% (abs. 101647 Pa)</td>
<td>0% (abs. 101663 Pa)</td>
<td>0% (abs. 101673 Pa)</td>
</tr>
<tr>
<td>Model 1</td>
<td>-83%</td>
<td>-73%</td>
<td>-88%</td>
</tr>
<tr>
<td>Model 2</td>
<td>64%</td>
<td>59%</td>
<td>54%</td>
</tr>
<tr>
<td>Model 3</td>
<td>-155%</td>
<td>-174%</td>
<td>-169%</td>
</tr>
<tr>
<td>Model 4</td>
<td>255%</td>
<td>228%</td>
<td>215%</td>
</tr>
<tr>
<td><strong>Standard deviation</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Data (training dataset)</td>
<td>0% (abs. 90.89 Pa)</td>
<td>0% (abs. 94.48 Pa)</td>
<td>0% (abs. 97.33 Pa)</td>
</tr>
<tr>
<td>Model 1</td>
<td>-1%</td>
<td>2%</td>
<td>-5%</td>
</tr>
<tr>
<td>Model 2</td>
<td>16%</td>
<td>23%</td>
<td>8%</td>
</tr>
<tr>
<td>Model 3</td>
<td>0%</td>
<td>-11%</td>
<td>-13%</td>
</tr>
<tr>
<td>Model 4</td>
<td>49%</td>
<td>62%</td>
<td>41%</td>
</tr>
<tr>
<td><strong>Statistical distance</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Data (training dataset)</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>Model 1</td>
<td>0.337</td>
<td>0.311</td>
<td>0.404</td>
</tr>
<tr>
<td>Model 2</td>
<td>0.247</td>
<td>0.267</td>
<td>0.180</td>
</tr>
<tr>
<td>Model 3</td>
<td>0.539</td>
<td>0.622</td>
<td>0.652</td>
</tr>
<tr>
<td>Model 4</td>
<td>0.764</td>
<td>0.700</td>
<td>0.663</td>
</tr>
</tbody>
</table>
Table 8. Data-based probability distribution and probability distributions constructed from models 1 – 4 per cross validation run. Season OND, grid step size 162.89 Pa

<table>
<thead>
<tr>
<th>Distribution</th>
<th>Run 1</th>
<th>Run 2</th>
<th>Run 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data (training dataset)</td>
<td><img src="image1" alt="Histogram" /></td>
<td><img src="image2" alt="Histogram" /></td>
<td><img src="image3" alt="Histogram" /></td>
</tr>
<tr>
<td>Model 1</td>
<td><img src="image4" alt="Histogram" /></td>
<td><img src="image5" alt="Histogram" /></td>
<td><img src="image6" alt="Histogram" /></td>
</tr>
<tr>
<td>Model 2</td>
<td><img src="image7" alt="Histogram" /></td>
<td><img src="image8" alt="Histogram" /></td>
<td><img src="image9" alt="Histogram" /></td>
</tr>
<tr>
<td>Model 3</td>
<td><img src="image10" alt="Histogram" /></td>
<td><img src="image11" alt="Histogram" /></td>
<td><img src="image12" alt="Histogram" /></td>
</tr>
<tr>
<td>Model 4</td>
<td><img src="image13" alt="Histogram" /></td>
<td><img src="image14" alt="Histogram" /></td>
<td><img src="image15" alt="Histogram" /></td>
</tr>
</tbody>
</table>
Table 9. Performance metrics (3) – (5) of probability distributions constructed from models 1 – 4 in the training period per cross validation run. Season OND, grid step size 162.89 Pa

<table>
<thead>
<tr>
<th>Distribution</th>
<th>Run 1</th>
<th>Run 2</th>
<th>Run 3</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Mean</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Data (training dataset)</td>
<td>0% (abs. 101635 Pa)</td>
<td>0% (abs. 101669 Pa)</td>
<td>0% (abs. 101695 Pa)</td>
</tr>
<tr>
<td>Model 1</td>
<td>113%</td>
<td>-120%</td>
<td>-153%</td>
</tr>
<tr>
<td>Model 2</td>
<td>-153%</td>
<td>140%</td>
<td>144%</td>
</tr>
<tr>
<td>Model 3</td>
<td>94%</td>
<td>-102%</td>
<td>-116%</td>
</tr>
<tr>
<td>Model 4</td>
<td>-22%</td>
<td>7%</td>
<td>23%</td>
</tr>
<tr>
<td><strong>Standard deviation</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Data (training dataset)</td>
<td>0% (abs. 233.96 Pa)</td>
<td>0% (abs. 244.72 Pa)</td>
<td>0% (abs. 226.98 Pa)</td>
</tr>
<tr>
<td>Model 1</td>
<td>-5%</td>
<td>-10%</td>
<td>-14%</td>
</tr>
<tr>
<td>Model 2</td>
<td>1%</td>
<td>0%</td>
<td>17%</td>
</tr>
<tr>
<td>Model 3</td>
<td>-13%</td>
<td>-19%</td>
<td>-11%</td>
</tr>
<tr>
<td>Model 4</td>
<td>35%</td>
<td>29%</td>
<td>20%</td>
</tr>
<tr>
<td><strong>Statistical distance</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Data (training dataset)</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>Model 1</td>
<td>0.461</td>
<td>0.511</td>
<td>0.596</td>
</tr>
<tr>
<td>Model 2</td>
<td>0.584</td>
<td>0.533</td>
<td>0.494</td>
</tr>
<tr>
<td>Model 3</td>
<td>0.404</td>
<td>0.411</td>
<td>0.483</td>
</tr>
<tr>
<td>Model 4</td>
<td>0.180</td>
<td>0.200</td>
<td>0.225</td>
</tr>
</tbody>
</table>
4 Results

The prior probability distributions from models 1 – 4 are integrated using two alternative methods. We compute the product probability distribution using (1) and the BIC distribution using (2). The BIC weights in the linear combination of models 1 – 4 are dependent on the models’ fit to the data in the training dataset. Table 10 presents the values of model weights in each cross validation run. The weights appear to be fairly stable across cross validation runs, but they vary strongly across seasons. Note that we do not use original time series to reconstruct probability mass functions of models 1 – 4 in the BIC method. Instead, the data points are applied to estimate parameters of the normally distributed priors (Renard et al., 2014), which are subsequently used in the BIC integration. However, we do not consider sensitivity of the results to the selected grid step size and compare the integrated BIC distribution with the discrete priors.

Table 10. BIC weights in cross validation runs.

<table>
<thead>
<tr>
<th></th>
<th>Model 1</th>
<th>Model 2</th>
<th>Model 3</th>
<th>Model 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Season JFM</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Run 1</td>
<td>0.6238</td>
<td>0.0019</td>
<td>0.0000</td>
<td>0.3743</td>
</tr>
<tr>
<td>Run 2</td>
<td>0.4101</td>
<td>0.0688</td>
<td>0.0000</td>
<td>0.5211</td>
</tr>
<tr>
<td>Run 3</td>
<td>0.5184</td>
<td>0.0917</td>
<td>0.0000</td>
<td>0.3899</td>
</tr>
<tr>
<td>Season AMJ</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Run 1</td>
<td>0.0034</td>
<td>0.6942</td>
<td>0.0000</td>
<td>0.3024</td>
</tr>
<tr>
<td>Run 2</td>
<td>0.0000</td>
<td>0.6652</td>
<td>0.0000</td>
<td>0.3348</td>
</tr>
<tr>
<td>Run 3</td>
<td>0.0000</td>
<td>0.4728</td>
<td>0.0000</td>
<td>0.5272</td>
</tr>
<tr>
<td>Season JAS</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Run 1</td>
<td>0.0036</td>
<td>0.9964</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>Run 2</td>
<td>0.1736</td>
<td>0.8264</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>Run 3</td>
<td>0.0001</td>
<td>0.9999</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>Season OND</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Run 1</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>1.0000</td>
</tr>
<tr>
<td>Run 2</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>1.0000</td>
</tr>
<tr>
<td>Run 3</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>1.0000</td>
</tr>
</tbody>
</table>

After that, we calculate performance metrics (3)-(5) separately for two probability distributions of instrumental observations. Firstly, we obtain the observed $p_{data}$ from instrumental observations in the training dataset. Secondly, we calculate $p_{data}$ from instrumental observations in the validation dataset. Tables 11-22 show histograms and performance estimates of the product and BIC distributions in each season and in each cross validation run.
Table 11. Integrated and data-based probability distributions per cross validation run. Season JFM, grid step size 229.87 Pa

<table>
<thead>
<tr>
<th>Distribution</th>
<th>Run 1</th>
<th>Run 2</th>
<th>Run 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data (training dataset)</td>
<td><img src="image1" alt="Graph" /></td>
<td><img src="image2" alt="Graph" /></td>
<td><img src="image3" alt="Graph" /></td>
</tr>
<tr>
<td>Data (validation dataset)</td>
<td><img src="image4" alt="Graph" /></td>
<td><img src="image5" alt="Graph" /></td>
<td><img src="image6" alt="Graph" /></td>
</tr>
<tr>
<td>Product</td>
<td><img src="image7" alt="Graph" /></td>
<td><img src="image8" alt="Graph" /></td>
<td><img src="image9" alt="Graph" /></td>
</tr>
<tr>
<td>BIC</td>
<td><img src="image10" alt="Graph" /></td>
<td><img src="image11" alt="Graph" /></td>
<td><img src="image12" alt="Graph" /></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>100865</th>
<th>100910</th>
<th>101145</th>
<th>101370</th>
<th>101605</th>
<th>101839</th>
<th>102042</th>
<th>102252</th>
<th>102462</th>
</tr>
</thead>
<tbody>
<tr>
<td>Run 1</td>
<td><img src="image13" alt="Data" /></td>
<td><img src="image14" alt="Data" /></td>
<td><img src="image15" alt="Data" /></td>
<td><img src="image16" alt="Data" /></td>
<td><img src="image17" alt="Data" /></td>
<td><img src="image18" alt="Data" /></td>
<td><img src="image19" alt="Data" /></td>
<td><img src="image20" alt="Data" /></td>
<td><img src="image21" alt="Data" /></td>
</tr>
<tr>
<td>Run 2</td>
<td><img src="image22" alt="Data" /></td>
<td><img src="image23" alt="Data" /></td>
<td><img src="image24" alt="Data" /></td>
<td><img src="image25" alt="Data" /></td>
<td><img src="image26" alt="Data" /></td>
<td><img src="image27" alt="Data" /></td>
<td><img src="image28" alt="Data" /></td>
<td><img src="image29" alt="Data" /></td>
<td><img src="image30" alt="Data" /></td>
</tr>
<tr>
<td>Run 3</td>
<td><img src="image31" alt="Data" /></td>
<td><img src="image32" alt="Data" /></td>
<td><img src="image33" alt="Data" /></td>
<td><img src="image34" alt="Data" /></td>
<td><img src="image35" alt="Data" /></td>
<td><img src="image36" alt="Data" /></td>
<td><img src="image37" alt="Data" /></td>
<td><img src="image38" alt="Data" /></td>
<td><img src="image39" alt="Data" /></td>
</tr>
</tbody>
</table>
Table 12. Performance metrics (3) – (5) of the integrated probability distributions in the training period per cross validation run. Season JFM, grid step size 229.87 Pa

<table>
<thead>
<tr>
<th>Distribution</th>
<th>Run 1</th>
<th>Run 2</th>
<th>Run 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Data (training dataset)</td>
<td>0% (abs. 101654 Pa)</td>
<td>0% (abs. 101720 Pa)</td>
<td>0% (abs. 101711 Pa)</td>
</tr>
<tr>
<td>Product</td>
<td>-31%</td>
<td>-56%</td>
<td>-41%</td>
</tr>
<tr>
<td>BIC</td>
<td>27%</td>
<td>26%</td>
<td>20%</td>
</tr>
<tr>
<td>Standard deviation</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Data (training dataset)</td>
<td>0% (abs. 352.68 Pa)</td>
<td>0% (abs. 344.80 Pa)</td>
<td>0% (abs. 354.93 Pa)</td>
</tr>
<tr>
<td>Product</td>
<td>-53%</td>
<td>-58%</td>
<td>-53%</td>
</tr>
<tr>
<td>BIC</td>
<td>-10%</td>
<td>0%</td>
<td>0%</td>
</tr>
<tr>
<td>Statistical distance</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Data (training dataset)</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>Product</td>
<td>0.426</td>
<td>0.459</td>
<td>0.361</td>
</tr>
<tr>
<td>BIC</td>
<td>0.137</td>
<td>0.140</td>
<td>0.134</td>
</tr>
</tbody>
</table>

Table 13. Performance metrics (3) – (5) of the integrated probability distributions in the validation period per cross validation run. Season JFM, grid step size 229.87 Pa

<table>
<thead>
<tr>
<th>Distribution</th>
<th>Run 1</th>
<th>Run 2</th>
<th>Run 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Data (validation dataset)</td>
<td>0% (abs. 101955 Pa)</td>
<td>0% (abs. 101775 Pa)</td>
<td>0% (abs. 101802 Pa)</td>
</tr>
<tr>
<td>Product</td>
<td>-119%</td>
<td>-67%</td>
<td>-65%</td>
</tr>
<tr>
<td>BIC</td>
<td>-59%</td>
<td>9%</td>
<td>-6%</td>
</tr>
<tr>
<td>Standard deviation</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Data (validation dataset)</td>
<td>0% (abs. 344.72 Pa)</td>
<td>0% (abs. 370.41 Pa)</td>
<td>0% (abs. 361.35 Pa)</td>
</tr>
<tr>
<td>Product</td>
<td>-52%</td>
<td>-61%</td>
<td>-53%</td>
</tr>
<tr>
<td>BIC</td>
<td>-7%</td>
<td>-7%</td>
<td>-2%</td>
</tr>
<tr>
<td>Statistical distance</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Data (validation dataset)</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>Product</td>
<td>0.589</td>
<td>0.551</td>
<td>0.460</td>
</tr>
<tr>
<td>BIC</td>
<td>0.211</td>
<td>0.160</td>
<td>0.209</td>
</tr>
</tbody>
</table>
Table 14. Integrated and data-based probability distributions per cross validation run. Season AMJ, grid step size 103.4 Pa

<table>
<thead>
<tr>
<th>Distribution</th>
<th>Run 1</th>
<th>Run 2</th>
<th>Run 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data (training dataset)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Data (validation dataset)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Product</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BIC</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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Table 15. Performance metrics (3) – (5) of the integrated probability distributions in the training period per cross validation run. Season AMJ, grid step size 103.4 Pa

<table>
<thead>
<tr>
<th>Distribution</th>
<th>Run 1</th>
<th>Run 2</th>
<th>Run 3</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Data (training dataset)</td>
<td>0% (abs. 101503 Pa)</td>
<td>0% (abs. 101528 Pa)</td>
<td>0% (abs. 101587 Pa)</td>
</tr>
<tr>
<td>Product</td>
<td>-69%</td>
<td>-80%</td>
<td>-144%</td>
</tr>
<tr>
<td>BIC</td>
<td>58%</td>
<td>14%</td>
<td>-23%</td>
</tr>
<tr>
<td>Standard deviation</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Data (training dataset)</td>
<td>0% (abs. 160.63 Pa)</td>
<td>0% (abs. 138.90 Pa)</td>
<td>0% (abs. 137.73 Pa)</td>
</tr>
<tr>
<td>Product</td>
<td>-53%</td>
<td>-52%</td>
<td>-42%</td>
</tr>
<tr>
<td>BIC</td>
<td>-4%</td>
<td>29%</td>
<td>20%</td>
</tr>
<tr>
<td>Statistical distance</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Data (training dataset)</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>Product</td>
<td>0.437</td>
<td>0.564</td>
<td>0.673</td>
</tr>
<tr>
<td>BIC</td>
<td>0.269</td>
<td>0.214</td>
<td>0.131</td>
</tr>
</tbody>
</table>

Table 16. Performance metrics (3) – (5) of the integrated probability distributions in the validation period per cross validation run. Season AMJ, grid step size 103.4 Pa

<table>
<thead>
<tr>
<th>Distribution</th>
<th>Run 1</th>
<th>Run 2</th>
<th>Run 3</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Data (validation dataset)</td>
<td>0% (abs. 101654 Pa)</td>
<td>0% (abs. 101593 Pa)</td>
<td>0% (abs. 101489 Pa)</td>
</tr>
<tr>
<td>Product</td>
<td>-264%</td>
<td>-111%</td>
<td>-73%</td>
</tr>
<tr>
<td>BIC</td>
<td>-58%</td>
<td>-29%</td>
<td>48%</td>
</tr>
<tr>
<td>Standard deviation</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Data (validation dataset)</td>
<td>0% (abs. 99.47 Pa)</td>
<td>0% (abs. 159.95 Pa)</td>
<td>0% (abs. 137.22 Pa)</td>
</tr>
<tr>
<td>Product</td>
<td>-24%</td>
<td>-58%</td>
<td>-42%</td>
</tr>
<tr>
<td>BIC</td>
<td>55%</td>
<td>12%</td>
<td>21%</td>
</tr>
<tr>
<td>Statistical distance</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Data (validation dataset)</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>Product</td>
<td>0.900</td>
<td>0.670</td>
<td>0.402</td>
</tr>
<tr>
<td>BIC</td>
<td>0.279</td>
<td>0.216</td>
<td>0.223</td>
</tr>
</tbody>
</table>
Table 17. Integrated and data-based probability distributions per cross validation run. Season JAS, grid step size 70.94 Pa

<table>
<thead>
<tr>
<th>Distribution</th>
<th>Run 1</th>
<th>Run 2</th>
<th>Run 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data (training dataset)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Data (validation dataset)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Product</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BIC</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table 18. Performance metrics (3) – (5) of the integrated probability distributions in the training period per cross validation run. Season JAS, grid step size 70.94 Pa

<table>
<thead>
<tr>
<th>Distribution</th>
<th>Run 1</th>
<th>Run 2</th>
<th>Run 3</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Data (training dataset)</td>
<td>0% (abs. 101647 Pa)</td>
<td>0% (abs. 101663 Pa)</td>
<td>0% (abs. 101673 Pa)</td>
</tr>
<tr>
<td>Product</td>
<td>-27%</td>
<td>-57%</td>
<td>-40%</td>
</tr>
<tr>
<td>BIC</td>
<td>143%</td>
<td>68%</td>
<td>66%</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Standard deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data (training dataset)</td>
<td>0% (abs. 90.89 Pa)</td>
</tr>
<tr>
<td>Product</td>
<td>-48%</td>
</tr>
<tr>
<td>BIC</td>
<td>33%</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Statistical distance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data (training dataset)</td>
<td>0.000</td>
</tr>
<tr>
<td>Product</td>
<td>0.407</td>
</tr>
<tr>
<td>BIC</td>
<td>0.494</td>
</tr>
</tbody>
</table>

Table 19. Performance metrics (3) – (5) of the integrated probability distributions in the validation period per cross validation run. Season JAS, grid step size 70.94 Pa

<table>
<thead>
<tr>
<th>Distribution</th>
<th>Run 1</th>
<th>Run 2</th>
<th>Run 3</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Data (validation dataset)</td>
<td>0% (abs. 101719 Pa)</td>
<td>0% (abs. 101696 Pa)</td>
<td>0% (abs. 101673 Pa)</td>
</tr>
<tr>
<td>Product</td>
<td>-101%</td>
<td>-99%</td>
<td>-47%</td>
</tr>
<tr>
<td>BIC</td>
<td>61%</td>
<td>36%</td>
<td>80%</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Standard deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data (validation dataset)</td>
<td>0% (abs. 95.55 Pa)</td>
</tr>
<tr>
<td>Product</td>
<td>-50%</td>
</tr>
<tr>
<td>BIC</td>
<td>27%</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Statistical distance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data (validation dataset)</td>
<td>0.000</td>
</tr>
<tr>
<td>Product</td>
<td>0.580</td>
</tr>
<tr>
<td>BIC</td>
<td>0.398</td>
</tr>
</tbody>
</table>
Table 20. Integrated and data-based probability distributions per cross validation run. Season OND, grid step size 162.89 Pa

<table>
<thead>
<tr>
<th>Distribution</th>
<th>Run 1</th>
<th>Run 2</th>
<th>Run 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data (training dataset)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Data (validation dataset)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Product</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BIC</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table 21. Performance metrics (3) – (5) of the integrated probability distributions in the training period per cross validation run. Season OND, grid step size 162.89 Pa

<table>
<thead>
<tr>
<th>Distribution</th>
<th>Run 1</th>
<th>Run 2</th>
<th>Run 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Data (training dataset)</td>
<td>0% (abs. 101635 Pa)</td>
<td>0% (abs. 101669 Pa)</td>
<td>0% (abs. 101695 Pa)</td>
</tr>
<tr>
<td>Product</td>
<td>-7%</td>
<td>-34%</td>
<td>-51%</td>
</tr>
<tr>
<td>BIC</td>
<td>-88%</td>
<td>60%</td>
<td>18%</td>
</tr>
<tr>
<td>Standard deviation</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Data (training dataset)</td>
<td>0% (abs. 233.96 Pa)</td>
<td>0% (abs. 244.72 Pa)</td>
<td>0% (abs. 226.98 Pa)</td>
</tr>
<tr>
<td>Product</td>
<td>-44%</td>
<td>-28%</td>
<td>-34%</td>
</tr>
<tr>
<td>BIC</td>
<td>15%</td>
<td>13%</td>
<td>46%</td>
</tr>
<tr>
<td>Statistical distance</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Data (training dataset)</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>Product</td>
<td>0.257</td>
<td>0.242</td>
<td>0.242</td>
</tr>
<tr>
<td>BIC</td>
<td>0.341</td>
<td>0.270</td>
<td>0.363</td>
</tr>
</tbody>
</table>

Table 22. Performance metrics (3) – (5) of the integrated probability distributions in the validation period per cross validation run. Season OND, grid step size 162.89 Pa

<table>
<thead>
<tr>
<th>Distribution</th>
<th>Run 1</th>
<th>Run 2</th>
<th>Run 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Data (validation dataset)</td>
<td>0% (abs. 101820 Pa)</td>
<td>0% (abs. 101720 Pa)</td>
<td>0% (abs. 101722 Pa)</td>
</tr>
<tr>
<td>Product</td>
<td>-71%</td>
<td>-56%</td>
<td>-60%</td>
</tr>
<tr>
<td>BIC</td>
<td>9%</td>
<td>40%</td>
<td>6%</td>
</tr>
<tr>
<td>Standard deviation</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Data (validation dataset)</td>
<td>0% (abs. 238.91 Pa)</td>
<td>0% (abs. 239.24 Pa)</td>
<td>0% (abs. 236.93 Pa)</td>
</tr>
<tr>
<td>Product</td>
<td>-45%</td>
<td>-27%</td>
<td>-37%</td>
</tr>
<tr>
<td>BIC</td>
<td>13%</td>
<td>16%</td>
<td>40%</td>
</tr>
<tr>
<td>Statistical distance</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Data (validation dataset)</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>Product</td>
<td>0.420</td>
<td>0.333</td>
<td>0.327</td>
</tr>
<tr>
<td>BIC</td>
<td>0.200</td>
<td>0.341</td>
<td>0.222</td>
</tr>
</tbody>
</table>
At first, we assess whether integrated estimates reproduce the mean of the instrumental observations. In case of the posterior integration method, the average relative mean difference over seasonal cross validation runs drops only in the JAS season compared to the average model estimates before integration. On the other hand, the average relative mean difference over all runs, independent of season, is at the high rate of 53% for the training datasets and 94% for the validation datasets. In general, the BIC method can improve against the posterior integration method, if some of the models 1–4 are incorrect (e.g., the prior estimate may assign zero probability to the grid cell containing the true value; or the prior estimates are biased). Still the average difference in seasonal means of the BIC and observed distributions exceeds model ones (improving against the product mean in the JFM and AMJ seasons for the training dataset and in all seasons for the validation datasets). Additionally, the overall average relative mean difference is at the rate of 51% for the training datasets and 37% for the validation datasets.

Secondly, our goal is to compare standard deviations of the integrated distributions and the prior model distributions to assess whether knowledge about the true sea level pressure obtained from models 1–4 is improved after integration. The standard deviation criterion measures informativeness of the probability distributions; the less is the standard deviation of a probability distribution, the more informative it is (Kryazhimskiy et al., 2015). In this case study, the standard deviation of the integrated product distribution is less than the standard deviations of the sea level pressure distributions based on models 1–4 in each season and each cross validation run. Therefore, models 1–4 complement each other; the posterior integration method raises the informativeness of the model-based distributions. On the contrary, the standard deviation of the BIC distribution lies between the standard deviations of the model-based distributions in each season and in each cross validation run. In this case, we cannot argue about complementarity or disagreement of the model-based estimates (Kryazhimskiy et al., 2015).

However, the BIC method shows better fit to the observed distribution than the alternative approach of posterior integration. Here, we conducted analysis twice for the training and validation datasets, and measured fit in terms of the average relative difference in standard deviations between the integrated and observed distributions in all cross validation runs and in all cross validation runs per season. The averages were calculated from the raw seasonal estimates in Tables 12-13 for the JFM season, Tables 15-16 for the AMJ season, Tables 18-19 for the JAS season and Tables 21-22 for the OND season. The same conclusion holds true, when we change the comparative measure to the average statistical distance for both cases of training and validation datasets, except the case of training data in the OND season. A possible reason of these results is that the BIC method assesses the likelihood of instrumental observations to be generated from each of the model-based distributions, and subsequently, includes this information into the weights of the models' linear combination, which defines the integrated BIC distribution. Basically, BIC weights select models, which have better
estimates of statistical distance than other models in the ensemble, but integration does not reduce this distance. On the contrary, the posterior integration method operates with the assumption that each prior distribution obtained from models 1 – 4 is equally likely to describe the unknown true sea level pressure; there is no ground to give a preference to the information obtained from any model in the ensemble.

In the end, we verify consistency of the integration results. For this purpose, we calculate the root mean squared error (6) between estimates measured relative to the training dataset and estimates measured relative to the validation dataset. For the relative difference in standard deviations between the product distribution and the observed distribution, the root mean squared error between results in the training and validation datasets equals 9% of the observed standard deviation in all cross validation runs. But this estimate varies in seasons, being around 2% for the runs in the JFM and OND seasons, 7% in the JAS season and 17% in the AMJ season. The consistency of the BIC results is twice worse than in the posterior integration case for each season and for all cross validation runs. At the same time, the root mean squared error for the statistical distance is 29% of the average seasonal distance in the training datasets in the JFM season, 57% in the AMJ season, 26% in the JAS season and 48% in the OND season in case of the product distribution. For the BIC distribution, the values equal 45%-26%-29%-38% respectively. These numbers with the estimates in the standard deviations in the JAS and AMJ seasons indicate significant difference in the results for the training and validation datasets for both integration methods.

Overall, after analysis of the integration results we anticipate that the errors in the probability distributions based on models 1 – 4 cannot be corrected by any of the integration methods studied in this paper.

Software

The estimates from the posterior integration method are obtained using the R package 'modelIntegration', which is available through the link http://www.iiasa.ac.at/web/home/research/researchPrograms/AdvancedSystemsAnalysis/modelIntegration-package.html at the International Institute for Applied Systems Analysis (IIASA).
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