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ENERGY IN A FINITE WORLD:
ITASA’s Study of Global Energy Supply and Demand through 2030

“It could be done.” This is the good news from a major IIASA study of the pros-
pects for meeting the global demands for energy over the next fifty years. During this
period the world’s population will double to eight billion people, and, even with only
modest economic growth and extensive conservation, the global energy demand is likely
to expand to three or four times today’s level. Nevertheless, IIASA’s multidisciplinary
study team of scientists from 20 countries, both East and West, has concluded that the
technology and resources can be available to satisfy this increased demand.

The study’s not-so-good news is that, in order to meet this growing demand, the
world must make full use of all available energy resources: coal, oil and gas, solar, renew-
ables, and nuclear. Dirtier and more expensive fossil resources and vast quantities of syn-
fuels will have to be developed, as well as large-scale solar plants and nuclear breeder
reactors. Small-scale solar installations and renewable resources must play a growing role,
too, but can only satisfy a modest fraction of the total demand during the next half
century.

IIASA’s Energy Systems Program Group hasreported these findings, and the detailed
analysis supporting them, in Energy in a Finite World: A Global Systems Analysis (Bal-
linger Publishing Company, Cambridge, Massachusetts, 1981, 837 pages); Energy in a
Finite World: Paths to a Sustainable Future (same publisher, 225 pages) presents a shorter
account for the general reader;an Executive Summary (74 pages) is available from [IASA
on request. The IIASA analysis is the first comprehensive global long-term examination of
the energy future, and the first in which scientists from East and West have collaborated.

By using a consistent model of worldwide energy supply and demand, it avoids the
common tendency of separate national studies to assume that sufficient imports will
always be available, without comparing the demands of all countries against the likely
supplies. By looking fifty years ahead it accounts for the time it takes the energy system
to undergo fundamental changes.

The principal goal of the study was to identify strategies for the transition from a
globe reliant on oil and gas to one served by sustainable sources of energy. But the origi-
nal expectation that this could be accomplished within a 50-year horizon turned out to
be too optimistic. Instead, the I1ASA group found that there will have to be two transi-
tions. The first, from relatively cheap and clean conventional sources of oil and gas to
more expensive and dirtier unconventional ones will continue through 2030. The second,
to the essentially infinite supplies of solar, nuclear, and renewable energy, will not be
completed until late in the next century. But such a system would be sufficient to sustain
the then anticipated global population of about 10 billion persons for many centuries.

While reaching conclusions more reassuring than some previous global studies, the
analysts are not completely confident about the chances that the promising paths will be
followed: “The transition from the present fossil era to an era based on inexhaustible
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energy resources will not be straightforward. We cannot even be sure it is possible. At the
very least, it will require that national energy policies, corporate energy policies, and per-
sonal energy behavior be conceived with as clear an understanding of their relationship to
the global energy problem as possible. For better or worse, we cannot isolate ourselves.”

They point out that all future energy paths have their costs: lower energy use
threatens more severe economic difficulties, higher energy use permits greater economic
development, but poses more severe environmental dangers.

Liquid fuel supply is the “energy problem within the energy problem”. Even though
oil supplies will increase through exploiting costlier and dirtier resources, such as oil
shales and tar sands, they will be insufficient to match the rapidly expanding, and irreduc-
ible worldwide demand for liquid fuels for transportation. Vast quantities of coal will
have to be liquefied. With 90 percent of the world’s coal supplies in the USA, USSR, and
China, these nations will play a central role in the world market that will be needed to
match supplies with demand. A similar market may also develop for the synthetic fuels
produced from oil shales and tar sands, located primarily in the Americas and China.

Even so, the analysts anticipate that, in the first decades of the next century, the
Persian Gulf will still be supplying large quantities of oil to the world. However, its prin-
cipal customers will lie in Western Europe and Japan and in the developing nations of
Africa and Southeast Asia. The Americas, Eastern Europe, and China will not be net
importers of oil; they will be able to satisfy their liquid fuel demands with their own
oil, gas, and coal resources.

However, the authors warn that the increased use of fossil resources could be con-
strained by the resulting carbon dioxide releases to the atmosphere, which some scientists
believe will lead to climatic changes.

The transition from today’s oil, gas, and coal to fossil resources requiring substan-
tial transformation before use and the development of renewable resources entails tre-
mendous capital investments. While the industrial world is expected to be able to cope
with this huge capital demand, the developing countries may find it difficult to provide
the necessary funds.

The most precious — and scarce — resource, however, is time. In the past, new
primary energy sources, such as coal, oil, and gas, have required some 100 years to in-
crease their global market share from one to fifty percent. Therefore, the main point in
solving the energy problem is not which energy resources should be chosen, but how fast
we will be able to develop them. For example, large-scale solar energy deployment, such
as solar power plants in desert areas, has not yet reached sufficient technological maturity
to make a major impact on the global scale within the next fifty years. Solar power is
expected to reach its full potential only in the second half of the next century.

Energy in a Finite World provides the factual basis for designing a world energy
strategy to reach the goal of a global sustainable energy system. By identifying the prob-
lem areas, it can help politicians and policy makers reach decisions that will provide for
an orderly growth of energy resources to satisfy growing world needs in peace.

The study investigates the global energy problem on three different levels:

® First, it explores the maximum global potential of the various global energy
sources: oil and gas, coal, nuclear, solar, and renewables.
® Second, it investigates two scenarios — one with a high and one with a low
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energy demand. In addition to these two bench-mark scenarios, three supplementary
cases look at alternative paths of development: stronger deployment of nuclear power;a
nuclear moratorium; and a very-low-demand development based on an unchanged average
per capita energy consumption over the next fifty years (approximately two kilowatts
per capita).

® Third, it identifies a number of conclusions that are relevant to globally oriented
policies toward a sustainable future.

Energy in a Finite World does not provide easy answers, but for the first time it
gives a global framework for decision makers all over the world. As Professor Hafele puts
it: “It could be done, but only with pain and at high cost. However, if we fail to meet the
challenge of the energy squeeze within the next couple of years, we may have to pay a
much higher price in the long run. Time is our most scarce and valuable resource.”

This study was supported primarily by funds from IIASA’s National Member Orga-
nizations. Significant additional support, however, came from the United Nations Envi-
ronment Program, the Volkswagen Foundation in the Federal Republic of Germany
(FRG), the FRG Ministry of Research and Technology, and the Austrian National Bank.
Major parts of the study were carried out in close cooperation with scientific institutions
throughout the world, including, for example, the Meteorological Office (Bracknell, UK),
the Nuclear Research Center (Karlsruhe, FRG), the National Center for Atmospheric
Research (Boulder, Colorado, USA), the Siberian Power Institute (Irkutsk, USSR), the
International Atomic Energy Agency (Vienna, Austria), and the Institute of Energy
Economics and Law (Grenoble, France).

For ordering information please see inside back cover
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ESTIMATION OF FARM SUPPLY RESPONSE
AND ACREAGE ALLOCATION:
A Case Study of Indian Agriculture

N.S.S. Narayana and Kirit S. Parikh
International Institute for Applied Systems Analysis, Austria

SUMMARY

Some of the most important decisions in agricultural production, such as what crops
to grow and on how much land to grow them, must be made without certain knowledge
of future rainfall, yields, and prices. In this report we model the land allocation decisions
of Indian farmers as a significant first step in developing a model for Indian agricultural
policy. The approach that we have adopted is consistent with the premise that farmers
behave rationally and react to circumstances in a way that maximizes their utility in the
context of opportunities, uncertainties, and risks as perceived by them.

After a brief review of the approaches available for estimating farm supply response,
we summarize a few relevant studies, which are constructed largely after the traditional
Nerlovian model, based on adaptive expectations and adjustment schemes. Significantly,
however, the model seems to involve a serious error of specification with respect to the
formulation of the price expectation function. Nerlovian specification does not separate
past, actually realized prices into “stationary” (expected) and random components, and it
attaches the same weights to the two components for predicting expected prices.

The model described in this report deviates from the traditional Nerlovian model in
two principal respects:

—  We estimated acreage response for different crops by using expected revenue
instead of expected prices as a proxy for expected profits.

—  We formulated an appropriate revenue (or price, as the case may be) expecta-
tion function for each crop by clearly identifying the “stationary” and random
components involved in past values of the variable and by attaching suitable
weights to these components for prediction purposes. We postulated an auto-
regressive integrated moving average (ARIMA ) model for this purpose and used
Box--Jenkins methodology in estimating these functions.

In our study we considered nearly all crops grown in India. On the basis of sowing
and harvesting periods in different states, we drew up an overall substitution patterm among
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crops at the national level. This pattern permitted us to classify the crops into ten groups;
the crops in different groups are usually grown in different soils, seasons, or both. The
essential data for estimating the acreage response consist of area, production, yield, irriga-
tion, prices, and rainfall.

We then inserted into the Nerlovian model the estimated revenue expectation func-
tions for different crops and estimated the acreage response equations. Later we formulated
an areq allocation scheme so that the individually estimated areas of different crops would
add up to the exogenously specified total gross cropped area in the country. Finally, we
subjected all of the estimated equations to a validation exercise to judge the model’s per-
Sformance, particularly its ability to predict turning points.

1 THE PROBLEM AND ITS IMPORTANCE

Any analysis of agricultural policy needs to deal with the problem of affecting the
supply of agricultural outputs. For policy purposes, not only the levels, but also the com-
position, of outputs are relevant. Agricultural supply, however, is the result of the decisions
of a large number of farmers. How do farmers decide what and how much to produce?
What policy instruments and other factors affect their decisions? We must understand
these questions if we hope to devise a successful policy.

An important characteristic of agricultural production is the time lag that it involves:
outputs are obtained months after planting operations are begun. After planting has been
completed, farmers have comparatively little control over output.

The most important decisions -- what crops to grow and on how much land — must
be made without certain knowledge of future rainfall or harvest prices. How do farmers
form their expectations about these factors? How do their expectations affect their crucial
decisions about land allocation?

In this report we investigate these issues in India. Modeling the land allocation deci-
sions of Indian farmers is an important first step in developing a model for Indian agricul-
tural policy. K.S. Parikh (1977) has described the framework of the full model, which is a
computable, general equilibrium model.

We start with the premise that farmers behave rationally and that rational farmers
should react in a way that maximizes their utility within the context of the opportunities,
uncertainties, and risks that they perceive. Our approach is consistent with this premise.
We have estimated our model econometrically, using Indian data covering the period from
1950 to 1974. The model states that farmers’ desired allocation of their land among com-
peting crops depends on rainfall and on the relative revenue that they expect to derive from
different crops. Moreover, various constraints may restrict the rate at which the farmers
can adapt to a desired new cropping pattern.

We have used expected revenue rather than expected prices, no! only because ex-
pected revenue is theorctically more satisfactory (farmers must observe that in good years
prices fall), but also because a great deal of uncertainty is associated with yields. Expected
revenue is used as a proxy for expected profits because adequate data for crop-specific
costs and profits are not available, and for farmers who operate with a fixed amount of
total available inputs (an amount that is less than the profit-maximizing input level), maxi-
mizing profits and maximizing revenue give nearly the same results.

The model may be used as part of a year-by-year, simulation-type, price-endogenous,
computable, general equilibrium model. We have carried out validation exercises to test its
performance in simulating the area allocation system developed.
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In the next section we discuss certain methodological issues. A review of literature
follows in Section 3. In Section 4 we describe our experience with the estimation of the
Nerlovian model on acreage responses, the estimation of crop revenue expectation func-
tions based on the Box—Jenkins methodology, and the modified acreage response model.
In Section 5 we describe the validation exercises. A discussion of policy implications and
conclusions follows in Sections 6 and 7.

2 POSSIBLE APPROACHES TO MODELING SUPPLY RESPONSE

We have followed a two-stage approach to modeling supply response. In the first
stage, which is described in this report, farmers allocate their land to different crops. This
is followed by a second stage in which, given the areas, yields are determined. The first-stage
model is econometric. The second-stage model may be a programming one in which farmers
allocate the inputs and factors other than land to different crops in order to maximize
profits. Alternately, yields in the second stage may be estimated econometrically as a func-
tion of inputs and rainfall.

Why have we followed a two-stage procedure instead of one in which all allocation
decisions (of land, as well as of other factors and inputs) are made simultaneously? In a
one-stage procedure, two broad approaches are possible. One is to develop a programming
model in which area allocation is internal; the other is to have an econometric estimate of
the output levels themselves as supply functions.

Each alternative has limitations. A programming approach leads to a corner solution,
in which land is allocated to one crop, unless the area allocations are constrained either
explicitly or through production functions in which there are diminishing returns to area
devoted to one crop. A corner solution may also be avoided by introducing measures of
uncertainty regarding the output of various crops. It is sometimes suggested that explicit
constraints on areas prescribed exogenously are acceptable or even desirable, particularly
when farmers consume a large amount of their output themselves. This argument, however,
implicitly assumes either that farmers’ allocation decisions are so complex that they cannot
be modeled or that farmers have so little choice in allocating land to different crops that
the arbitrariness of explicit area constraints is tolerable. These assumptions are question-
able and need to be tested empirically, for even farmers growing food largely for self-
consumption should not be insensitive to changing prices and profitabilities. In self-
consumption, where the farmer essentially sells to and buys from himself, the trade margin
on that amount accrues to the farmer himself. Taking this into account, a rational farmer
should want to maximize expected profits,including margin on trade for self-consumption.
Similarly, the perverse relationship of marketable surplus to prices (marketable surplus
going down as prices rise; see Krishnan 1965) can also be consistent with conventional
economic theory. As higher prices for his products make him richer, the farmer might
want to consume more of his own product. These arguments suggest that one should con-
sider modeling farmers’ land allocation decisions before one adopts arbitrary constraints.

An alternative method of avoiding corner solutions in a programming model is to
introduce diminishing returns to size of area devoted to a crop. Empirical estimates of such
production functions are not easy to make and are not generally available. Moreover, the
data required to make such estimates are not plentiful. This is therefore a hard procedure
to follow. The difficulty of introducing in a programming model uncertainties regarding
various crops is essentially that of identifying separately the variations in yield levels
resulting from input levels and weather.
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Estimating an econometric output supply function is unsatisfactory for a policy sim-
ulation model because only the final outcome of a number of decisions is estimated. The
estimation thus provides less flexibility in changing certain parameters in the model. For
example, the impact of new high-yield varieties might be hard to assess in such a frame-
work. We have therefore followed a two-stage model.

3 A BRIEF REVIEW OF LITERATURE ON SUPPLY RESPONSE

Most empirical research on estimating farmers’ acreage response is based on direct
application, minor modification, or extension of the celebrated work of Nerlove (1958).
Nerlove distinguishes three types of output changes: “(1) in response to changes in current
prices which do not affect the level of expected future prices, (2) in immediate response
to a change in the level of expected future prices, and (3) in response to a change in the
expected and actual level of prices after sufficient time has elapsed to make full adjustment
possible.”

Of these, output changes of the first type may be limited for two reasons. First, a
sudden change in output based on sudden changes in input—output prices may be difficult
to achieve. Second, if the change (increase or decrease) is only a short-term phenomenon,
such quick and frequent output changes may be quite costly. Hence we ignore output
changes of the first type and are left with the three essential ideas of the Nerlovian model:
(1) over time, farmers keep adjusting their output toward a desired (or equilibrium) level
of output in the long run, based on expected future prices; (2) current prices affect output
only to the extent that they alter expected future prices; and (3) short-term adjustments
in output, which are made keeping the long-term desired level of output in mind, may not
fully reach the long-term desired level because constraints on the speed of acreage adjust-
ment may exist.

Nerlove’s model is as follows:

* *
X, =a0+a1Pt +aZZt+Ut (1)
*_ 2%
Py =BP,_,+(1-PP, | 0<f<I (2)
X, =(l-X,_ +4X,  0<y<lI ®)
where

X: is the long-term desired (equilibrium) acreage of the crop in period ¢
X, is the actual acreage
P; is the expected “normal” price
P, is the actual price
Z, is any other relevant variable (say, rainfall)
U, is a random residual
B is the price expectation coefficient

7 is the acreage adjustment coefficient
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Given that 0 < < 1, eq. (2) implies that the current expected price P* falls some-
where between the previous year’s actual price P,_; and the previous year’s expected
price P, 1 - That is, the current year’s expected price is revised in proportion to the differ-
ence between actual and expected prices in the previous year. If =0, the expectation
pattern is independent of the actual prices,and only one expected price for all time periods
exists. If B = 1, the current year’s expected price is always equal to the previous year’s
actual price.

The restriction 0 < < 1 is an essential one. The value of § indicates the nature of
the movement of price expectations over time as actual prices are observed. If § < O or
B > 2, the price expectation pattern represents a movement away from the actual price
movement. Moreover, when f§ > 1, the weight forP _1 becomes negative, which does not
seem aesthetically appealing. Some researchers, such as Cummings (1975), have presented
empirical results that do not satisfy the condition 0 <g<1.

Equation (3) also implies a similar process of acreage adjustment. Farmers adjust
their acreage in proportion to the difference between the desired or long-term equilibrium
level and the actual acreage level during the previous period. Again, a meaningful interpreta-
tion requires that 0 < < 1, for ¥ <0 implies that a farmer allocates less area in t1me t
than that in time # - 1, whlle in fact he desires to have more area (assuming that X >

X,_)andy>1 1mp11es overadjustment.

Equations (1), (2), and (3) contain the long-term equilibrium and expected variables
that are not observable. However, for estimation purposes, a reduced form containing only
observable variables may be written (after some algebraic manipulation) as follows:

X, =agfy+a,BrP,_y +(1-B+1-7X, |- (1-BX1 - X, ,
+£12’7Zt~£12(1 "ﬁ)’YZ,_l +7[U 0! 'B) 1] )

Underlying the reduced form (eq. (4)) are the hypotheses and assumptions described
above, although it might be possible to arrive at the same reduced form under a different
set of hypotheses and assumptions. Unless the structural parameters are identified and
found satisfactory, a good fit for the reduced form is hard to interpret.

Fisher and Temin (1970) give an example of a reduced-form equation (notation
changed and trend variable ¢ added here) obtainable by different sets of hypotheses:

X, =a tayP,  +tast+aX,  +U, &)

They say that one may arrive at eq. (5) in at least three different ways. First, eq. (5) can
be modified and rewritten to express X, as a function of past prices, which then means
that current acreage is related to past observed prices. Second, farmers may conceive of a
desired level of acreage — say, X : -- knowing P,_1, but may somehow be unable to achieve
that level. If

* ¥ ¥ * *
X, =a; tayP, | tar+U,
and

*
X,-X,_ | =uX, -X)+W, 0<p<l
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it is possible to arrive at eq. (5) after substitution. Third, whatever their adjustment ability
may be, farmers may make decisions on the basis of the price that they expect from their
observations of actual prices. If

*

* **
X[=a +a,P ta,

L tagrt v,

and

* * *
PI—P{71=;1(P[~P[71) o<ux1

then again from these two relations X, can be expressed as a function of past prices.

In the previously mentioned cases, these hypotheses lead to reduced forms that are
not distinguishable by observation. The Nerlovian case corresponds to a situation where
the last two hypotheses were made together.

Equation (4)involves some estimation problems that we should mention briefly here.
Suppposing that there is no Z, variable in eq. (1), the reduced form becomes

X, =apBy+apyP, | +(1-B+1-7X, | -(A-H1-7X _,
+v[U, - (-8, ;1 (6)

Then By (i.e., the product of 8 and v). but not § and 7 separately, can be obtained from
the quadratic equation formed from the coefficients of X,_| and X,_, of eq. (6). Using
the estimate of 8y, however,an estimate of a; clearly can be obtained. Hence, even though
the adjustment and expectation parameters 8 and v are not identified separately, the long-
term elasticity with respect to expected price may still be known.

This difficulty of parameter identification cannot be overcome, even by introducing
another variable Z, into the system. As can be seen from eq. (4), such an introduction
yields separate. but not unique, estimates of § and . However. by postulating a suitable
expectation pattern, one might be able to solve this difficulty. In the Nerlovian system,
farmers have expectations only about the price variable. Actually, farmers might have
simultaneous expectations about such other variables as yield or rainfall. Their area alloca-
tion decisions would follow from these expectations.

During the last decade and a half, Nerlove's model has inspired a great deal of empir-
ical research (see Askari and Cummings 1976) in a number of countries, including India.
with respect to estimating the acreage response of farmers to price movements. A review
of relevant literature, including modifications and extensions of the Nerlovian model and
occasional comments about the estimation problems involved, follows.

R. Krishna (1963) made one of the earliest attempts to apply a Nerlovian approach
to Indian data. His model, simply an area adjustment supply model, includes irrigation,
rainfall, relative price, and yield variables. He does not distinguish between actual and
expected prices, which implies that farmers have full knowledge of what prices are going
to be.}

t Behrman (1968) gives a critical analysis of this model.
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Narain’s study (1965) on the impact of price movements on areas under selected
Indian crops is not based on a Nerlovian approach but on graphical analysis. As it is not
based on econometric analysis, the usual estimation problems disappear in Narain’s work,
but comparison of his approach and results with those of other researchers is difficult.}

Cummings (1975) writes the reduced form (eq. (4)) in the following way:

A, -(-PA, | =aBy+apyP, | +(1-7)[4, |- -BA, ,]
+a27[zt -(1- B)Z[_l] +7[U[ -(1- B)U[_I] (7)

He estimates eq. (7) for a range of specified values of § and selects that value of g “for
which the regression error sum of squares is minimized.” Two points should be noted. First,
according to Cummings, the price expectation coefficient “can be reasonably assumed to
fall within the range of zero to two.” No justification is provided for assuming § to be
greater than one. Second, to take care of autocorrelation, Cummings employs the
Cochrane—Orcutt technique, which uses a first-order autocorrelation scheme on the dis-
turbance terms.
If eq. (7) is estimated. it means that the following is assumed to be true:

U -(-B)U,_y=plU,_ -(1-BU, ,1+V, ®)

With the usual assumptions for ¥, and p, eq. (8) implies a second-order scheme of auto-
disturbance for U,, which is the basic disturbance term in eq. (1). Cummings explains neither
the second-order autocorrelation scheme of U, nor the first-order one shown in eq. (8).
Madhavan (1972) pays explicit attention to deriving eq. (1), the first equation of the
Nerlovian scheme. He formulates a Lagrangian to maximize farmers’ net income:

J=ERY; - WYY

where Y; is the production function for the ith crop and H is the same for the farm as a
whole. Setting the partial derivatives to be zero and imposing the marginality conditions

@Y,/2X)) P;

— e 9
@v.joxy P’ ©)
J J i
he derives
* ¥* -k a * *
log X; =a; +a, log (P]. [P )+a,logY; +ajylog Y] +a, log X/ +U; (10)

* *
where*X,- is the desired acreage of the ith crop, X; is the desired acreage of the jth crop,
and P* and Y™ are the expected levels of prices and yields. This formulation is interesting
because it is a consequence of the maximization procedure. Madhavan also introduces

tLipton (1966) makes further comments on this study.
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competing crops and relative yields. With respect to expectations, however, he assumes
current expectations to be the previous year’s actual values.

The next step in this field of research was to incorporate the elements of risk and
uncertainty. In a case study of four major annual crops in Thailand from 1937 to 1963,
Behrman (1968) attempts to capture the influences of variability of prices and yields on
supply response functions. Along with such variables as population and the death rate
from malaria. he introduces the standard deviations of price and yield in the three previous
periods to give an idea of farmers’ reactions to risks. However, Nowshirvani (1971) points
out that Behrman’s analysis was an empirical exercise without an explicit theoretical model.
He also contends that Behrman’s procedure is somewhat unsatisfactory because “the Ner-
lovian price expectation model is inconsistent with a changing variance of the subjective
probability distribution of prices.”

Nowshirvani develops a theoretical model for farmers’ decisions on land allocation
that accounts for uncertainties in prices and yields. Farmers’ decisions follow from maxi-
mization of expected utility. Under a set of specific assumptions about farmers’ utility
functions, Nowshirvani shows that incorporating risk in the analysis of agricultural supply
may show a negative area—price response. The natural variability of land also affects the
magnitude of this response. As he says, “if the diversification of cropping is not dictated
by the physical conditions of production but rather by the desire to reduce risk, stabiliza-
tion schemes may sometimes be more effective policy instruments than price in bringing
about area shifts among crops.” He also observes that when prices and yields are negatively
correlated, price stabilization leads to income destabilization, which could also lead to
reducing the area devoted to the crop under consideration.

Nowshirvani does not distinguish between the prices received by farmers and prices
paid for the same product. However, many of his conclusions would be strengthened by
making this differentiation.

Two issues often raised are:

— Which is the relevant variable for characterizing farm supply response — acreage
or farm output?

—  Which price should be used - average, pre-sowing, post-harvest, modal, or
another?

Several authors, including Nerlove, R. Krishna, and Narain, used acreage. Different
prices have, however, been used in various studies. For example, Nerlove used an average
price, while R. Krishna used post-harvest prices. Rao and J. Krishna, who examined this
issue in two studies (1965, 1967), attempted to determine the impact of different prices
on acreage estimations; they used a total of 21 different combinations or sets of prices in
their work. It is thus difficult to conclude that any particular set of prices best explains
supply response.

Whatever prices one might use, A. Parikh (1972) questions the validity of the com-
mon assumption that farmers react primarily to prices. In a static framework, he argues,
prices can be the major determinant of land allocation. In a dynamic setup, however,
there are often other factors, such as technological changes, that might equally influence
allocation decisions. In time-series analyses, this becomes even more important. Further,
when one is dealing with individual crops rather than with aggregate agricultural produc-
tion, relative profitability determines the extent to which one crop is substituted for an-
other.
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A. Parikh uses relative price as well as yield expectations (though not a combined
relative revenue expectation) and, in an essentially Nerlovian model, estimates Indian
farmers’ market responsiveness for commercial crops from data covering the period from
1900 to 1939.

4 ESTIMATIONS

Two points should be noted with respect to estimation. First, while a large number
of the studies discussed in Section 3 are based on time-series data, several do not specify
whether they allowed for autocorrelation. The exact form of autocorrelation in the ulti-
mate reduced form depends on the assumptions made about the nature of the disturbance
terms involved in the original model; sometimes, applying the Cochrane—Orcutt technique
may not be sufficient.

Second, some studies accepted the naive expectation model as far as the price
expectation functions are concerned, i.e., P,* =P, 4 .*This is probably because of the prob-
lem of parameter identification. In some studies, P, is written as a distributed lag of past
prices, assuming that the lag is known.

We believe that prices cannot adequately explain acreage response and that, for most
crops, revenue relative to that of competing crops is a more appropriate variable. After
summarizing our experience with the traditional Nerlovian model, we separately estimate
the revenue expectation functions for each crop. As we have time-series data, we employ
the Box--Jenkins method to estimate these revenue expectation functions. We then use
these crop revenue expectation functions in estimating the Nerlovian equations required.

4.1 Indian Crops

Rice, the most widely grown crop in India, accounted for roughly 23 percent of the
total gross cropped area in the country in 1974. Wheat has gradually evolved to be the
second most important crop, closely followed by jowar and then by bajra. Wheat’s total
gross cropped area is around 50 percent of that of rice. Other important crops are maize,
gram, barley, and ragi among the food grains, and groundnut, rapeseed and mustard, sesa-
mum, and cotton among the nonfood crops. Sugarcane accounted for 1.6 percent of the
total area in 1974.

Appendix A provides data on the substitutable crops for most Indian states. Appen-
dix B provides data on the sowing, harvesting, and peak marketing seasons of principal
crops in India. (See Government of India 1967.) The inter<rop substitution pattern gen-
erally varies from state to state owing to differences in the soils and, at least to some
extent, in the customs and habits of the inhabitants in different states. These factors are
implicit in the sowing and harvesting periods for different crops, shown in Appendix B.
To arrive at a substitution pattern for crops at the national level, the following considera-
tions were taken into account:

Principal and competing crops in each state

Relative importance of each crop at the rational level
--  Relative importance of each state with regard to the crop at the national level
- Sowing and harvesting periods for different crops
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Based on these considerations, we formulated the following overall substitution pat-
tern of crops at the national level:

— Rice, ragi, jute, mesta, and sugarcane

—  Wheat, gram, barley, and sugarcane

— Jowar, bajra, maize, cotton, oilseeds, and sugarcane

—  Groundnut, rapeseed and mustard, sesamum, and other oilseeds
—  Fruits, vegetables, condiments. and spices

— Rubber

— Coffee

— Tea

— Tobacco

We then classified the crops into the groups shown in Table 1.

Five points should be noted. First, crops in different groups are usually grown in dif-
ferent soils, seasons, or both. Sugarcane is an exception: it grows in more than one season,
and when it is ratooned — that is, when the sugarcane is not planted but is allowed to grow
from the stem left in the ground after the first harvest — the crop can cover more than one
year.

Second, Appendix A shows that sugarcane (group 9 of Table 1) competes with most
of the cropsin groups 1,2, and 3 of Table 1. However, sugarcane may not be the principal
competing crop for some of these crops, and we have computed relative revenue for each
crop only with respect to its two most important competing crops. Nevertheless, we did
investigate the effect of increasing the irrigation facilities for sugarcane (which might in-
crease the yield, and hence the revenue) on the acreage response of each crop in groups I,
2,and 3.

Third, the oilseeds (group 4) compete with the crops in group 3, but group 4’s total
area is much smaller than that of group 3. The competition in the reverse direction may
thus not be great.

Fourth, except for those mentioned in the two preceding paragraphs, no inter-group
substitution possibilities are assumed to be possible at the national level.

Fifth, the residual components in the first four groups contain small millets and
pulses. These do not compete to a great extent with the other crops in the respective
groups.

4.2  Our Experience with the Nerlovian Model

We began our estimation exercises by applying the Nerlovian model as such. The set
of variables in our analysis is as follows:

Ajgr- Pig,, Yier R,-g, are the area, wholesale price index, yield per hectare, and rain-
fall index, respectively, of the ith crop in group g in period ¢
t refers to the time period
* refers to the desired or expected values
[lig, = Piy; Yig, is the revenue of the ith crop in group g
Iy 1, and Iy 5, are the revenues of competing crops k1 and k2
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Iy is the total irrigated area of all crops in group g
I, is the total irrigated area in the country

I, is the irrigated area of sugarcane

For the first attempt we used the following equations for the model:

Ai;t =ayta ni*;t ta,R,,, +‘131-[;:11“ +‘ltinli:th +U, (11)
l_[i:’t - “i;(ul) =6(nigt—l - Hx‘;r—l) (12)
Hl:lgt - nl:lg(t—l) =By gy - "1:1g:_1) (13)
";zg, - n;:zgt_l =B 5y y - H;th—]) (14)
Aigt - Aigt_l = 7(‘41';: - Aigt_l)' U, (15)

where Ut =pU,_; te and 0<|pl<.
These give a reduced form

Ay ~ (=B, =agby+a Byl | +(1- V)[4, ;- 4, (1~ B)]

tayy[Ry, - (1= PRy, (1 +agby(Mly () +afylly,,, o)

- [(U,-p7U,_)-(1- BXU,_; - 07U, )] (16)

We first assumed the price expectation coefficient to be the same for principal and
competing crops. We also specified the disturbance term, which serves primarily to facilitate
application of readily available techniques to account for autocorrelation. The assumption
of the same price expectation coefficient for all competing cropsimplies that the equations
for these crops should be estimated simultaneously, which was our original intention. We
did make a separate estimate for each crop to observe the model’s behavior, but we encoun-
tered difficulties. We estimated eq. (16), the reduced form of eqs. (11) through (15), for a
range of specified values of §. We scanned the range 0 <f < 1 and observed the highest R2.

We were somewhat disappointed by the results. We observed that the highest R% was
associated with 8 =1 for almost all crops. The values of R2 were of course highly attractive
in most cases. One could perhaps have accepted such estimates, if f were to be equal to
1.0, in some of the crops, but not in all; our estimates would then become questionable in
spite of the high R2. This result does not seem to be a quirk of the estimating procedure
(such as may result from the likelihood function being monotonic with respect to B)
because the estimates obtained in a similar way by Cummings (1975) do not show the
same rigid pattern of § always taking a corner value of the possible range.t

tWhen, to further explore this problem, we extended the range of 8 to 2.0, we obtained interior esti-
mates of 8 for a number of crops.
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Accepting these estimates would have meant that farmers in India have only naive
expectations. However, we did not believe that this could be the case with all farmers. We
could not overcome this difficulty, however, even by alternative specifications involving

prices, trend variables, and logarithmic values of the variables.
Referring again to the Nerlovian price expectation formulation, we have

Pl =pp, [ +(1-B)P,_, 0<B<I )
This is a first-order difference equation. The solution of this equation is

* !
P =H(1-B)+ 2 B(-p~*P, , (18)
A=0 -

where /{isa constant. Under certain assumptions made on initial conditions and other fac-
tors, this can be rewritten as

p=
.-

>
M~
o

B(L- BY-*P, (19)

That is, the expected “normal” price is a weighted average of past*prices. Supposing that
the relation between actual and expected prices at period t is P, =P, + W,, where W, com-
prises all random shocks and disturbances,

Py= 3 801~ W ) (20)

implies that the weights attached to the expected price value and the random disturbances
are the same in each period. This obviously cannot be the case for a meaningful notion of
an expectation function.

We clearly needed to formulate the revenue expectation equation differently. The
presence of a secular trend in the revenues could lead to a result where § would exceed 1.
If expectations reflect secular trends in relative revenues, it seems reasonable to assume
that farmers observe the levels of prices and revenues over time and are also aware of any
random shocks (which may be of a short-term nature) to which the variables have been
subjected. The future expected price or revenue should adequately account for this process
of movement and occasional random shocks.

An ARIMA model seemed to be more satisfactory:

¥*
Po=P - W =P, | +0P 5+ 3P yt-tut W _,

cen 1)
+92W__2+93Wt_ + +

t 3

where P: is the expected price, P, is the actual price, W, is the difference between them,
and u is a constant. If we compare eqs. (17) and (21) by expanding eq. (18) as

Pl =H(1- Y +0P,_, +B(1- B)P,_,+B(1 - BYPP,_5+++ -+ (22)



254 N.S.S. Narayana, K.S. Parikh

we see that the Nerlovian formulation of the expectation equation is simply a special case
of eq. (21) where the values of 8, 6,, and so forth are all set to zero (6; =6, = -+ - =0)
and the other parameters are restricted to follow a geometric series. While eq. (21) implies
that farmers, in formulating expectations for the future, take into account not only past
realized prices but also the extent to which their expectations are off the mark, eq. (17)
implies that they ignore past differences between their expectations and realizations.

4.3 Estimating Crop Revenue Expectation Functions

In this section we present the estimates of revenue expectation functions based on
the Box--Jenkins methodology (see Box and Jenkins 1970). A time series constituting a
discrete linear stochastic process of {X,} can be written as

AR RS TURASTANRE SLP R (23)

where ;s are the weights attached to random disturbances of different time periods. u is
a constant that determines the level of the time-series process. If a given time series is sta-
tionary, it fluctuates randomly about a constant mean; this means that the stochastic pro-
cess remains invariant over time. If the time series is not stationary, it does not have a nat-
ural mean. If eq. (23) is a convergent sequence, the process is said to be stationary; if it is
divergent, it is said to be nonstationary. Some nonstationary time series can be reduced to
stationary series (which are then called “homogenously nonstationary,” before reduction)
by applying an appropriate degree of differencing d to the original series.

V. the differencing operator, and B, the backward shift operator, are defined as fol-
lows:

d - d
v Xt =(1-B) Xr
where
B"X, =X, ,

Then a stationary series {Yr} ={v? X,} can be obtained from a nonstationary series {X,}.
A “parsimonious™ approach toward estimation requires rewriting the sequence (eq. (23))
as an equation containing on the right-hand side only a finite number of lagged dependent
variables p and moving average variables q. Box and Jenkins developed a satisfactory econo-
metric methodology to estimate a model to forecast the value of a variable by being able
to identify the stationary and random components of each of its past values. Generally, a
Box—Jenkins autoregressive integrated moving average (ARIMA) process can be written
for a time series {H,} as

I =0 01,_5+¢,0l, j+30l g+---+utfw, ;+0,w ,

HO W, gt ot (24)

where w, is the white noise or random disturbance in period 7. Equation (24) is the ulti-
mate equation to be cstimated, in which the number of parameters depends on the values
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of p, q, and the degree of differencingd. Henceforthin this report, we indicate the ARIMA
schemes that we estimate by p, ¢, and d, in that order. For each crop we applied the fol-
lowing ARIMA schemes (using an International Mathematical and Statistical Library
(IMSL) computer programming package) to estimate Ill-g,(=Pig,Y‘-gt) as a function of past
revenues and white-noise (random disturbance) values in the form of eq. (24):

(r.q.d):(1,1,0).(1,2,0),(2,1,0), (1,1,1),(1,2,1).(2.1,1)

We selected the best of these six schemes by first, checking the stationary conditions of
the estimated series, implying certain restrictions that the estimated parameter values must
satisfy (parameter values can be expressed in terms of the autocorrelation function) and
second, making a x2 test on the residual autocorrelations.

Table 2 shows the selected schemes, the results of the estimates, and the x? values
based on the residual autocorrelations. The numbers representing the ARIMA scheme are
written in the order p, ¢, d, where p is the number of autoregressives, g is the number of
moving averages, and d is the degree of differencing applied to make the original “homog-
enously nonstationary” series stationary.

Each of these estimated equations shows a stationary process of a variable for sequen-
tial values over time. The estimations provide the appropriate weights to be given for past
values of the stationary and random components of a variable. Dropping the subscripts for
crops, we write the farmers’ expected normal revenue as

*
M =M -w = I+l 5 +¢;I1 s +---tu+w ,+0,w, ,
+0 W, g+t (25)

In the next section the estimated values of II: from eq. (25), subsequently referred to as
ﬂ,, are used in reestimating the Nerlovian model.

4.4 Estimating the Acreage Response Model

While reestimating the model, we made additional modifications to the equations
presented in Section 4.2.

First, instead of treating the revenues of the principal and competing crops as sepa-
rate variables, we introduced only one variable Z;_,, defined as follows:

igt>
Zigt = ﬁigt/( Aklgtﬁk 2gt)1/2 (26)
or
Zigt = ﬁigt/% (ﬁklgt + ﬁk2gt)
where

Higt gt Yigt
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Zig; gives the revenue of crop i relative to competing crops k1 and k2 computed on the
basis of either geometric or arithmetic average, and () denotes the estimated value obtained
from the Box—Jenkins exercise.

Second, we introduced three irrigation variables: I;,, to catch the impact of further
irrigation in the country; Igt/IGt' to capture the effect of the share of the gth group of
crops in the total irrigated area; and I;,/I¢;, to account for the irrigated area devoted to
sugarcane and thus not available for the crop being considered.

Third, we constructed the rainfall index for the crop by taking a weighted average
of monthly rainfall in different states for the months critical to a crop. We used the produc-
tion levels of the crops in various states as weights (see Ray 1977).

Fourth, we specified the model in a multiplicative way as follows:

* = * 1 2 a 4 ds 1

A —aO(Z‘.gt)” (Rigr)a (Igt/IGr)a' (Ist/l(iz)a Ug)*V, (27)
* —

Zigt _Zigt (28)

which is defined in eq. (26) as
>

lgt)’y(A'

Aigt = igt-

Db (29)

Substitution after taking logarithms yields the following reduced form equation:

]ogA’.g’ =agy t (-7 logAl.g,_] tay logZ,.gt +ta,y logRl.gt
+ayy log (Igt/IG,) +ayylog U, /I, ) +agylog (U, )+ vlog V, (30)

where U, = log V, is normally distributed as N(O,az).

In estimating eq. (30), several essential points should be kept in mind (see Johnston
1972).

First, as the data used represent a time series, autocorrelation is possible. In such a
case, applying the ordinary least-squares (OLS) estimator would give unbiased estimates,
but the sampling variances might be underestimated.

Second, the presence of the lagged dependent variable on the right-hand side (in the
absence of autocorrelation) leads to estimates that are consistent but that can be biased in
small samples. However, if OLS is applied in the presence of autocorrelation, the combina-
tion does not even yield consistent estimates.

Third, if the disturbance term and the dependent variable in eq. (30) are correlated,
the disturbance term is also correlated with at least one explanatory variable, especially
under autocorrelation (which, again, gives biased estimates in small samples).

Fourth, under such circumstances we cannot rely on the conventional Durbin—Watson
test for autocorrelation. Though the presence on the right-hand side of three or four exog-
enous variables (such as rainfall, relative revenue, or irrigation) other than the lagged
dependent variable helps to reduce the asymptotic biases of the estimates in such cases (see
Malinvaud 1970), we decided to allow for autocorrelation, and we assumed a first-order
autocorrelation scheme. We initially used the Cochrane--Orcutt technique in estiination.
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However, we suspected that, at least in some cases, this technique might yield only a local
optimum; this had been our experience in several other exercises. Hence we preferred a
scanning technique to the Cochrane—Orcutt technique for estimating the autocorrelation
parameter p in U, = pU,_| + ¢,. We estimated eq. (30) for 40 values of p for each crop,
over a range of —-1.00 < p < 1.0 with a step size of 0.05, and observed the highest R2.
Interestingly, however, for many crops the estimate of p turned out to be zero, implying
that U, and U,_; are not correlated. In this case the previously mentioned problem of
correlation between the disturbance term and an explanatory variable might not exist be-
cause the estimated revenue term, rather than the actual revenue term, might be one of
the explanatory variables on the right-hand side.

We took most of our data from Estimates of Area and Production of Principal Crops
in India (Government of India 1970—1976). These volumes, published yearly, cover data
on area, production, yield, and irrigation area. We collected price data from the Office of
the Economic Adviser, Ministry of Industrial Development and obtained rainfall data cor-
responding to each crop from Ray (1977). All these data cover the period from 1953 to
1974 there are thus 21 observations on each variable.

We estimated eq. (30) for some selected crops in the groups, using Norman (1977)
for estimation purposes. We obtained acceptable results for rice, wheat, groundnut, sugar-
cane, and tobacco initially. We adopted three criteria for acceptability of results:

1. Proper signs of the various estimates
Levels of significance for the computed “t coefficients”
A high R2

W N

For ragi, jute, mesta, gram, barley, and sesamum, the results were considered accept-
able only for the areas of these crops relative to the areas of some other crops in the
group. Thus we estimated the areas under ragi/rice, jute/ragi, mesta/ragi, gram/wheat,
barley/wheat, sesamum/groundnut, and rapeseed and mustard/sesamum instead of the
areas under ragi, jute, mesta, gram, barley, sesamum, and rapeseed and mustard. In these
cases, A;,, in eq. (30) represents such relative areas (ie., Ay, is replaced by A,-gt/A,-gr,
meaning the area of the ith crop relative to that of the jth crop in group g).

Tables 3a—c show the results of area estimation. For all the above-mentioned crops
(i.e., jowar, bajra, maize, and cotton excepted), the coefficients of the revenue terms are
positive. These are significant at the S percent level for jute, mesta, wheat, barley, rapeseed
and mustard, sugarcane, and tobacco. This significance varies between 10 and 20 percent
for rice, ragi, cotton, and sesamum. However, these coefficients for gram and groundnut
were not significant, even at the 20 percent level. That groundnut acreage response to
revenue was insignificant is somewhat perplexing, especially because it is a commercial
crop.

The coefficients of the Aig,_l term, i.e., 1 - v where 7 is the adjustment parameter,
can be explained as follows:

1. If 1 - v is significantly different from zero, then v is significantly different

from one

2. If 1 - v is not significantly different from zero, then v is not significantly dif-

ferent from one
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The first factor implies that farmers could not achieve their desired acreage levels
immediately but could adjust their acreage to some extent. The second implies that they
could adjust their acreage to the desired levels. For rice, 1 - 7 is significantly* different
from zero and almost equal to one, which means that rice farmers could adjust their acreage
to the desired levels slowly. As rice is already the most important crop in India, accounting
for 23 percent of the total, and as difficulties are involved in bringing more area under cul-
tivation, this is understandable.

Jute, wheat, cotton, groundnut, sesamum, and rapeseed and mustard also exhibit
the same phenomenon, but the adjustment parameter 7 is not as low as it is for rice. For
ragi, mesta, gram, sugarcane, and tobacco, this coefficient is not significant.

Except in the case of sugarcane, gram, and barley, the coefficient of rainfall is always
positive. As far as irrigation is concerned, a positive coefficient of I,,/I;, indicates substi-
tution of the particular crop for the areas of the competing crops in that group, while a
negative coefficient indicates that as irrigation facilities for that group increase, other
crops are preferred. This argument can be cxtended with respect to the coefficient of I;,,
which indicates the effects of increasing the total irrigated area in the country on the area
devoted to the particular crop. /;, is included as a variable because many irrigation facili-
tiesin India are storage schemes permitting the transfer of water across seasons and regions,
i.e., across our groups. Moreover, irrigation schemes in India are designed for extensive
rather than intensive irrigation. The fluctuations in irrigation availability due to rainfall
fluctuation can be significant. The sign of the coefficient I, /I;, indicates the substitution
trends between the crop under consideration and sugarcane.

Maize, jowar, and bajra were not included in the preceding discussion because a sep-
arate analysis, with a different hypothesis, was required for these crops. When the model
as presented above was applied to these crops, our estimation results showed consistently
negative and significant coefficients for the revenue variable. The R2 values were also satis-
factory for all the crops; in fact. they were quite high for maize.

We considered this result to be plausible, as these three crops are primarily subsistence
crops. If these crops are grown primarily for self-consumption, then farmers need only a
fixed output in a given period; they adjust area allocation only to produce that output. If
the productivity of the land is increased through technological or other factors, then they
need to allocate less area to produce the same output; hence an increase in the yield of
these crops should have a negative effect on the acreage response. However, an increase in
the price of these grains leads to a positive acreage response because the farmers would
then like to grow more for sale. Under these circumstances, the net effect on the revenue
per acre, which is price multiplied by yield, may be a negative acreage response.

More formally, if the calorie content, yield, harvest, and market prices are defined
by C, Y, Ph and P™, respectively; and if subscripts ¢ and r refer to coarse grain and to
rice, then d4/dy <0 and d4/dp > 0 is possible if three conditions are met:

C,A Y. >CAY,
P4 Y >P'4 Y
(o c C T T T

PPa Yy >Pha Y.

*Hercafter, significance is judged at the 5 percent level.
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Imposing the first condition ensures that the farmer gets more calories from his
land from coarse grain than from rice; imposing the second, that growing rice for sale to
buy coarse grain is uneconomical; and imposing the third, that it is better to grow rice than
coarse grain for sale.

We tested this hypothesis by dropping the revenue variable from the model and sub-
stituting yield and price variables, both separately and together. For this purpose, we used
the Box—Jenkins analysis separately for the yield and price variables of these crops to esti-
mate expected values. Tables 2 and 3a-< show the results.

The results for maize support the plausibility of the hypothesis, and the R2 values
range from 92 percent to 96 percent. Numbers 21 and 22 in Table 3c indicate that for
maize d4/dp > 0 when d4/dy = 0, and d4/dy < 0 when d4/dp = 0. However, no. 20 in
the same table introduces both price and yield terms; the coefficient for the yield term is
not significantly different from zero, which may be due to multicollinearity between price
and yield. Thus no. 20 may not be regarded as refutation of the hypothesis. While the
analysis of bajra does not seem to support this hypothesis so clearly, the estimations based
on price and yield variables were far better than those based on the revenue variable.
Hence only these were included and are presented here.

We discovered similar findings for jowar, except that in this case, only relative area
with respect to maize gave good results, and including revenue, price, or yield gave no
better results than that shown in Tables 3a—c.

As previously mentioned, we did not analyze acreage response for groups 5, 6, 7,
and 8, which contain fruits, vegetables, condiments, and spices; rubber; coffee; and tea,
respectively. We estimated acreages of these crops merely as a percentage of the country’s
total gross cropped area, and we do not include estimation results for them in this report.

5 VALIDATION EXERCISES AND RESULTS

To determine the extent to which the estimated equations of crop revenue expecta-
tion and acreage response can be relied on for future projections, we decided to carry out
simple validation exercises. In this section we give details of these exercises.

5.1 Crop Revenue Expectations

In this part of the exercise we simply compared the estimated values of the expected
revenue, price, and yield of different crops obtained in Section 4.3 with the actual past
values of these variables. These values for each crop were then plotted separately; Fig. 1
shows the plots, which correspond to the estimated equations presented in Table 2.

From these plots we can see that the estimated expected values (based on the sta-
tionary and random components of previous values) closely follow the actual values. In
this respect, the performance of the estimated equations seems to be good, especially for
bajra (price and yield), maize (revenue, price, and yield), rice, ragi, wheat, and tobacco.
The results are also satisfactory for other crops, with the exception of groundnut, jute, and
mesta, for which the expected values deviated from actual ones for many observations.
This may be because in India international prices affect the prices of these crops to a greater
extent than they affect the prices of other crops. It also explains the relatively unsatisfac-
tory result obtained for acreage response for groundnut (see Section 4.4).
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Cotton revenue — 121 Sugarcane revenue — 111
200 10500

7500

4500
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Tobacco revenue — 121
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50
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FIGURE 1 Expected (—) and actual (——) valucs of revenues, prices, and yields. Expected values
are obtained from Box-Jenkins estimations. Numbers following crop names refer to the estimated
ARIMA scheme represented by p, g, and d (see Section 4.3), where p is the number of autoregressive
terms, ¢ is the number of moving-average terms, and d is the degree of differencing. Revenues are prod-
ucts of wholesale price indexes and yields. Prices are wholesale price indexes, with 1961 = 100. Yields
are in Kg/hectare.

5.2 Acreage Response

As one of our major purposes was to use the allocation model for projection pur-
poses in a year-by-year simulation model, we carried out a validation exercise to observe
the model’s behavior when it is used for a previous period. A validation exercise carried
out over the period of estimation may seem to be just a look at the residuals of individual
regressions. In our case, however, area projection for most crops would involve sequential
use of'a number of equations that were estimated separately. This projection may thus give
results different from those indicated by the residuals, and a validation exercise may be
required. Moreover, apart from the size of the errors, it is interesting to see to what extent
the projections capture turns (ups and downs) in the data.

We estimated eq. (30) for each crop using actual data for all variables except the
revenue variable, for which we obtained the numbers from the Box—Jenkins analysis. The
right-hand side of eq. (30) contains as one of the variables the proportion Ig,/I(;r of irri-
gated area of group g in the total irrigated area of the country and the proportion I, //;,
of irrigated area of sugarcane.
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Naturally, when this equation is used for future projections, one cannot have the
actual values of the variables on the right-hand side, which must first be projected. Then
the projected values can be inserted in eq. (30). With respect to revenue, the estimated
equations of crop revenue expectation functions obtained in Section 4.3 serve the purpose.
As rainfall in India has not been found to be predictable, one can only expect that it would
be normal or use a sequence of rainfall, drawn as a random sample from past observations,
for the future, i.e., R, = _R-,-gt for the crops grown during the rainy season. For crops of
the previous monsoon season, rainfall may be considered to be known.

To determine the values of the irrigation variables that appear on the right-hand
side, we decided to estimate separately the proportion Igt/IGt of irrigated area of every
group in the country’s total irrigated area.

The values obtained from these estimations were used to carry out the validation
exercise. While these estimations are carried out, however, the sum total of all these pro-
portions added over different groups in the system should be one. Hence we estimated
the following sets of equations simultaneously with a constraint equation toward the addi-
tivity :

6
g>=:1 U g+ Vi =1 @31

Igl/IGt=a1+azRgt+a3(1gt_1/IGt_1)+a4(IGt)+ Vgt g=16 (32)

g =1 for the rice group, 2 for the wheat group, 3 for the jowar group, 4 for oilseeds, 5 for
sugarcane, and 6 for all other crops. Rgt is the rainfall index for group g (we used the rain-
fall index of the main crop in that group, namely, the rainfall index of rice for group 1,
and so forth). Other variables are as defined in Section 4.2.

Equation (32) expresses the proportion of irrigated area of group g in the total irri-
gated area as a function of predetermined variables, namely, the previous year’s proportion,
current year’s rainfall, and currently available total irrigated area. Note that /;, is generally
specified from outside the system. Hence use of the scheme behind eq. (32) for projection
poses no problem.

We estimated eqgs. (31) and (32) simultaneously as a nonlinear least-squares problem,
using the computer programming package developed by Giinther Fischer at IIASA for esti-
mation purposes; Table 4 shows the results. The estimations correspond to the minimized
sum of squares of the composite residual terms (ZV,, + V). A first-order autocorrelation
scheme was also imposed on each individual disturbance term V.

When inserted in eq. (30), the estimated values obtained for the revenue (and price
and yield, as the case may be) and irrigation variables (obtained from the Box—Jenkins
equations and eq. (32), respectively), yield the projected values of the acreage response.
In the validation exercise we compared these projected values with the actual values. Fig-
ure 2 shows the corresponding plots, which correspond exactly to the serial numbers pre-
sented in Tables 3a—c. The ultimate results are promising, with the expectation values
and actual values falling within a close range. This performance of the estimated equations
seems to be especially good for rice, wheat, maize, barley, and gram. Even for the other
crops, the estimated equations perform the prediction exercise satisfactorily.

However, for some crops, such as rice and sugarcane, when sudden dips or abnormal
rises in actual acreage occur in one year, the expected values for the corresponding year
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TABLL 4 Results of estimation of irrigation area by groups.

Irrigation area of the ay a; X 102 as agq X 10* p

group containing

Rice and other crops -0.0176 0.0534 0.9666 -0.0081 -0.4486
Wheat and other crops 0.0119 -0.0069 0.8949 0.0086 0.0604
Jowar and other crops 0.0541 -0.0201 0.6372 -0.0002 -0.2832
Oilsecds ~0.0092 0.0020 0.5848 0.0049 ~0.2507
Sugarcane 0.0355 -0.0083 0.4820 0.0001 0.1953
All other crops 0.0791 -0.0080 0.6066 -0.0064 -0.3498

6
NOTES: £ (UgflG) + Vg = 1.
g1 8
Ugt/IG) =ay +42Rgt+"3(1gt—1/IGt—1) +taglg+ Vg  g=16.
Vi;=PVip_, *€ i=g(lto6)ands -1<p<1.0.

The estimates correspond to the minimized sum of (Z Vg + Ver)2.

The following are the estimated values of E(Igt/IGt) for different time periods: 1.0016, 0.9975,
1.0000, 1.0056, 0.9929, 1.0064, 1.0004, 0.9957, 0.9999, 1.0016, 0.9940, 1.0026, 1.0063, 1.0032,
1.0002, 0.9953, 0.9930, 1.0033, 0.9980, 1.0003, 1.0036, 0.9991, 0.9999.

(as well as the next one or two years) differ widely from the actual values because only
the acreage of the previous year is present among the explanatory variables. If there is a
sudden dip in the acreage in the previous year, this abnormal value of the acreage, which
accounts neither for the general level nor for the possibility of recovery, is given undue
weight in predicting the current year’s value. If we had considered a weighted average of
the acreage of a few previous years, instead of just the previous year’s acreage (Aig,_l),
by appropriately reformulating eq. (29), the acreage adjustment equation, or eq. (8), the
ultimate result would have been much better.

6 POLICY IMPLICATIONS

In some planning models, demand projections are obtained by estimating an inde-
pendent subsystem of demand equations, which does not form an integral part of the entire
planning exercise. When the target output levels and demand projections do not match,
one assumes that suitable policy measures can be devised to make them consistent. Depend-
ing on the circumstances, such measures can include adjusting relative prices of outputs,
inputs, or both; adjusting taxes, subsidies, and so forth; expanding irrigation facilities; and
imposing quotas on fertilizer availability. There is no guarantee, however, of the availability
of a set of reasonable policies that can make the demand or supply targets achievable.

We applied the estimationsreported here (see Narayana and Parikh 1979) to identify
the agricultural policies implicit in the draft sixth five-year plan of the Planning Commission
of India (see Government of India 1978). Based on certain assumptions about irrigation,
rainfall, and so forth, we computed for rice, wheat, and their main competing crops implied
relative revenues that should prevail if the targeted output levels as specified for 19821983
were to be realized. We then compared these implied values with the actual values during
the preplan period. We found that maintaining the relative revenue of rice at approximately
its present value could lead farmers to produce the targeted levels of rice output. However,
we found the relative revenue of wheat that would be consistent with the targeted output
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FIGURE 2 Actual (—) and projected (——) arcas (000 hectares). Projected values arc obtained
using projected values of predetermined variables in the right-hand side of cquations in Tables 3a—c.

Numbers tollowing crop names refer to the serial numbers in Tables 3a—c.



Farm supply response and acreage allocation 271

of wheat to be an order of magnitude lower than valuesin the recent past. As such a change
in relative revenues may be considered unlikely, this indicates that much more wheat than
targeted, and much less gram and other crops that compete with wheat, is likely to be
produced.

7 CONCLUSIONS

In this report we sought to model the land allocation decisions of Indian farmers.
We believe that rational farmers maximize their utility within the context of opportunities,
uncertainties, and risks. They cannot be expected to be insensitive to changing prices and
profitabilities. We estimated acreage response for different crops using expected revenue
instead of expected prices as a proxy for expected profits.

We reviewed available approaches to estimating acreage response and noted the influ-
ence of the Nerlovian model, which is based on adaptive expectations and adjustment
schemes. The basic scheme behind the Nerlovian model is quite general and may be applied
to the study of acreage response behavior even in developing economies, such as that of
India. However, this model seems to involve a serious error of specification with respect
to the formulation of the price expectation function.

A better approach to formulating an appropriate revenue (or price, as the case may
be) expectation function is to identify clearly the stationary and random components in-
volved in past values of the variable and then to attach appropriate weights to these com-
ponents while predicting future values. Nerlovian specification of the expectation function
cannot identify these components and thus attaches the same significance to them.

The use of Box—Jenkins methodology in estimating the crop revenue expectation
functions and the subsequent use of these estimates of expected revenues in the Nerlovian
adaptive acreage response model gave satisfactory results. Finally, we subjected the esti-
mated equations to a validation exercise to judge to what extent they might be relied on
for incorporation into large-scale system studies.
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APPENDIX A

Substitutable Crops in India

Statc

Crops

Andhra Pradesh

Assam

Bihar

Maharashtra

Madhya Pradesh

Madras

Mysore

Orissa

Punjab

Rajasthan

Uttar Pradesh

West Bengal

Delhi

Himachal Pradesh

Manipur

Rice, ragi. mesta

Jowar, maize, bajra

Cotton, groundnut, sesamum
Wheat. gram

Rice, jute
Moong, gram, urad, cotton, wheat

Ragi, rice, jute
Wheat, barlcy, peas, gram, sugarcane

Linseed, wheat, gram
Sugarcanc, wheat, gram
Jowar, bajra, maize, cotton

Linsced, wheat, gram
Jowar, bajra, maizc, cotton

Rice, ragi. mesta
Jowar, maize, bajra
Cotton, groundnut, scsamum

Rice, ragi

Jowar, sugarcanc
Cotton, groundnut
Bajra, maize

Rice, ragi, jute

Wheat, barley, gram, pcas
Jowar, bajra, maize, cotton, sugarcanc

Jowar. bajra, maize, pulses
Wheat. barley. gram, peas

Wheat. barley, gramn, peas
Jowar, bajra, maize, sugarcane

Autumn rice, jute
Sugarcane, jute
Sugarcane, ricc

Gram, wheat
Wheat, barley
Barley, gram

Wheat. barley
Wheat, gram
Barley. gram
Wheat, mustard
Maize, scsamum
Maizce, pulses

Wheat, peas, mustard
Maize, soyabean, sugarcanc
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ECONOMIC EVOLUTIONS AND THEIR RESILIENCE: A MODEL

Manfred Breitenecker and Hans-Richard Grimm
International Institute for Applied Systems Analysis, Austria

SUMMARY

This report designs a highly aggregated macroeconomic model that can be formu-
lared in terms of a system of ordinary differential equations (i.e., a “‘dynamical system”’).
The report consists of two parts supplementing each other in a sort of symbiosis. One
part is the abstract structure of the equations -- that is, the individual dependence of the
time variations of the state variables (which span the state space) on the variables them-
selves (which in this model are E, K, and L). The other part is the parameter space, each
point of which is a set of parameter values that have a well-defined economic meaning
and thereby endow the svstem with economic content.

A particular economy is then defined by a particular point in parameter space,
together with a particular point in state space (describing the ‘“‘status quo”’) from which it
evolves deterministically in time along its trajectory.

The model is analvzed carefully with the help of methods from differential topologv.
The following questions are answered:

—  Are there points of stationary growth in state space? If so, where are they
located?

What is the qualitative behavior of such a point? Is it.attractive (stable) or not?
Which regions of state space are slack-free — that is, describe a “desirable’’
economy?

- What is the influence of a change in the system parameters on the global behavior
of a trajectory or, more generally, on the phase portrait as a whole (i.e., the set
of all trajectories, roughly speaking)?

—  Where are the regions in parameter space within which the system shows simi-
lar global behavior? In particular, where are the economic niches (regions) for
which the system is globally stable?

—  What effects do delivering and receiving investment goods (e.g., granting or
receiving foreign aid) have on the qualitative behavior of the economy? To
what extent can a transition out of or into a more suitable economic niche be
induced by foreign aid? Similarly, what influence does the price of imported
primary energy, which must be paid primarily through investment goods, have
on the economy?
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As the parameter space is high-dimensional, some essential parameters have been
merged into what we call scenario variables. To a certain extent, these variables reflect
a particular scenario: highly or less effective use of energy, conventional or new tech-
nology in energy production, high or low emphasis on the consumption sector. The
economie niches have also been determined within this scenario space.

We considered as a particular application a coupling of two economies with dif-
ferent qualitative behaviors (the one being within, the other outside, a stable economic
niche) via foreign aid and under the influence of the price of imported energy. This led
to determination of an upper limit for the price of energy.

This work is experimental; we do not intend to present a model that is in any sense
final. Rather, we would like to examine more thoroughly what structural stability means,
particularly with respect to long-term problems (those with a time horizon of, say, 50
years). More work and additional contributions are obviously needed.

1 INTRODUCTION

Both within the Energy Systems Program at the International Institute for Applied
Systems Analysis (IIASA) and elsewhere, efforts have been under way to understand and
therefore to conceptualize possible evolutions of energy and other systems over a long
period of time -- say, 50 years. Such a time horizon is longer than that which can be
treated meaningfully by the normal techno-economic models available. In the case of
input—output modeling, for instance, the evolution of the input—output coefficients
over time must be known if the technique is to be used purposefully. The same applies
to elasticities and other input parameters in the case of econometric models. The method-
ology of modeling a 50-year evolution for the purpose of conceptualization is therefore
new, difficult, and specific. In Energy in a Finite World: A Global Systems Analysis
(1981), the Energy Systems Program Group at 1IASA outlines in detail one approach
to this problem.

Understanding such evolutions in minute detail is not always the major problem;
most often, the concern is stability, and, more precisely, the stability of underlying struc-
tures. In the context of the energy problem, which is in the forefront here,a good example
is the price of oil and its impact, not only on a particular economy (either importer or
exporter), but also on world trade as a whole — that is, on the overall structure of eco-
nomic interactions. Will there be collapses or evolutions that inherently lead to distor-
tions? Significantly, such a question is of a holistic nature. This approach focuses on the
structure of evolutions in time (and possibly in space) as a whole, not on the summations
of yearly increments. The issue is thus one of structural stability.

Capital costs of new energy technologies were a special concern of IIASA’s Energy
Group. Since such costs tend to be high, one may wonder whether energy still works for
the economy or whether the economy works for energy. While this has recently become
less of a concern, it was once an important point that led to the evaluation of certain new
energy technologies against the background of the rest of the economy. Furthermore,
the conception of the model reported here was determined by considering oil prices as
well as the extent of foreign aid and of similar transfers of wealth.

Nontrivial structural problems arise only with nonlinear models. In this case one
may consider the phase space of the variables in question. There are usually singular
points, saddle points, sources, or sinks, which imply the existence of basins. These basins
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are separate and are therefore divided from each other by separatrices (see Appendix A)
consisting of one or of infinitely many trajectories. The evolution of the trajectories may
be generally desirable with regard to one basin but undesirable in others. To demonstrate
such features, Hifele (1975) conceived a simple model with population and per capita
energy demand as the only variables. It then appeared desirable to consider a more power-
ful and, one might hope, more meaningful model permitting us. among other possibilities,
to discuss questions of capital costs for new energy technologies.

This interest of ITASA’s Energy Group coincided with another line of interest at
IIASA: Holling and his team were studying the dynamics of ecological systems. One mo-
tivation for their study was to develop pest management strategies — an effective spraying
policy, for example — in an ecosystem. In the framework of this research, Holling (1973,
ed. 1978) used the term resilience to describe a system’s capability to continue its evolu-
tion in the same basin when impacts on the system occur from outside. An IIASA work-
shop (Grimm ed. 1975) brought together ecologists, economists, and climatologists
under Koopman’s chairmanship, and Griimm (1976) generalized and formalized the notion
of resilience. While the precise mathematical definition of the term is still subject to debate,
the concept is obviously helpful and enlightening. Indeed, when considering the problems
of the next half century, we are less concerned about quantitative evolutions — which
nevertheless shape the overall structure — than about the possibility that the system
might collapse and the trajectory continue in a different basin.

The model presented here should be seen in light of these considerations. It was
designed, not to provide a final answer to the problem of structural stability while simul-
taneously dealing with all economic details, but rather to make sense economijcally
and technically. We have proposed a sequence of steps to reach the final goal. So that this
methodological development is most fruitful, we hope that others will help to improve
the state of the art. Broadening our understanding of resilience and including models
other than the ecological one would also be desirable. The modeling effort reported here
is clearly experimental.

2 RESILIENCE

At present there are several slightly different concepts of resilience, all of which
stem from Holling’s work (1973). We shall briefly describe the concept preferred by
ITASA’s Energy Systems Program. [t is strongly tied to the theory of differentiable
dynamical systems, i.e., the global theory of differentiable equations (see Appendix A);
the mathematical definitions of resilience (given in Griimm 1976) are expressed in terms
of that theory.

Resilience — conceptually described — is the ability of systems to withstand exoge-
nous, incontrollable disturbances affecting the values of state variables and parameters
without qualitatively changing their behavior. As this is originally a property of the sys-
tem existing in reality, resilience is reflected in the mathematical model describing that
system. As we tend to identify the system with the model, we also speak of resilience as
a property of the latter. Models used in this context describe the evolution of the system
as motion in a state space each of whose points uniquely identifies a state of the system.
We assume that the motion is given by a causal (as opposed to a stochastic or nonauton-
omous) differential equation on state space, thus bringing the results of dynamical sys-
tems theory to bear. For any given set of parameter values, the state space contains one
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or several attractors that describe steady modes of the system’s behavior. The basins of
these attractors are separated by basin boundaries. All parameter values corresponding to
the same structure of state space form one parameter regime (economic niche). Resilience
may be described as follows: if, due to the change in state variables/parameters, the state/
set of parameter values has not left its previous basin/parameter regime, the system has
absorbed the disturbance: if it has jumped over a boundary, qualitative — often catastrophic
— changes will occur.

As basins and parameter regimes are usually open sets, disturbances below a certain
level will always be absorbed, thus resolving at the same time our uncertainty about fine
details of the dynamics, as well as about the exact values of state variables and param-
eters. Small differences between the exact values and the values taken for the mathemati-
cal model will not qualitatively affect the model’s output.* This form of the “structural
stability”” argument is, of course, well known from catastrophe theory.

Numerical measures for resilience can be introduced next, many of them incorpo-
rating the notion of “‘distance to some boundary.” Full details are contained in Definitions
of Resilience (Griimm 1976).

In our model, resilience with respect to changes in state variables is formally trivial:
there is at most one basin. However, the constraint that small disturbances or errors in
the state variables should not lead to drastically different future behavior translates into
the postulate — as shall be seen — that the system has an attractor, which corresponds to
an economically meaningful state of the model economy. As there are different parameter
regimes (niches), resilience with respect to parameter changes is a meaningful question.
This leads to the problem of determining the boundaries of these regimes in parameter
space; if the parameters of an ““actual” economy come close to a boundary, one should
begin to be concerned.

3 HISTORICAL DEVELOPMENT

In this section we shall summarize the evolution of highly aggregated economic
models at IIASA in the past three years. We shall give only brief descriptions of four
models (A to D), as full details are contained in Economv Phase Portraits (Grimm and
Schrattenholzer 1976).

Model A (Hifele 1975) showed for the first tiine in an economnic model at ITASA
how a saddle point, by generating a separatrix, can cause two basins with different long-
terin behavior to occur. The model attempts to describe phenomenologically different
effects: the influence of the standard of living on the birth rate and on the level of safety
expenditures, as well as the rise of energy consumption with an increase in the gross
national product (GNP). The model has population and per capita energy consumption as
state variables; its two basins describe two trends: toward “‘low population living in
luxury” on the one hand and toward “‘growing population at a constant living standard”
on the other.

Model B (Avenhaus, Griimm, and Hifele 1975) is closer to established economic
formulation. The entire economy is split into two parts, with an energy-producing sector
distinguished from the rest. The other assumptions of Model A are incorporated, although

*We can view these differences as *‘exogenous, incontrollable perturbations!
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their mathematical expression is necessarily different. The state variables are population,
GNP per capita, and energy production; total GNP is split into consumption, depreciation,
and net investment. A ceiling is assumed for per capita GNP. The two attractors and
basins of the model correspond to two possibilities for producing this limiting GNP, one
with a high energy production and a low investment in the nonenergy sector and the other
with the reverse situation.

Model C is the result of combining Model B with ideas presented in Hifele and
Biirk (1976). Labor is introduced in addition to energy and nonenergy capital stock as a
production factor. A new feature is that the dynamics of this model are given by an infin-
itesimal optimization postulate: at each point in state space, we should proceed in the
direction that optimizes the rise of GNP. Various phase portraits for this model are given
by Grimm and Schrattenholzer (1976).

Total GNP has thus far been given by a Cobb—Douglas ansatz for the production
function. In Model D the investment sector is described by a linear input—output ansatz.
The fraction of total GNP available for investments (denoted by 1 — «) plays a central
role and is determined dynamically. Depending on the parameter values, the system has
two to four basins, but its attractors are not isolated fixed points: along entire curves the
system is at equilibrium.

As the following description makes clear, many of the “building blocks™ of the
present model are contained in these four models. The overall structure of our model
owes much to the work of Hifele and Biirk (1976).

Two further, unpublished “mini-models” by Biirk and Griimm give a phenomeno-
logical treatment of the price rise for a scarce resource and thereby justify the “logistic
transition between two different technologies™ assumed in the present model.

4 THE MODEL’S STRUCTURE

We selected energy, capital, and labor force, denoted by £, K, and L, respectively,
as basic variables spanning the state space of our model. Their precise economic relevance
is demonstrated in Fig. 1. £, K, and L denote the respective stocks of

— Total installed power (we also refer to this as the total invested energy-related
capital stock)

— Total invested non-energy-related capital stock

- Total available stock of skilled labor

Hlustrations of these quantities follow. (In the phenomenological spirit of the model, we
do not give economically exact definitions.)

E includes, for example, power stations, with their integrated equipment, such as
turbines, generators, dams (in the case of hydropower), electric grids, and so forth; oil
refineries; pipelines; and tankers. As we assume a constant load factor, £ may also be
interpreted as the total energy output (or input into the economy) per time unit. In this
report we use 1 year as the time unit and 0.75 as the load factor. Hence 1 W of installed
power yields 0.75 Wyr of energy per year.

K denotes all factories in operation (assuming no spare capacity), with their ma-
chinery and equipment to produce
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FIGURE 1 Structure of the model.

—  Energy-related capital goods (the stock denoted by E), such as turbines; genera-
tors; and cement for existing dams and-power stations

— Non-energy-related capital goods, such as new machinery (which may eventually
produce new turbines) or cement for new factories, schools, universities, or
other means of “skill production” (but not cement for new dams, power sta-
tions, or private homes)

— Consumption goods, such as private cars, private homes (i.e., cement to build
private homes), and everything else that does not produce anything in turn

K also denotes existing schools, universities, and other means of “skill production.” The
unit for K is $1.

L represents the available stock of labor (assuming no idle workers) weighted with
skill: effectiveness, know-how, sophistication of such tools as pocket calculators, and so
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forth.* With a load factor of 0.25, 1 worker of unit skill corresponds to 2000 effective
man-hours per year or 0.25 effective man-years per year. By introducing skill, we are able
to increase I. without increasing the number of workersand to omit a term ~ ™! (describing
technological progress) from our production functions.

We assume two lines of production within our system. The first is investment goods
production (IP), which produces (per year)

—  Energy-related capital goods AE
Non-energy-related capital goods AK
—  Skilled labor force AL

The second is consumption goods production (CP), which produces consumption
goods C (per year). C does not include private energy consumption. Energy is required
to utilize and to maintain consumption goods, especially such middle- and long-term
durable goods as cars and homes. We call the part of E allocated for this purpose £,
(private energy consumption). Because even homes are of finite durability (say, 50 years),
the appropriate portion is in fact “consumed” each year. Hence in a first approximation
Fp is assumed to be proportional to C:

Ep=eC N

This assumption is backed by statistics.
Combining what has been said about the stocks and their allocation, we have

E__—E1+EC+EP
K=Ki+K, @)
1'=[‘I+LC

We express the stocks allocated to CP in terms of the total quantities, using the
coefficients ag, g, oy

E.=ogE  Kc=oxK Kc=o4L 3)

The as clearly describe the emphasis on CP within the economy.

The inputs into IP are £}, K, and Ly; the outputs, AE, AK, and AL, Part (d,X)
of the outputs has {o compensate for the respective depreciations (in the case of skilled
labor, retirements of laborers); the other part (/\") is the annual net increase in the respec-
tive stocks:

AX=X+d. X X=FK,L “

where the d, denote the respective depreciation rates.

*Again, we do not define skill quantitatively; we assume that it describes both *‘subjective” (e.g., better
training) and ‘“objective™ (e.g., better technology) increases in productivity. We could use a similar
concept of effective capital.
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Common sense tells us that stocks and outputs have to be nonnegative, ie.,

E20 K>0 L0
(%)
AE=E+dgE>0 AK=K+dxkK>0 AL=L+d;L>0

Thus our state space is Ri.
We now assume that the IP is of the linear input—output type with minimum pro-

duction functions (see Dorfman, Samuelson, and Solow 1958; Samuelson 1947, 1976;
Beaumol 1977; and Hicks 1969)

AX = min (Y]’X/ayx) X=EK,L (6)
Y=E K, L

More explicitly,

(B K Lip . 4
AFE =min| —, ,— |=E+dgE>0
agE agr aLr

Fix Kix Lik s ,
AK=mm(a' DR ) =R+ dgK >0 (6")
K

C(EnL Ko Ly
AL =min| — , , ——
arr  akgl ary,

)=£+@;>0

ayy denotes the minimal amount of stock Y| (the portion of the total stock ¥
allocated to IP) required to produce one unit of output of stock of type X; correspond-
ingly, Yy x is the total amount of Y| necessary to produce AX. Another way of looking
ateq. (6') is

ayx AX< Y|y forall X, Y=EK,L @)
Adding the left- and right-hand sides for X = E,K,L while keeping Y fixed, we obtain

2 ayxAX< z Yix=Y; Y=EK,L 8)
X=E,K, L X=FK K, L

Hence (Y1 g, Y1,k, Y1,1) is a particular allocation of Yy to the three production lines
within the IP,

We first assume that our IP runs optimally — that is, without slacks. Thus all ratios
Y1,xlayx, X fixed, Y = E,K, L over which the minimum has to be taken in eq. (6") are
the same, and the inequality in eq. (8) becomes an equality. In part of state space, this
requirement of optimality is inconsistent with eq. (5).

In matrix notation this reads

TAX = X ©)
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AE E]
AX =] AK | and X] =| K]
AL Ly

agE 4gK 4gL
T=| akr akk ak1

aLE aiK 4arf

where

(10)

is called the technological matrix because it reflects the technological situation within
our model economy.

The examples that follow illustrate the significance of the matrix coefficients.
(We estimate the values of the coefficients for our base case in Section 6.)

— agg is the number of watts allocated to IP in order to increase the installed power
E by 1 W per year

— apg is the number of watts allocated to IP in order to increase the non-energy-
related capital stock K by $1 per year

— agy is the number of watts allocated to IP in order to increase the number of
skilled workers L. by 1 person per year

— agg is the amount of capital invested in IP required to increase £ by 1 W per year

— agk is the amount of capital invested in IP required to increase K by §1 per year

— agy is the amount of capital invested in IP required to increase L by 1 person per
year

— ay g is the number of skilled workers employed in IP required to increase £ by 1 W
per year

— ay g is the number of skilled workers employed in IP required to increase K by $1
per year

— ayy is the number of skilled workers employed in [P required to increase L by 1
person per year

The choice of eq. (6) as the production function for the IP implies nonsubstitutability
among the production factors. This property seems to be realistic; the lines of production
within heavy industry, for instance, are rather inflexible and allow only minor deviations
from an optimal path.

In contrast, the production function of the CP should allow for substitutability;
using a simple ansatz, we describe it by a Cobb—Douglas function:

C=AEIKELY (1)
atf+y=1 (12)
Equation (12) accounts for constant returns to scale. Combining egs. (1), (2), (3),

(4), (9), and (11), we arrive at the system of ordinary differential equations that we
sought and that we shall analyze by global techniques:

T(X+dX) = (1 -a)X — Xp (13)
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where we have used the notation

dg 0 0 100 ag 0 O Ep
d=| 0 dg O 1=l 010 a=|0 ag O Xp={ 0 J(13)
0 0 d4d; 001 0 0 qf 0
with £ = edaftaf o) EXKPLY.
Equation (13) may be rewritten as

X=TH(1-o-TdX-X,} (14)

Inserting eq. (14) ineq.(5) leads to a condition defining a region in the state space where the
optimality assumption is consistent with the positivity requirement, eq. (5). We call this
region the slack-free region: inside it, the dynamics of our system (its evolution in time)
are given by eq. (14).

Our considerations will be largely restricted to the slack-free region because such
questions as the existence of equilibrium states and their stability can be discussed
within it. Possible dynamics outside the slack-free region are described in Appendix B;
they differ from the formal continuation of eq. (14) to the outside. As shown in the
appendix, this difference does not affect the results presented in the following sections,
which use eq. (14) in the entire state space.

To analyze eq. (14) we would normally calculate the critical element — in our
case, the fixed point (FP). Obviously, X =0 is an FP and we can easily show that, in
general, it is the only FP.

We put X =0; hence, from eq. (14),

(1-a-Td)X =X, (15)

From the expansion of eq. (15), we express £ and K as linear functions of /. and sub-
stitute them into the first line. Since E}, the first component of Xp, shows constant
return to scale, the right-hand side of eq. (15) is linear in L; so, also, is the left-hand side.
Hence L # 0 drops out, and we are left with a restriction on the parameters; we cannot
expect this restriction to hold generally.

If we assume variable returns to scale in the Cobb—Douglas function (i.e., if instead
of eq. (12) we have a + §+ # 1), there will be a second FP in the E,K,L space. We then
look for a fixed ray instead of an FP in state space; this ray describes an equilibrium state
of stable growth.

The property of constant returns to scale of both production functions allows us
to introduce new variables and to reduce three dimensions to two. Inserting

e: = E/L k:=K/L A=logl (16)

in eq. (I3") yields, after straightforward algebra,

e\’ /10 —e € B e «f fex)
(K) = (0 1 —x) T‘lgu —a—Td)(K)—( 0 >$=(g(e,'<)> (17)
A 001 1 0 h(ex)
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where B = edafafa] . Thus X is the growth rate of skilled labor. We observe that the
right-hand side of eq. (17) depends only on € and k — not on A; the problem has become
two-dimensional. One first solves for € and x and then substitutes the solutions into the
expression for X and integrates. Details are given in Section 5. The system parameters,
which must be chosen consistently, are as follows: nine coefticients of T, the technologi-
cal matrix, ayy,X,Y = E, K, L; three ratios, ag, ag, oy ; three depreciation rates, dg, dg,
d;; and three Cobb—Douglas coefficients, a, 8, and B (where A and e are combined).
These parameters make up a parameter space of eighteen dimensions.

5 ANALYSIS OF THE MODEL EQUATIONS
For a qualitative analysis of eq. (17), we follow the standard procedure:

—  Determination of FPs and their properties

- Determination of the slack-free region according to eq. (5)

- In the case of a stable FP, determination of the central region, i.e., the region
of initial values within the slack-free region such that the trajectories do not
subsequently leave the slack-free region

As previously mentioned, an FP é = kK = 0 corresponds to a time-invariant ray
(direction) in E,K,L space. Equations (18) and (19) are valid only inside the slack-free
region. This ainounts to solving the (nonlinear) eigenvalue problem

X=T1{1-0a-TaX -X,}=nX (18)

in terms of eq. (14) or

€ B € k* €
(1—a—Td)(K>—< 0 )t mz(»c) (19)
1 0 |

in terms of eq. (17).

To get a feeling for the situation, we may analyze a simplified version of eq. (18)
or (19). We use the argument of structural stability and extrapolate eqs. (18) and (19)
outside the slack-free region. We assume all depreciations to be equal, dp =dg =d; =d,
consider Xp as a perturbation that we put to zero in our simplification,* and solve the
remaining linear problem. n then appears as the simultaneous growth rate of £, K, and L
at the point of stable growth, ie., at the fixed ray.

Simple algebra then leads to the respective equations

11

[(1-a)'T-z]X=0 (18")

€
(1 -a) 1T—z](;<>=0 (19)
1

where z = 1/(d + n).**

or

*This is justified by looking at actual numerical values.
**z is an auxiliary quantity introduced to apply a Frobenius theorem.
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As (1 — )7 T is a matrix with strictly positive elements, a theorem of Frobenius is
applicable. This theorem implies that exactly one eigenvector with positive components
exists and that its corresponding eigenvalue is positive and is the largest among the real
eigenvalues. As egs. (18") and (19') are of third degree, there are two possibilities: either
three real solutions for z (and hence for n) or one real and two complex conjugate solu-
tions.

In the first case, we have three fixed points in the e—« plane with the respective

n,-=1/z,~—d I= 1,2,3 (19”)

as growth rates. The FP corresponding to the smallest growth rate is in the positive quad-
rant and is a sink. The other two are a saddle point and a source, respectively, but their
location is outside the positive quadrant. Qualitatively, the full phase portrait then appears
as shown in Fig. 2.

In the second case, we have only one FP, with a growth rate n > — d. It is again
located within the positive quadrant and may be attractive or repulsive; the corresponding
phase portraits are shown in Fig. 3.

Owing to structural stability, these statements also remain true, within certain limits,
for differing ds and nonvanishing X,. For the base cases that we studied, the second alter-
native holds; it prevails even for large deviations from the base case data. Appendix C
gives a criterion for distinguishing between the two alternatives.

K

A /
.
»
€

ﬁ/
B

IFIGURE 2 Three real fixed points.
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FIGURE 3 One real fixed point.

Returning to eq. (19), the fixed point condition é = kK = 0 yields (eg,k() as a solu-
tion of

flex)=0andg(e,x)=0 (20)
Subsequent substitution into 4 leads to

ng = h(eg,x0) (21)
where the functions f, g, and h are defined by eq. (17). This is the simultaneous growth
rate of £, K, and L at the FP.

For purely technical reasons it is advantageous first to solve

g(ex)=0and h(e,x)=n (22)

to obtain € and «k as functions of n, and then to substitute them into f(e,x) =0 and to
solve for n. Thus, after some manipulation,

@g t n)agpe + [(dg + n)agg — (1 —ag)] x +(d, +n)ag;, =0
(dg +n)agpe+ g tn)a gx +(d, +n)ag, —(1-a,)=0 (23)
[y + mage — (1 —ag)] e + (dx +n)aggx + Be*k? +(d; +n)ag;, =0

These equations must be solved for €, x, and n, respectively. With the abbreviations

Dy:=akgparx —akkarr  Dy:=agkay; —agrark
(24)

D3:=akparl —akraLe D(n): =(dg + n)[a (1 —ag) + (dk + n)Dq]

we obtain

e(n) = ,T},) [(1 — ax (1 —0p) - (1 - ax Xdy, +m)ayy, - (1 - ag Ydg +n)agk

+(dg + n)d, +n)D;]
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drp+n (1 —ay)agp —(dy, +n)D
<) = Z)T") [~ ew)age =@ +mDs] = (1 ~a;)a[;‘ + (df( + n)D31 (25)

Substitution of eq. (25) into the third part of eq. (23) yields a transcendental
equation for 1.

Three remarks are in order. First, as previously mentioned, the simplified system of
equations (all ds equal, X, = 0) always has a solution with € 2 0,x > 0. On the other
hand, the general set of equations G need not have a solution at all; there need not exist
a domain for n where both €(r) and k(r) are nonnegative (they obviously should be, as
eq. (5) demonstrates).

Second, n always appears in connection with depreciation rates; hence, changing
the three depreciation rates by the same amount and simultaneously changing n by the
same amouni (but with the opposite sign) leaves €y and k¢ unchanged.

Third, as functions e(n) and k (n) depend on the 18 system parameters, the previously
mentioned positivity condition restricts the allowed parameter values to certain regions
or economic niches within the parameter space.

To analyze the properties of the FP (eq,ko) (assuming the conditions of eq. (5) to
be fulfilled), we follow the standard procedure: linearization of eq. (17) yields, after
straightforward calculations.

!

e\ (O
(K’)= 0
N di
1 0 —¢ | aBed™! k8 BBeg k6~1 0 e
+3l 01 %o | T ' |1-a-Td- 0 0 0 o1}k’
00 1 0 0 0 0
0 €
+...=(0)+S(K’)+... (26)
no 0

where we introduced
e =e—eg k' =Kk —Kg N=x-) - (26"
and where
S11 S12 S13
S=(321 S2 323)
S31 S32 S33

denotes the matrix between the braces.* Considering the first two parts of eq. (22), we
have, with

g =1 Si2
FoASy Sy

*Explicit expressions for matrix elements of S tend to become cumbersome; as they must be evaluated
numerically in any case, they are omitted here.
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(G',) - sl<€',> + 27)
K K

According to the general theory, the behavior of the solutions near the FP is determined
by the eigenvalues u) 7 of Sy, which are given by

wra=1/2{tr Sy # [(tr 1) — 4 det §;] /237 (28)
The FP (e .,k ) is stable if the real parts of uj » are negative
Re 11,7 <0 (29)

It is called real stable if Im p) ; = 0 and complex stable in any other case. For both real
stable and complex stable FPs, the trajectories (e(r),k(¢)) approach the FP in the future.
If eq. (29) does not hold, tbe FP is unstable; with the exception only of special cases,
the trajectories leave any neighborhood of the FP in the future, even if there are finite
time periods during which the FP is approached.

Analyzing eq. (28) in more detail, we may have

(tr $;)2 = 4 det S, (30)
or

(tr $1)? <4 det S, (30"

In the case of eq. (30"), the y 5 will be real. We now have to distinguish

detS; >0 (31
from

det $; <0 (31)

for eq. (31). Both us have the same sign as tr S . Hence

det $; > 0and tr §1 <0 (32)
is the stable case;

det S{ >0and tr §; >0 (32)

is the unstable case.
For eq. (31') the us have the opposite sign and the FP is unstable. In the case of
eq. (30"), the eigenvalues will be conjugate complex, with

1
Re uy =Re up =5tr S (33)

Hence tr 81 > 0 means instability, and tr S; <0, stability, of the FP.

*Here tr 83 = Sy + Spo = up + ug (11) denates the trace of S, and det S;: = §11595 — 519891 =
uy* ug (117") denotes the determinant of Sy, respectively.
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Combining these results, we can say that egs. (30), (31), and (32) yield a real
stable FP, whereas eqs. (30") and (32) yield a complex stable FP. All other situations
are unstable.

The economic relevance of the stability or instability of an FP is significant. The
ratios € = E/L and k = K/L attain certain constant values eg = Eg/Lg and kg = Kg/Lg,
respectively, at the FP. This means that £, K, and L have the same time evolution, given
by ng of eq. (21), at the point (Eg,Kg, Lg).

If the FP (eg,kq) is unstable, trajectories will move away from it in time, and the
system will move into unrealistic regions, i.e., arbitrarily large or small values of £/L and
K/L. Although our model is unrealistic for such values of the state variables, we can
interpret this behavior as a prediction of catastrophic, and certainly undesirable , behavior
of our model economy. If, on the other hand, the FP is stable, the system will tend to
stable values of £/L and K/L and will achieve stable growth (or decrease, if ng happens
to be negative). Although at this point we can draw this conclusion only for evolution
within the feasible region, so that eq. (18) is valid, Appendix B shows it also holds in a
neighborhood of the slack-free region. This is certainly a more desirable economic situation.

In the case of stability, we can distinguish within the slack-free region a central
region consisting of points the entire evolution of which will remain in the slack-free
region (e.g., 4 in Fig. 4). In contrast, points such as B in Fig. 4 will for some time leave
the slack-free region, although they, too, will come back and tend toward the FP. Thus
their evolution will be governed for some time by the dynamics discussed in Appendix B,
which imply large-scale variations of the economy. We may regard the central region as
the set of “best initial conditions”” because a smooth evolution toward stable growth is
assured there.

We note that the central region is different from the slack-free region only if the
FP is a stable focus (i.e., has two complex eigenvalues with negative real parts). For an
unstable FP, the concept of a central region is meaningless, as all trajectories except that
coinciding with the FP will leave the slack-free region.

FIGURE 4 The slack-free region.
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Note, too, that eq. (18) becomes undefined if T is not invertible,ie.,if det T =0.
For such a technology matrix, £1,Ky, Ly would be restricted to a plane. We assume that
this is not the case, from a genericity argument. Care must be taken, however, if | det T |
becomes too small or if, by an adiabatic variation of the technology matrix (see Section
6), we should cross the hypersurface in parameter space, where detT = 0.

6 THE BASE CASE

We chose a base set of parameters for actual calculations. As the elements of the
technology matrix T describe the technological standard of the model economy, the
numbers could be expected to differ significantly according to their correspondence to
the situation of a developed country (DC) or to that of a less developed country (LDC).
In the case of a DC, most could be taken directly from data available at IIASA, while
some had to be deduced from statistical material. In particular, the last column of T,
referring to skill production, required comparison of the relative numbers of teachers
and students, identification of the depreciation rate with the rate of retirements, and so
forth. In the case of an LDC, orders of magnitude of the required numbers were obtained
from LDC specialists; these estimates are necessarily crude.

The primary purpose of the numerical calculations was not to obtain *“‘predictions”
but rather to acquire some feeling for the position and size of the economic niches.
More explicitly, Section S contained the first step toward a division of the parameter
space into economically meaningful parts and useless regions, according to the character
of the FP. The second step involves selection of definite base case values within an
economically meaningful part and estimation of the size of the region around these values,
such that the qualitative behavior of the base case remains unchanged. For a stable FP we
call this region a favorable economic niche. Favorable and unfavorable economic niches
are separated by hypersurfaces; it is interesting to consider which parameters are primarily
responsible for crossing such boundaries. In other words, which parameters allow the
least range of variation? Since stability or instability of the FP (i.e., favorableness or
unfavorableness of the corresponding economic niche) is described by the eigenvalues
\; (eq. (26)), this amounts to analyzing which parameters show the strongest influence
on the A;.

The eigenvalues are, however, not the only indicators of the economy; the growth
rate at the FP is also important. Even within a favorable niche, the growth rate may be
negative, which means that a trajectory will move toward equilibrium, but with shrinking
E, K, and L. As previously mentioned, growth rate n always appears in connection with
depreciations. The unwanted situation of a negative growth rate could therefore immedi-
ately be improved by reducing the depreciations, i.e., by producing goods of higher
quality and greater durability.

The model was implemented on a desk computer (HP8830A) and on IIASA’s
PDP11/70. Implementation allows

— Alternation between countries (i.e., parameter sets (DC and LDC)) and varia-
tion of scenario variables

— Computation of the FP and its eigenvalues

— Plotting of the feasible region
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— Numeric integration and plotting of specific system trajectories
— Adiabatic variations of scenario variables during the numeric integration

With regard to the last point, the model implementation should be able to simulate
an “economy in transition’ in the sense used by Hifele ez al. (1976) — for example, an
economy changing from conventional to nuclear energy production. One must thus
change some parameters continuously while running the model. We have assumed a transi-
tion from initial to final values using a logistic curve; this assumption is confirmed by the
data collected by Marchetti and Nakicenovic (1979). The term adiabatic refers to the
system’s smooth response to parameter changes if the time scale of those changes is long
compared to that of the system.

Table 1 shows the parameter values of the base case representing a DC, together
with the band width of allowed variation of each parameter (all other parameters remaining
fixed). Numbers with a single asterisk do not denote the boundary of the niche but
rather the point of transition to a negative growth rate. Numbers followed by < are still
within the favorable niche, but we did not pursue the upper limit further.

The corresponding FP is located at g = 10600 Wyr/smyr, kg = 16 700 $yr/smyr,
with a growth rate of ng = 3.3 percent and eigenvalues A = —0.047 £ 0.31i.

The extent of the favorable niche in some parameter directions is quite wide, while
in others (particularly axx and a; ) it is quite narrow.

Table 2 shows a set of parameter values that might represent the economy of some
LDC. In this case the FP is not stable and we again indicate the extension of the unfavor-
able niche in each direction.

The corresponding FP is located at ¢g = 7 500 Wyr/smyr, kg = 360 $yr/smyr, with
a growth rate of ng = 2.2 percent and eigenvalues A = +0.58 + 0.66i.

Obviously, the extent of the niches in each direction changes if the parameters are
not kept fixed at their base case values.

We may think of the base cases as the representation of certain scenarios: T describes
a particular standard of investment goods production, e describes how effectively the
energy allocated to private consumption is used, the as describe the emphasis on CP
within the economy, and the g;; describe a particular technology.

In order to study the effect of a scenario change, we introduced scenario variables,
which enable one to study the economic niches in parameter space without needing to
vary 18 parameters at the same time; moreover, most independent variations of param-
eters are unrealistic. Each set of values of the scenario variables, however, is assumed to
represent at least a consistent model economy.

Hy accounts for a transition from standard to new (e.g., nuclear or solar) energy
options. We model the full transition by increasing agg by a factor of 30 and agg by a
factor of 10, i.e., »

age > agp(1+29 Hy)
(34)
agp *axp(l +9Hy) O<H < I*

Intermediate stages are represented by intermediate values of Hy; this is similar for the
other scenario variables.

*H, may also be taken as larger than one, which corresponds to still more expensive energy options.
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Looking at Table 1, we might expect /1 = 1 to bring the system close to the
boundary of the base case niche, if not beyond. Our interpretation — always within the
limits of the model — might then be that the base case economy could hardly afford to
replace conventional energy options totally by new technology without paying the
price somewhere else — on the consumption side, for example. f{,, the second scenario
variable, describes the emphasis on CP. We assume, for the sake of simplicity, that the
as are changed simultaneously .

ap k1 >op g (1+02H;) “ISH; <1 (35)

H, = —1 represents a 20 percent reduction of CP inputs; Ay = +1, a 20 percent increase.
Not surprisingly, calculations show a high sensitivity of the growth rate n on H,.

We also examined the effect of increasingly efficient energy use. This would de-
crease aggx and e but would also change ag . Classical arguments about substitutability
would suggest an increase in agg (0 = +1 in the following equations); however, the highly
aggregate character of our model makes this argument doubtful. In fact, adherents to the
“small is beautiful” school of thought have claimed that saving energy according to that
philosophy could actually result in a decrease in agg (0 =—1). Thus we have incorporated
both alternatives in a scenario variable H3:

apk > agk (1 - 0.2H3)
agx ~agk(l +00.2H3) o=1%] (36)
e—~>e(l1-03H3) 0<H;<1

Figures 5 and 6 show the boundary in space of scenario variables /1, H3,and H3; this
boundary separates a favorable from an unfavorable niche. The direction of scenario

H,=0,0.1,0.2,03

FIGURE 5 Boundaries of the stable niche (DC): *‘Big is beautiful” (¢ = +1).
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H,

FIGURE 6 Boundaries of the stable niche (DC): “‘Small is beautiful’’ (o = —1).

variable Hy is perpendicular to the plane of the figure, and the intersections of the
boundary surface with the planes A5 =0, 0.1, 0.2, and 0.3 (Fig. 5) and H5 = 0, 0.65,
and 0.8 (Fig. 6) are shown as solid lines. The region of stability always lies to the left
of the respective lines. The growth rate along the line /5 = 0.8 in Fig. 6 is negative;
therefore, the actual boundary lies within the stable region. This is indicated by the
dotted line, which represents the locus of zero growth.

Figure 7 shows a typical trajectory for our DC base case. The FP is located at eg =
10600 Wyr/smyr, kg = 16700 $yr/smyr, with a growth rate of ng = 3.3 percent. It will
take five years to move along the trajectory from one square to the next.

7 TWO-COUNTRY INTERACTION

Thus far, the model has been used to describe an economy isolated from the rest
of the world. Now, to be more realistic, we introduce two important links to other
economies. First, most economies must import a significant part of their energy sources
and must pay for it, with, for example, non-energy-related capital goods. Second, a rich
economy may give away part of its AK — thereby reducing its growth rate, but not so
much as to leave its favorable economic niche — to support a poor economy and thus
induce its transition into a favorable niche.

We therefore modify the dynamics of eq. (16) in the following way:

— Reduce AK by a term proportional to E; the factor of proportionality is de-
noted by g. The numerical value of g is obtained heuristically:

g = (fraction of energy imported) X (conversion factor bbl/Wyr) X (oil price
$/bbl) X (1 — fraction recycled) =03 X 5X 1073 X 12X (1 -0.7) ~ 5 X
1073 §/Wyr.

The last factor is included because petrodollars reinvested do not correspond to
capital goods extracted from the system.
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FIGURE 7 Trajectory in e—« space. €(x10%)
—  Extract a fraction rAK from (or, for negative r, add a fraction rAK to) the
total output of non-energy-related capital goods. This corresponds to foreign

aid given away (or received).

In the spirit of the model, the phenomena of oil import and foreign aid are dealt
with only schematically, by restricting discussion to the transfer of capital goods. r should
not be confused with the well-known ““0.7 percent of GNP”’ because foreign aid is measured
on the scale of AK only.

In mathematical terms, we have to replace AK by (1 — r)AK — gE'; this is done
simply by replacing eq. (14) by

X=1T Y1 -)X-Xp}—dX (37)

where

10 0 dg 0 0
=0 1-r 0) dg:=(g dg 0) (38)
00 I 0 0 d;

For technical purposes, r may be incorporated into T by

app  apx/l-r  agp
T > akp agk/lr aki

arp  arx/l-r apy
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Starting from the two base cases for a DC and an LDC economy, respectively, we
may consider the resilience against variations of g and r (the base cases themselves cor-
respond to g = r = 0). Given the price of energy (in terms of the oil price of 1976, 12 §/bbl),
how much foreign aid can the DC economy afford without leaving its favorable economic
niche, decreasing its growth rate below zero, or both? How much foreign aid must be
granted to an LDC economy so that both a transition from its unfavorable to a favorable
economic niche and a positive growth rate are induced?

Figures 8 and 9 illustrate our findings. In Fig. 8, the solid line divides the stable region
(on the left) from the unstable region (on the right); the broken lines are loci of constant

Oil price
($/bbl)

Percentage of foreign aid
IFIGURE 8 Economic aid: niche boundary (DC).

growth rate. In Fig. 9, the stable region is to the right of the boundary. In both cases,
foreign aid is measured relative to AK of the respective country.

We may then combine the two economies by superimposing the two figures. Care
must be taken to rescale foreign aid to onz of the two economies. Hence, the ratio
n = AK pc/AKpe must be given some value.* The result is displayed in Fig. 10(a) with

*The units on the abscissae in Figs. 8 and 9 are different; n, which relates capital goods production in
the DC 1o that in the LDC, accounts for this difterence.
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FIGURE 9 Economic aid: niche boundary (LDC).

n = 0.1 and in Fig. 10(b) with n = 0.2. Fig. 11 (of which Figs. 10a and 10b are actually
slices) shows the situation with various values of 1. As n is essentially a scale factor, dia-
grams with different values of n do not differ qualitatively.

8 OUTLOOK AND CONCLUSION

Two directions for further study come to mind immediately:

Introducing an oil country as a full economy rather than merely as a sink for
investment goods as in Section 7. Thus two-country (DC + oil country) or
three-country (DC + LDC + oil country) interaction could be investigated.
The existence of oil price thresholds (lower, upper, or both) for the stability
of the oil country would be an interesting consideration.

Relaxing our requirement of homogeneous production functions (neither
economy nor diseconomy of scale). For this to be done meaningfully, £, K,
and L must be reinterpreted as quantities referring to a *“‘typical population”
(say, 50 million inhabitants) or, better, to a “typical area” (say, 500000 kmz;
just as we introduced skill, we could weigh differently land of different pro-
ductivity or other factors.* We could then multiply the linear production
function for the investment sector with a *‘congestion function’ or “agglomer-
ation function,” depending on the level of economic activity, which would
be measured by a suitable linear combination of £, K, and L.

An interesting agglomeration function has the shape shown in Fig. 12, This conges-
tion function expresses the unfavorable effects of levels that are either too high or too
low. A system with this function would behave like a single-species ecological system with

*An FP in £, K, and L would imply that we predict the same equilibrium energy production for the
US as for Liechtenstein, as long as they have the same parameters!



300 M. Breitenecker, H.-R. Griimm
Qil price
[$/bbi)
100+ \
4 npc=2% nLpC =—2%
\ 7
80 \ 7
npc =
. \ nLpC=0%
-
60— \ ~7  Mpc=1%
7 ”~
\ .~ <
n n.pc=2%
40
i Mpc=3%
// -
203 (\00 P
-
L
L~
-
0 1 T l T |
10 20 30 40 50 60
(aln=0.1 Percentage of foreign aid
Qil price
{$/bbl)
100 —
80—
60—
40—
20#&” -
-
-
(byn=0.2 Percentage of foreign aid

[FIGURE 10 Maximum oil price.
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IFIGURE 11 Maximum oil price variation with 7.

the reproduction curve illustrated in Fig. 13 (Holling 1973), which shows a threshold level
below which growth is negative and the system tends to zero and an equilibrium at a
higher economic level; the trends are indicated by arrows. The behavior of the system
transverse to the stable ray,i.e., in the e--x space, remains unaffected; the system thus has
two FPs in £, K, and L outside of the origin, one of which can generate a separatrix.

Current Economic
situation level

FIGURLE 12 Congestion function.
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The two-country interaction that we introduced must be considered as a first step.
To help an LDC simply by pumping investment goods into its economy is certainly not
sufficient: the transition to a favorable economic niche would be only a temporary one,
and a cancellation (or perhaps merely a reduction) of foreign aid would result in an
immediate reversal. The system parameters are only virtually, not intrinsically, changed
by the exogenous support (as long as it is supplied). It is therefore necessary to introduce
a coupling between the foreign aid and the parameters that corresponds to an actual
improvement in the economy’s infrastructure. As the economy improves, foreign aid
may be reduced gradually until the transition from an LDC to a DC is completed. The
mathematical way to express these mechanisms is unclear.

In summarizing our results, we must stress both what our approach can do and
what it cannot do. Any detailed economic prediction — with quantitative results that
inspire confidence — of course requires a much larger model. While it would be ridiculous
to claim that an economy can be described accurately by just three state variables, we
do feel justified in making three observations.

First, to the extent that the structure of our model (i.e., the choice of the state
variables and the form and interrelation of the production functions) has something to
do with an actual economy, we can deduce the existence of a slack-free region within
the state space. As it can be said definitely that unpleasant situations will arise at the
boundary (e.g., one or several outputs will tend to zero), proximity to the boundary
of the slack-free region should be avoided.

Similarly, we have determined boundaries in parameter space (or, equivalently,
in a space of scenario variables) across which the model’s behavior changes drastically,
showing instability, negative growth, and so forth. Because our knowledge is incom-
plete, parameter values close to those boundaries should be avoided as well (see Section 3).

Second, the model allows us to determine an FP (point of equal growth of £, K,
and L) that shows one of the previously mentioned possible qualitative behaviors. These
possible behaviors depend on the model economy’s infrastructure, expressed in terms of
a set of certain characteristic system parameters. The parameter space appears to be
subdivided into cells, which we have called economic niches. By definition, all points
within one niche correspond to economies with the same topological behavior. We have
called niches with a stable associated FP favorable niches; their significance lies in the
existence of a central region around the FP (within the slack-free region, of course)
from which the slack-free region cannot be escaped. On the contrary, an economy start-
ing outside the central region inevitably approaches the boundary of the slack-free region
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within a finite time. If such a trajectory were well off the boundary, a person “living”” on
it might not initially recognize a problem with the economy but, even with positive growth
rates of £, K, and L, would observe that at least one of the outputs becomes zero. The
initial conditions, i.e., the “right”” amount of the available stocks, are essential for a fa-
vorable economic evolution.

Third, the two-country interactions studied in Section 7 model the structure to be
expected for foreign aid given by an abstract DC to an abstract LDC, both of which are
subject to the same oil price. An oil price sufficiently high inhibits any reasonable Jevel
of foreign aid; either the DC gives away too much or the LDC receives too little. It is a
pleasant surprise that the limiting oil price comes out at the right order of magnitude —
neither too close to the present level nor too high. A limiting price of, say, 10000 $/bbl
would make this feature irrelevant.

These qualitative results suggest interesting questions that we hope will be addressed
through a full-size economic model.
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APPENDIX A Some Concepts of Dynamical Systems

We assume a deterministic system described by differential equations: knowing
the state of the system at a particular time, one can calculate the time derivatives of all
state variables. A “‘geometric” point of view is inherent in this approach: we introduce
state space, each of whose points fully specifies a state of the system at one instant in
time. The state space is spanned by the state variables. On the state space, we have a
time-evolution law, possibly dependent on several parameters, ranging over parameter
space. Under it, the states of the system move along trajectories. In our approach, we
emphasize not so much a single trajectory as the structure of all trajectories. A fixed
point (or equilibrium) is a state of the system that does not change in time; it may be
stable or unstable.

Under general assumptions, the state space can be divided into basins, each con-
sisting of states having a common future long-term behavior. Each basin contains one
attractor representing this common behavior; it is the region in state space toward which
all trajectories originating in the basin tend. The simplest attractor is a stable fixed point
(or stable equilibrium); if the attractor of a basin is a stable fixed point and if the system
starts in this basin, all state variables of the system will tend toward constant values.
There are many more complicated types of attractors; the list is currently incomplete.

Basins are separated from each other by basin boundaries or separatrices. States on
or very close to a basin boundary have uncertain futures because small modifications of
the state variables may cause them to belong to different basins and thus to exhibit com-
pletely different long-term behavior.

The phase portrait is a full (at least qualitatively) description of the basins and
attractors of a system. In general, it depends on the parameters of the system; qualitative
changes of the phase portrait caused by parameters crossing certain boundaries are
called bifurcations. These boundaries play a role similar to that of separatrices in state
space.

The mathematical theory behind these concepts can be found in Arnold (1973),
Grimm (1979), and Hirsch and Smale (1974).

APPENDIX B Dynamics Outside the Slack-Free Region

In looking at possible dynamics outside the slack-free region of the system defined
in Section 4, we may rewrite eq. (14) as follows:

AX=(X+dX)=T" X, X =X(1-0)-X, (B1)
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We have chosen this form to avoid the detailed structure of Xy, which is a known func-
tion of X. As discussed, if T_lXI +0,ie.,if some (T_IXI)/‘ < 0, eq. (B1) does not make
economic sense. We denote the value of AX obtained from eq. (Bl) by AX,; (the
“virtual” gross production). To tind a realistic AX, we turn again to eq. (6),

vy Kig Lig ) (B2)

A[:'=min<— LT,

ai; aKr arr
with similar equations for AK and AL. The assumption of “allocations without slacks,”
i.e., the equality of all terms in eq. (B2) and its AK and AL counterparts, leads to eq.
(B1); thus this assumption can be fulfilled if and only if the system lies within the slack-
free region. In this case, it leads to the unique dynamics contained in eq. (B1). Qutside
the slack-free region, we have to introduce slacks, taking into account that the terms in
eq. (B2) and its counterparts will be equal. Summing the slacks occurring in the three
sectors, we obtain

AX=T Xy =T (X -Xg) 0<Xg<JX, (B3)

with Xg representing the stock of energy-related goods, nonenergy-related capital goods,
and skilled labor not allocated to production and Xy, representing the stock actually
“working” in the investient goods sectors.

As it stands, eq.(B3) of course does not define a unique evolution. We complement
it by two requirements.

The first is the requirement of “*Pareto optimality” of our allocation: no other
allocation of H\ K‘!\,, and L}v to the three sectors leads to an increase in any of the
quantities AL, AK, or Al without decreasing at least one of them. This is an obvious
extension of the “allocation without slacks™ possible within the slack-free region; there,
this allocation is the unique Pareto-optinial one. Qutside the slack-free region, there are
generally several Pareto-optimal allocations.

The second is the requiremment that unecononical processes be shut off; if AE,i,
< 0. the realistic AL is set to zero. The allocation without slacks that, if possible, would
give the virtual AE would require the AF production to run backwards; as this is not
possible, we handle the situation by shutting off AL production completely. This require-
ment follows from the first if we have only two production functions; one can argue for
it using familiat arguments from linear programming.

Both requirernents might still fail to define a unique evolution of our system by
giving unique expressions for E,K,and . We call any evolution of the system outside
the slack-free region fulfilling eq. (B3) and these two requirements a rational evolution.

To illustrate the general situation, we assume that the system is just crossing from
inside the boundary of the slack-free region corresponding to Ak = E +dpls=0. We
write for the “real” evolution outside the slack-free region

E+dpk=0
a[(,l."(k +diK)+ a“.'([: td;L)=1I)-Eg

. . (B4)
akg(KtdyK)rapg(l +dy L) =K - Kg

agr (K +dgK)y+ap (I +dy L) =1 - Lg
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together with
0<Eg<E] 0<Kg<Kj 0<Lg <L (BS)

and the Pareto optimality of the allocation. At least one of the slacks must obviously
be zero; otherwise, we could increase AK, say, without decreasing AL.* If one slack is
zero, the other two are linearly related; taking the inequalities of eq. (BS) into account,
we see that for all rational allocations Xg = (Eg,Kg,g) must lie on one of three straight
segments. As eq. (B4) is an affine relation between (K,L) and Xg, all rational allocations
lead to the following net increases:

E=—dyE

K

(£)es

S denotes the set in (K.,L') space that is the image of the previously mentioned
straight segments. If S contains a “‘greatest point,” i.e., if both K and L are larger than
at any other point of S, there is only one rational allocation, and the time derivatives
E, K', and L are uniquely determined; if not, the system will have a residual freedom.
The two situations in (K, L) space (S is the boundary of the triangle) are shown together
with the virtual time derivatives in Fig. B1. Fig. Bl1(a) shows a unique evolution; in
Fig. B1(b), any point on the upper right-hand segment corresponds to a rational evolu-
tion; nevertheless, all rational trajectories will lie inside a certain *‘fan.”

This ambiguity is not serious: as we come close to the slack-free region, S becomes
small and contracts to (l(",]:)vir as we reach the boundary. If the virtual evolution is
stable, as analyzed in Section 5, its trajectories leaving the slack-free region will come
back. As indicated in Fig. Bl, F:m < I:.',K’Vi, > lf,ivir > [ for all rational allocations
(if the trajectory crosses the AE = Q boundary). Outside the slack-free region a *“‘rational”

(B6)

L4 L4

(lé'L.)vir ..
(K,L)

vir

v
v

(a) K {b) K

FIGURE Bl Rational evolutions.

*Equation (B4) of course !wlds on the boundary of the slack-free region, too, with £g= Kg=1g=0.
I'urthermore, the ‘“real” K and [, are the same as the virtual Ievi, and I,'vi, defined by eq. (B1). Thus
the evolutions inside and outside the slack-free region (it together continuously.
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trajectory will of course not coincide with the ‘“‘virtual” trajectory but, owing to these
inequalities, it will lie closer to the slack-free region than will the “virtual” trajectory.

Thus any rational evolution leads the system back to the slack-free region, just as the
“virtual” trajectory does.

APPENDIX C A Criterion for the Number of Fixed Points

The criterion explained here distinguishes between the two alternatives discussed
in Section 5. We write eq. (18") in the form

det [1-a—-(d+n)T] =0 (C1)
which yields (x =d + n)

A+BX+CX*+DX3=0 (C2)
Here A = det (1 —a), D = —det T, and B and C are defined correspondingly. Substituting

p:=B/D-C?3DY  q:=20327D3 -BC/3D?* +A/D  y:=X+C/3D (C3)
into the normal form of an equation of third degree,

y3+py+q=0 (C4)

brings us back to eq. (C3). Theory now tells us that there will be one real solution of
eq. (22) if

g4 +p327>0 (C3)
and three real solutions if
q%/4+p3/27<0 (Co)

Substitutions of eq. (C3) into eq. (C5) or eq. (C6) produce a hypersurface in parameter
space that separates the two alternatives. Unfortunately, this relation is too clumsy to be
written down explicitly.

Equations (C5) and (C6) are only a criterion for the simplified case (equal ds and
Xp = 0); the hypersurface mentioned will be continuously deformed during the transition
to the general case.
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INNOVATION AND EFFICIENCY

Heinz-Dieter Haustein, Harry Maier, and Luitpold Uhlmann
Intemational Institute for Applied Systems Analysis, Austria

SUMMARY

Innovation is a complex phenomenon that involves all spheres of technological, eco-
nomic, and social activity, from research and development to investment, production, and
application. In the management of innovation the relationship between innovation and
efficiency is the key issue. In thisreport, therefore, we elaborate on a method for measuring
efficiency in the innovation process. The core of our concept of efficiency is the link
between the efficiency of the production unit that has adopted an innovation (dynamic
efficiency) and the efficiency of the entire production field within which production units
must act (average efficiency). The development of relative efficiency is connected to differ-
ences between basic, improvement-related, and pseudo innovations and to the decision-
making environment for managers.

Factors influencing innovative activities follow a continuum of efficacy ranging from
inhibiting to strongly promoting innovative activities. Looking at the innovation process
from the standpoint of the innovating system, we distinguish major determinants of perfor-
mance and then compare the performance of industrial organizations through a profile
showing these determinants in research and development, production, and marketing and
in management at all stages.

1 MEASURING EFFICIENCY IN THE INNOVATION PROCESS
1.1 Principal Indicators of Efficiency

Before presenting our model of the innovation process, we would like to describe
the economic environment of innovations; without knowing the needs of and possibilities
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offered by this environment, one cannot understand the mechanism of technological
change. The results of interactions between innovations and their environment are usually
measured in terms of economic efficiency. In this report, therefore, we focus our attention
on the problem of efficiency.

The measurement of efficiency in socioeconomic and technical —economic processes
is a wide and comprehensively explored field. We differentiate in this report among tech-
nical efficacy, economic efficiency, and social effectiveness. Specific measures of technical
efficacy are clearly defined and verifiable, but it is difficult to give general indicators for
the technical efficacy of such products as automobiles, washing machines, and television
sets. This generalization is even more true for measures of cconomic efficiency, which are
by definition more aggregate than are technical indicators. Here we also encounter other
problems: the difficulty of clearly adjoining elements to defined sets, the complicated pro-
cedure of statistical inquiry, and the lost contact between user and producer of data. Yet
the measurement of social effectiveness is the most complicated, as social welfare and social
climate cannot be measured successfully by the monetary indicators that are so useful in
econolnics.

Innovation is a complex phenomenon that involves all spheres of technological, eco-
nomic, and social activity, from research and development to investment, production, and
application. In the early stages there are only two general indicators of innovative efficiency,
which can be evaluated and predicted in rough variants (see Fig. 1). These are the level of
technology and the desired range of application. These indicators are combined into cer-
tain coefficients and are connected with recognized needs, time limitations and competitive
pressures, and available resources. The level of technology and range of application deter-
mine the compatibility or interference with existing equipment and skills, degree of inter-
dependence, degree of complexity, and scale. For these coefficients we need additional
information that is not available during the first stages of research and development. As
the innovation process progresses, however, we are able to calculate the risk factor, devel-
opment time, lifetime, and resource requirements. We should then gradually make the
previously mentioned coefficients more precise. Later, we can calculate in monetary mea-
sures the economic benefits and expenditures and can determine other indicators of eco-
nomic and social efficiency.

Owing to the interference of the new technology with existing equipment and skills,
however, it is not easy to isolate the efficiency of the innovation from that of the produc-
tion unit introducing the new technology. The only available solution to this problem is
to compare an innovating unit with a noninnovating unit, but neither the results of inter-
ference with existing equipment and skills nor the effects of new elements can be isolated.

It is difficult enough to measure efficiency in comparing similar industries or coun-
tries, but we encounter many more problems in trying to compare those under different
social systems; both the goals and underlying mechanisms of socioeconomic actions and
the reference system for measuring efficiency are different. Table | suggests that, at least
for some indicators, there are no great differences between market and planned economies.
We must ensure, however, that similar indicators are used for different goals in both sys-
temns and that in planned economies these indicators are calculated in a uniform way within
the planning process connecting all levels from the plant to the national economy. A com-
mon reference system is needed and is plausible primarily

— In fields involving such cooperative action as trade, exchange of technologies,
and investigation of solutions to world problems
— At the level of intermediate goals
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TABLE 1 Measuresof efficiency in marketand planned economies at the company and national levels.

Measures of efficiency

Level Market economy Planned economy

Company Growth rate (sales and protits) Growth rate (net product)
Productivity (labor and capital) Productivity (labor)
Return on book value Return on funds

Profit margin (as percent of sales) -
Larnings per share -
Market share -
— Lxport profitability
- Cost factor
— Material intensity of production
- Capital coefficient (output per unit of funds)

National Growth rate (national income) Growth rate (national income)
Productivity (labor) Productivity (labor)
Balance of payments Balance of payments
Capital coefficient Capital coefficient

One of the most important intermediate goals in both kinds of economy is produc-
tivity. It is generally accepted that productivity growth rates over a long period reflect the
true economic performance of an industry or of a nation. Data on productivity growth
rates are available in all countries and are more comparable than are indicators of profitabil-
ity. The development of labor productivity could be an important indicator of a country’s
technological innovativeness, but we must also take into account the constraints connected
with this indicator.

Gross product Net product
Number of employees or Working hours

Labor productivity =

Statistical details show that the gross domestic product (GDP) is not the same in
the Organisation for Economic Co-operation and Development (OECD) and Council for
Mutual Economic Assistance (CMEA) countries. CMEA countries include material input
from outside the firm, while OECD countries do not. On the other hand, the figures of
CMEA countries include only goods and so<alled productive services — not banking or
insurance operations, rent, and similar factors. Figure 2 shows the principal similarities and
differences in methodology, while Table 2 gives a practical example. The net product
according to the methodology of planned economies is 20 to 30 percent lower than the
same net product according to the methodology of market economies. On the level of the
industry, the methodologies are more similar, and the production value includes sales and
the changes in inventories of intermediate products. We also find differences in method-
ology with respect to the number of employees; while apprentices are included as employ-
ees in OECD countries, they are not in CMEA countries.

We cannot, therefore, expect the official productivity statistics of OECD and CMEA
countries to give us acomplete picture. However, the differences counteract and neutralize
each other in part; this is particularly evident if we investigate growth rates. In Table 3 we
present industrial productivity growth rates in major developed countries for 19631973,
19731977, 1978, and 1979. Figure 3 shows the decline in productivity growth rates for
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TABLE 2 Comparison of national income¢ per inhabitant and national income in the USA, USSR,

I'RG, and Japan, 1977.

National income per inhabitant

National income

According to the

methodology of

market ccono-

mies, including  According to the methodology of
nonproductive planned economies, excluding
sector (scrvices) nonproductive sector (services)

At official At official At purchasing At official At purchasing
cxchange rate exchange rate power value exchange rate power valuc
Billion Billion
Country Dollars  Percent Dollars  Percent Dollars  Percent dollars  Percent dollars Percent
USA 7010 100 4655 100 4655 100 1010 100 1010 100
USSR - — 2115 45 2599 56 548 54 673 67
I'RG 4480 64 3270 70 2265 48 196.1 19 135.8 13
Japan 3020 43 2235 48 - - 242 24 - -
SOURCYE: Statistical Yearbook of the USSR 1977.
TABLE 3 Industrial productivity growth rates in major developed countries, 1963—-1979.
Industrial Industrial
productivity productivity

growth rate

Change in industrial
1963— 1973-  productivity

Change in
output

growth rate

Country 1973 1977 growth rate growth rate 1978 1979
Planned economies

USSR 5.6 4.8 —0.8 —1.4 35 24
Poland 59 8.0 2.1 3.6 4.8 3.3
GDR 53 53 0 —0.3 4.2 4.2
Czechoslovakia 5.4 5.6 0.2 —0.7 4.1 2.9
Hungary 46 6.3 1.7 —0.2 5.9 4.5
Bulgaria 6.7 6.7 0 —4.3 6.4 -
Rumania 7.0 7.8 0.8 0.1 6.8 6.4
Market economies

USA 2.1 1.0 —1.1 —3.5 1.9 1.3
Japan 8.9 3.7 —5.2 —-935 8.8 9.6
I'RG 53 36 —-1.7 —4.4 2.3 4.0
I"rance 5.2 4.0 —-1.2 —34 5.0 -
UK 39 1.3 —2.6 —3.6 34 3.1
Canada 36 0.8 —28 —4.4 4.7 2.5
Italy 5.6 0.8 —4.8 —4.1 3.0 -

the economy of the FRG for the 27 years from 1951 through 1977. The average annual
decline in productivity growth for this period was 0.2 percent.

According to a recent study (OECD Economic Outlook 1979), OECD countries are
alarmed about their continuing decline in industrial productivity growth rates in the
seventies. The productivity growth rates of the seven major CMEA countries are higher
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FIGURE 3  Productivity growth rates of the national cconomy of the FRG. 1951-1977 (moving
averages of five years for gross domestic product in 1970 prices per working hour, all employees).
Dotted line is trend line.

than are those of the seven major OECD countries. We do, however, find a negative or zero
change in the productivity growth rates of the USSR, Czechoslovakia, and the GDR for
the 1973-1977 period. Looking at data from several industries in Table 4, we note a
decline in the productivity growth rates of nearly all industries in several countries. Poland,
which had rapid industrialization during the reference period, is the single exception. Yet
industrial productivity growth, which remains the main source of national welfare and the
prime contributor to international competitiveness and equalization of gaps in resources,
is important in both less developed and developed countries. Planned economies are seeking
to reduce the productivity gap in order to be at the same level as market economies. The
time needed for equalization of productivity levels depends on the size of the gap, current
growth rates, and future change in growth rates. Appendix A presents a method for calcu-
lating the time needed to equalize productivity levels in two countries.

The present decline in productivity growth rates, which is of course not conducive
to equalizing productivity levels, cannot be explained simply by the levels of productivity
recached. Instead, there must be a cause having a similar effect in all countries. The lack of
basic innovations might be such a universal factor. The most important growth industries
of the last 30 years have been chemicals, electrical engineering, automobiles, plastics, petro-
leum products, and aircraft. Now, however, we see a negative change in productivity
growth even in these industries — which recently have not been compensated by new basic
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innovations. How, then, might the lack of basic innovations explain the decline in produc-
tivity growth rates?

Two tendencies have a great effect on efficiency. First, an increasing capital coeffi-
cient leads toward improvement of a given technological system. Essential changes are of
no interest if they are linked with large losses in capital funds, and the capital coefficient
is a general measure for many specific problems at the level of the firm. Table 5 shows
some of the problems arising at this level (in marketing, production, research and develop-
ment, management, and social consequences) during the transition from a policy of improve-
ment (that is, changes of lower order) to one of basic technological change. Second, many

TABLE § Implications of policy of improvement or of basic technological change at the level of the
firm.
Implications of policy
Factor Improvement Basic technological change
Marketing Demand relatively low, well Demand high and relatively
known, and predictable unpredictable
Risk of failure low Risk of failure high
Acceptance rapid Acceptance slow initially
Well-known marketing channels Creation of a new marketing system
used necessary
Production Capacities of existing labor, skills,  Capacities of existing labor, skills,

Research and development

Management

Social consequences

and cooperation used maximally
Learning processes and designs
streamlined

Risk in quality and process
planning high

Existing rescarch and development
potential used

Basic research not needed

Rescarch and development risk
relatively predictable

I'amiliar management systems
uscd and given organizational
solutionsadapted

Unpredictable problems rare or
nonexistent

and cooperation becoming obsolete

Learning processes interrupted

Problems in quality, costs, and
cffects new and unanticipated

Advanced rescarch potential needed

New rescarch ficlds and disciplines
needed

Rescurch and development risk high

New management skills, methods,
and organizational solutions nceded

Complexity increased

Legal and social aceeptance
unpredictable

firms show a strong tendency to follow a policy of improvement. Figure 4 and Table 6 show
this development over a 20-year period in the USA, where the number and percentage of
radical breakthroughs are declining rapidly. The same situation can be identified in other
countries.

On the other hand, the situation changes according to the industry or group of prod-
ucts. Over the 19531973 period, the number of major innovationsin electrical equipment
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FIGURE 4  Lstimated radicalness of major US innovations, 1953-1973. Source: US National Science

Board 1977.

TABLLE 6 Lstimated radicalness of major US innovations by percent distribution and number of in-

novations, 1953 -1973.

Radicalness

Radical breakthrough

Major technological shift
Improvement

Imitation or no new technology

Total4

Radical breakthrough

Major technological shift
Improvement

Imitation or no new technolopy

Totald

Period
1953-1973 1953--1959 1960-1966 1967-1973
Percentage distribution
26 36 26 16
28 17 31 35
38 39 37 40
8 8 6 10
100 100 100 100
Number of innovations
64 27 24 13
70 13 29 28
96 29 35 32
20 6 6 8
250 75 94 81

2Detail may not add to totals becausc of rounding.
SOURCE: Adapted from US National Scienee Board 1977.
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and communications was significantly higher than that in traditional textiles or paper pro-
duction. Principal technical solutions used in washing machines, refrigerators, textile
machines, batteries, electric tools, combustion engines. and transport machines are, on
the average, more than 25 years old, while those used in radio components, electronic cal-
culators, and watches are generally less than 10 years old.

For a more comprehensive explanation of the productivity dilemma, we obviously
must study the long-term tendencies shown by economic mechanisms and resource utiliza-
tion. As we plan to investigate these tendencies in a future report, we shall not pursue the
topic further here.

Over time, the productivity growth rates of various industries (sce Table 4) show a
developmental pattern illustrated by efficiency development in the lighting industry (see
Fig. 5). The incandescent lamp, a basic innovation of the last century, reached an absolute
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FIGURE 5

Annual percentage change in efficiency development in the lighting industry (incandescent
lamps) in Imh (lumen hours of uscful life) per dollar costs. 1890 -1960.

peak in productivity growth rates before the First World War during a stage of rapid growth
that can also be found in the developmental pattern of other industries. Such a natural
trajectory isof course not only determined by the characteristics of the specific innovation
process; it is also influenced strongly by the environment affecting the innovation and by
interaction with other industries (see Haustein 1979). To include these factors in our con-

sideration, we use the concept of relative efficiency, which was developed to meet the needs
of planned economies (see Haustein 1976).
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1.2 Relative Efficiency

The indicators of efficiency in a given production system cannot tell us whether the
system is using allocated resources because of requirements imposed by the economic sys-
tem as a whole. We should therefore compare these indicators with those of the next higher
system (for example, a sector of industry) or with those of the entire industry.

Efficiency is the relation of output O and input J over time ¢:

e(r) = 0(t)/J(¢) (1)
The efficiency of an innovating system (dynamic efficiency) is

ey =0l (1) )
The efficiency of a higher system is

e (t) = O (N (1) (3)
The relative efficiency of an innovating system is therefore

¢"(t) = e (D)fe (1) @)

However, the efficiency of a higher system is

f e,(Dp;
=1

)= = 5)
£ c/0)

where

ei(t) is the efficiency of production system i, where i =1,2,... . n

p; is the production share of the system i

and
n
Zp=1 (6)

Clearly, then, the efficiency of the next higher system depends not only on the efficiency
of the innovating systems { = 1,2,...,m but also on the efficiency of the noninnovating
systems m + 1, m + 2,...,n and on the subsequent weights of those production systems.
Efficiency of the innovating system that is high in comparison to that of former times may
actually be alow relative efficiency if the next higher system has improved its average effi-
ciency considerably.

Absolute or average efficiency of an innovating system is cyclical, with five stages in
the cycle: take-off, rapid growth, maturation, saturation, and decline. Table 7 shows the
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cycle’s characteristics, which we derived from case studies. Number 1 gives examples of
industries in various stages, while numbers 2—8 describe technological features. The trade-
offs among these indicators are significant for technological policy in an industry. For
example, there is no congruence between product-related change (2) and process-related
change (3), especially in the first three stages. We need to determine whether the decrease
in efficiency growth rates of product-related change from take-off through decline can be
compensated by the efficiency growth rates of process-related change, and if so, for how
long. Numbers 9—17 describe the cycle in economic terms. Managerial requirements
obviously differ over the five stages. Fluctuations in efficiency often result from managers’
slow or inappropriate reaction to changes. Numbers 1820 show a more aggregated trade-
off. Growth rates of absolute efficiency (18) are normally highest during rapid growth,
but the absolute sum of benefits (20) is normally highest during saturation; thus managers
are often unaware of the transition threatening to lead to the last stage, decline.

Table 8 reflects the developmental patterns of leading industries in the FRG, where
structural change resulted from a number of basic innovations uscd after the Second World
War. However, we should not forget that an innovation is always the fusion of economically
relevant demand and technical feasibility.

TABLE 8 Share of innovative industrics (in percent) in the nct production of the manufacturing and
mining industries in the FRG, 1950-1977.

Share in nct production of manufacturing and mining industriesin the
I'RG (in percent)

Industry 1950 1955 1960 1965 1970 1975 1977
Petrochemicals 0.88 1.30 2.22 3.33 3.80 3.56 347
Plastics 0.22 0.40 0.73 1.20 1.73 2.34 2.57
Aircraft engincering - - 0.15 0.30 0.45 045 0.40
Chemicals 7.05 7.06 7.08 8.45 10.51 11.77 12.23
Llectronics 4.84 6.84 8.19 8.93 9.96 11.06 11.72
Automobile enginecring 2.94 4.53 6.04 6.64 7.49 7.32 8.13

Total 15.93 20.13 2441 28.85 33.94 36.50 38.52

SOURCL: Adapted from Krengeleral. 1973,1975,1978.

The higher efficiency of an entire industry no doubt accounts for rapid development
in the industry’sinnovative sectors, but data also indicate a diminishing rate of relative effi-
ciency (see Krengel et al. 1973, 1975, 1978). The growth rate of labor productivity in the
innovative sectors in comparison to that in manufacturing industry as a whole was signifi-
cantly higher from 1950 to 1955 than from 1973 to 1977. During the 1950—1955 time
span, the growth rate of labor productivity in the petrochemical industry was 2.6 percent
higher;in plastics, 2.0 percent higher; in aircraft engineering, 11.4 percent higher; in chem-
icals, 1.4 percent higher; in electrical engineering, 1.4 percent higher; and in automobile
engineering, 3.1 percent higher than in manufacturing industry as a whole. During the
19731977 time span, the growth rate of this factor was significantly lower: in the mineral
industry, 1.9 percent lower;in plastics, 1.5 percent lower; in chemicals, 0.46 percent lower;
in electrical engineering, 1.7 percent lower; and in automobile engineering, 1.6 percent
lower than in manufacturing industry as a whole.
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We can draw the following conclusions from these statistics and from our case studies:

1. A period of high dynamic (as opposed to average) efficiency follows the take-
off stage.

2. Through better use of basic innovations the production process becomes increas-
ingly capital-intensive and decreasingly labor-intensive. A diminishing rate of
relative efficiency results, with a tendency for production units that have adopted
an innovation tolose, after some time, the advantages of dynamic efficiency and
to approach the average efficiency of the entire industry.

3. In the future, dynamic efficiency will depend largely on a country’s ability to
exploit new fields of innovation.

4. The main concem of a country in its innovation policy should be to have the
optimal combination of business activities in various stages of the innovation
cycle. Countries, industries, or firms concerned primarily with activities of the
take-off stage may find themselves lacking sufficient economic resources to
exploit these activities through improvement-related innovations. Countries,
industries, or firms dominated by activities of the maturation stage, such as
limitation and improvement of given technologies, incremental innovation,
diversification of products, exploitation of scale economy, extension of vertical
integration, and automation of production processes, will lose their advantage
with respect to dynamic efficiency and experience stagnation.

To find the proper mixture of business activities in various stages of the innovation
cycle, we need information about the characteristics of innovations. Distinctions that are
important on the level of the production unit may be unimportant or impractical on a
higher level. On the macroeconomic level, we think that it is important to distinguish
between basic, improvement-related, and pseudo innovations. Basic innovations create
new potential for efficiency and open new fields and directions for economic activities.
Improvement-related innovations, many of which are incremental innovations, absorb this
potential for efficiency by improving the given system and bringing it into balance.
Improvement-related innovations become pseudo innovations at the point where they are
unable to achieve higher efficiency in production.

A crucial task to improve innovation policy at the national and company levels is to
provide information about future fields of innovation, which are dependent on various
factors that fall into three categories:

— Urgency of demand for the innovation

~  Existence of scientific and technological solutions to meet unsatisfied or latent
demand

— Existence of a social environment that allows the fusion of demand-related fac-
tors and scientific —technological feasibilities

From the perspective of our current knowledge, for example, we can say that in the next
two decades nations will achieve high dynamic efficiency, enabling innovation in the follow-
ing fields:

-~ The electronics complex (especially applied microelectronics), which will make
further development in automation possible
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- The energy and environment complex

—  Biochemistry and the food production complex
Technologies able to provide new organizational solutions to solve communica-
tion, traffic, urban, health, and recreation problems

Successful innovators will probably be those able to respond effectively in these fields
of innovation. Once the right direction is chosen, success depends on managing the factors
that influence innovative activities.

2 FACTORS INFLUENCING INNOVATIVE ACTIVITIES:
AN ANALYTIC APPROACH

2.1 A Model of the Innovation Process

2.1.1 Innovation vs. Invention

Innovation, a well-known term since the days of Schumpeter, should not be confused
with invention (see Schumpeter 1952). Innovation includes the activities, not only of
research and development, but also of technical realization and commercialization. In look-
ing at the great number of studies and books on innovation that have been published, we
noted first, the microeconomic approach used in most studies and second, the common
view of innovation as a single process, a single technological change (in the narrow sense
of the word technological). We think that innovation must be treated differently. The his-
tory of technology provides many examples where single important technical solutions
had no socioeconomic impact (see Haustein 1974). We do not consider such solutions to
be innovations.

The steamboat Great Fastern, for example, was a fundamentally new solution in
the mid-nineteenth century. Its motive power was 100 times stronger than that of custom-
ary ships, while its tonnage was up to 7 times greater. Such a ship was, however, inappro-
priate at that time, as ports and service facilities were not able to accommodate it. After
several years, the shipping trade firm that owned the steamboat, unable to withstand its
economic consequences, went into bankruptcy (see Henriot 1955).

As a second example, many inventions in electrical engineering were well known a
century ago. The 1883 exhibition of electrical products in Vienna included, for instance,
electric water heaters, hearths, cushions,and motors, but there was no application for such
devices in the existing complexes of needs and resources. Only one invention (the incandes-
cent lamp) completely changed the existing system of demand (that for lighting). The Berlin
power station was built in 1885, and until 1900 electrical demand was primarily for light-
ing. Electric lighting was accepted as a basic innovation for two reasons. First, a rapid
increase in demand could be established in this field. Electrical illumination of the Munich
opera, for instance, had a striking effect. Second, Edison, the pioneer in this area, was not
only a great inventor but also a good systems engineer and entrepreneur. He built a com-
plete system, from production and distribution to usage, for satisfying the demand for
lighting. He initially set the price for one lamp at $0.40, but costs were higher — $1.25.
After three years he was able to reduce costs to $0.37 and to obtain large profits from an
explosion in demand.

These examples suggest the difference between technological change in a narrow
sense and the innovation process. Innovation always causes a change in the technological
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system, with a great impact on the socioeconomic system or subsystem affected. Such
subsystems are

— Complexes and subcomplexes of needs or demand (e.g., demand for lighting)

—  Complexes and subcomplexes of resources (e.g., sources of energy)

— Processing cycles from primary production stages to final consumption (e.g.,
the wood cycle from forestry to the use of furniture)

(We also differentiate between basic and improvement-related innovations from this stand-
point in Section 2.5.)

2.1.2 Other Terms

After many years of conceptual confusion and dissension about the proper definition
of the range of research in studies of technological innovations, we have learned that only
a comprehensive and complex approach provides useful results. The need for such an
approach provides us with a starting point for describing our conceptual model for analyz-
ing the process of technological innovation. Figure 6 provides a context for the terms used.
According to the procedure prevailing in innovation research, we define innovation, for
the time being, as the total process of research, development, and application of a technol-
ogy; this initial working definition for a limited analytical purpose omits exploitation, the
fourth innovative activity shown in Fig. 6. By technology, we mean the knowledge of the
properties and applicability of a technique.t

A technology may be related to a product or to a production process. Each of the
innovative activities may be divided into two stages, producing the analytical sequence of
innovative activities shownin Fig. 6: basic research;applied research; technological develop-
ment; commercial development;application in production (of a product or of the hardware
or software of a process); and application in consumption (use of a product or process).

These distinctions, which are made for analytical purposes only, are not intended to
show a necessary progression over time. There may be breaks and lags, and several activities
related to the same technology may be performed simultaneously. In particular, research
and development — even basic research — may be carried on after a technology has been
applied for many years. In pharmacy, for example, the effectiveness of new products is
often recognized without certain knowledge of the way in which the products work. A
product or production process long since applied may thus be the subject of investigation.

There are two ways to show the innovation process over tinie. For theoretical pur-
poses, we can use a spiraling model, where time is the axis within the spiral and the spiral
consists of a carousel of the six previously mentioned innovative activities. For empirical
studies, however, another approach seems more adequate. The situation of a technology
and an innovator (see Section 2.1.3) in the case of exploring and developing a new tech-
nology iscompletely different from that in the case of realizing and improving an existing,
previously applied technology. Thus we supplenient research, development, and applica-
tion by a fourth stage, exploitation, to take into account innovative activities that may be
carried on after a technology isinitially applied. We chose this term to reflect the innovator’s

+This distinction, which is in keeping with the historically based custom of German science, is made
only for clarification; for the purpose of this report. it is sufficient to use “technology” in its usual
broadcr sensc.
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FIGURE 6 The innovation process.

propensity to make full use of the additional opportunities offered by a technology that has
already been applied. The exploitation stage is also divided into two activities. improvement
and variation of the technology.

Figure 6 shows that the various innovative activities result in different kinds of output:
basic research, in new scientific knowledge; applied research, in new knowledge suitable
for development;technological development, in a technical prototype;commercial develop-
ment, in a prototype suitable for application; production, in a technical change in pro-
duction; consumption, in a technical change in consumption (use); improvement, in an
improved version of the technology; and variation, in additional variety.
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The innovation process results in four different kinds of progress: scientific progress
from research, technological progress from development, technical progress (in the tech-
nological but not necessarily in the economic sense) from application, and variational prog-
ress from exploitation. In this context, progress is a strictly conceptual term, not an assess-
ment of the activities’ results. New knowledge, a new prototype, a technical change, and
additional variety of the technology are new possibilities that increase the opportunities
to choose among alternatives, including those offered by existing technologies. These new
possibilities are therefore kinds of progress.

We do not believe that a typology of innovation can be derived solely on the basis
of a single innovation process. The decisive criterion for classifying innovations as basic,
improvement-related, incremental, or marginal is related to the interaction between innova-
tion processes and the environment. On the other hand, the major types of innovation
can also be shown by their location within the scheme.

Bearing in mind that innovation research began by investigating activities related to
the problems and benefits of dealing with something technologically new, we call such
activities genuine innovations only when they result at least in a technically improved ver-
sion of the technology under consideration. In contrast, we term activities resulting only
in additional variety of the technology pseudo innovations. Genuine innovations are the
real subject of innovation research. However, attempting to trace the influence of the life
cycle of a technology on the efficiency of the system of which the technology is a part of
course necessitates looking at the total process of innovation (i.e., the life cycle the innova-
tion has passed through until that time), which includes activities involving both genuine
and pseudo innovations.

Having dealt with the various kinds of innovative activities and types of innovation,
we now turn to the innovation system and those involved in innovative activities.

2.1.3 The Innovation System

As we feel that a microeconomic approach to innovation or a definition oriented to
a single process is not sufficiently operational and prefer to view innovation as a change in
the technological system with a great impact on the given economic system or subsystem,
we have devised a scheme with three levels representing subsystems of the innovation sys-
tem. The first is the innovator, the person or group carrying on innovative activities; the
second, the organization within which the innovator acts; and the third, the social, eco-
nomic, and political environment of the organization. The term environment is of course
general and requires explanation. In planned or market economies there is no simple “selec-
tion environment” in the biological sense of the term as used by Nelson and Winter (1977).
An economic environment is hierarchically structured and consists of at least two levels,
microeconomic and macroeconomic, which have their own laws and regularities. The levels
must be linked, not by extending the laws of one to the other, but by studying their inter-
action. The economic environment surrounding innovations is an operational or policy-
oriented environment that depends greatly on actions taken on the national level; this is
true of both planned and market economies.

In a general sense we can define a system as a set of elements among which relation-
ships exist. These relationships either may be of a structural nature, framing the system,
or may actually take shape in the system; the latter are called process-related variables.
Combining our concept of three levels with this definition of a system, we arrive at the
matrix of nine cells shown in Table 9.

In economic terms, the innovation process is a production process transforming input
(production factors) through innovative activities into output (progress). This concept
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TABLE 9 Components of the innovation system.

Variables related to

Level Elements Structure Process

[nnovator a. Input/output b. Interaction among innovators Innovative activities?
Organization c. Resources d. Organizational dimensions e. Organizational measures
Environment  f. Resources g. Environmental dimensions h. Environmental measures

@Variables a h are factors influencing innovative activities.

connects the components of the innovation system, shown in Table 9, with the flow of
the innovation process, shown in Fig. 6.

The inputs into the innovation process (such production factors as labor, capital,
materials, and technological know-how) are taken from an organization’s resources; the
organization in turn takes and receives input from its environment. The innovator’s output
(the various types of progress) augments the resources of the organization and of its envi-
ronment. The transformation process (the shape of the production function) is determined
by the quantity and quality of these resources and by the measures (steps, actions) taken
by the organization and the environment to change the organization, which influences
innovative activities. Furthermore, it is determined by the dimensions (general features)
of the organization and of the environment, by the interaction among innovators, and,
accordingly, by the efficacy of the process. Consequently, to draw conclusions about the
efficiency of innovative activities in a given context (technology, time period, area), we
must determine the factors influencing the activities and their efficacy with respect to those
activities.

2.2 Factors Influencing Innovative Activities

2.2.1 Groups of Factors

Research has revealed a vast number of factors affecting the innovation process,
especially those acting as barriers to innovative activities. It is not feasible to compile from
the literature a list of factors that simultaneously is exhaustive but does not involve over-
lapping or double counting of terms. Therefore, we have established from our own expe-
rience a set of factors in which we have also tried to include the results of others’ work;
unfortunately, it is not possible to cite all the theoretical and empirical studies, the assump-
tions and findings of which we have included in our discussion. Our set of factors is not
restricted to those factors that empirical studies have shown to influence concrete innova-
tions. Instead, it contains as many factors as possible that might exert an influence.

We use Table 9 as a guideline for identifying and classifying the factors (a complete
list of which appears in Appendix B). Following are the groups into which they may be
distributed on the three levels of the innovation system.

I. Innovator
a. Input/output
al. Input-related factors (necessary quantities and qualities of factors relating
to production)
a2. Output-related factors (knowledge and utilization of the properties and
possible applications of the technique)
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b. Interaction among innovators
bl. Interplay of functional roles (which must be fulfilled to accomplish innova-
tive activities)
b2. Characteristics of innovators (persons playing these roles)

II.  Organization

c. Resources (e.g.,1abor)

d. Organizational dimensions
dl. Relationships with the environment (e.g., recognition of clients’ needs)
d2. Internal dimensions (e.g., system of goals)

e. Organizational measures
el. Planning measures (e.g., selection of projects)
e2. Control measures (e.g., supervision of innovative activities)

III. Environment

f.  Resources (e.g., capital equipment)

g. Environmental dimensions
gl. Economic sector (e.g., system of competition)
g2. Political sector (e.g., national goals)
g3. Social sector (e.g., system of social values)

h. Environmental measures
h1l. Economic sector (e.g., cooperation with suppliers)
h2. Political sector (e.g., regulations)
h3. Social sector (e.g., public familiarity with the technology)

2.2.2 Patterns Shown by the Factors

The existence of these factors influences the performance of innovative activities; to
a large extent, then, the factors govern the efficiency of innovative activities. The power
of the factors to govern the efficiency of the activities (that is, their efficacy in influencing
those activities) is likely to depend on certain circumstances, which we may determine by
asking the following questions:

—  Which factors influence which innovative activities?

— In doing so, which clearly inhibit and which clearly promote innovative activi-
ties? Which are of indistinct efficacy?

—  With what strength or weight does a given factor influence innovative activities?

A given factor may, in a given situation, have the effect of a blockade, obstacle, facil-
itator, or incentive to innovative activities, according to a continuum of efficacy ranging
from inhibiting to strongly promoting innovative activities. By combining these four pos-
sible effects with the systems approach developed thus far, we seek to gain a theoretical
notion of the efficacy of the various kinds of factors before beginning empirical research,
which must deal with an interwoven network of factors and activities in a particular case.

We can begin with three principles. First, we assume that the more a factor is present
in a manner that issuitable (or is not present in a manner that is unsuitable) for innovative
activities, the more it is likely that the factor will not stop but rather will promote these
activities. In this context we shall differentiate in Section 2.3.1 among distress, slack, and
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excess of factors.t Second, the degree of likelihood of inhibiting or promoting innovative
activities is higher on the level of the innovator than on those of the organization or envi-
ronment because of the innovator’s more direct and immediate influence. The farther the
level is from the innovative activities, the greater is the distress to be compensated for and
coped with. Third, and similarly, factors consisting of element- or process-related variables
can influence innovative activitiesin a more direct and immediate manner than can factors
related to structure. Table 10 illustrates these principles, but it can of course give only a
hypothetical view of the prevailing efficacies.

TABLE 10 The prevailing efficacy of factors in the innovation system.

[Factor
R d
Presence and elated to
Level suitability Elements Structure Process
Innovator Distress Biockade Blockade —
Obstacle
Slack [Facilitator Facilitator -
Excess Incentive Incentive ) -
Organization Distress Obstacle Obstacle Blockade
Obstacle
Slack Facilitator
Excess Facilitator Facilitator Incentive
Environment Distress Obstacle Obstacle Blockade
Obstacle
Slack Facilitator
Excess Facilitator Facilitator Incentive

Three types of change are responsible for altering the weight of a given factor during
the innovation process:

A. Changes related to the stage of the innovation process
Al. Specific aspects of innovative activities (e.g., problems related only to research
and development)
A2. Settlement or solution of the underlying problem (e.g., reduction of technolog-
ical risk after a solution has been found)
A3. Shaping of the technology (e.g., insuring the success of market products)

B. Changes related to the expiration of time
B1. Exploitation of benefits (e.g., saturation of demand)
B2. Appearance of antagonists (e.g., emergence of competing firms or technologies)
B3. Altering of attitudes and values (e.g., boredom of those involved in innovative
activities)

+Slack and distress situations were first used in innovation research by Knight (1967) in his model of
the intra-firm innovation process.
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C. Changes compelled by “fate”
Accidental factors that are unforeseeable — that is, not definable from within the
innovation system (e.g., changes in energy prices)

Our next problem is to combine these types of change with the set of factors and to
apply the result to the innovative activities in order to determine the prevailing efficacy
of particular factors during the innovation process. Obviously, changes compelled by fate
cannot be considered because their efficacy is not predictable.

2.3 Efficacy of Factors

2.3.1 The Concept behind Our Presentation

In examining the varying importance of the factors influencing innovative activities
during the innovation process, we must concede some restrictions. First, we must concen-
trate on particularly striking relationships and omit those that seem to be of minor impor-
tance for the activity in question. Second, while empirical studies have provided us with a
great deal of information about special features of the innovation process, no study covers
all the influencing factors; for obvious reasons, no opportunity exists to carry out such a
study adequately. Therefore, we are left with a mixture of evidence from empirical studies,
results of theoretical reasoning, plausible arguments, and sheer truisms.

We think it best to start from the idea that innovative activities are encroachments on
the existing state of life and therefore require a continuous impetus. Whether the “energy”
for this impetus is provided depends on the presence and suitability of various factors. We
may thus classify the factors according to the likelihood that they will act as blockades or
as incentives to innovative activities, as mentioned previously. Neglecting, for the sake of
brevity, the caution pointed out in Section 2.1.2 regarding the course of time and the pro-
gression of innovative activities, we may indicate the efficacy of a particular factor through
the example shown in Fig. 7. The factor illustrated is presumably more likely to act as a

Blockade
>
‘é Obstacle
i Facilitator
Incentive .
R D ! A E
Time

FIGURE 7 Efficacy of a factor influencing innovative activities, where R is research, D is develop-
ment, A is application, and E is exploitation.

blockade early in the innovation process (overcoming this blockade would require a great
deal of “energy”); then it promotes innovative activities for a time until finally blocking
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them once again. The factor is subject to a type of change that causes a sequence of distress-
slack-excess-slack-distress, resulting in the shape of the curve shown in Fig. 7; other types
of change cause other shapes of curves for various factors. Figure 8 shows the curves appear-
ing in Appendix B, where we have also used a wavy line to indicate cases where the sequence
is not predictable.

FIGURE 8 Curves representing efficacy of various factors influencing innovative activities.

We cannot determine which situation (distress, slack, excess) exists at a given level
(innovator, organization, environment) of the innovation system without accurately know-
ing the circumstances of the subsystems at those levels. The most prudent way of tackling
this problem seems to be to determine whether distress (for example) of a particular factor
with regard to a given innovative activity and level of the innovation system might be a
serious hindering factor. We are speculating, in other words, on the factor’s efficacy in
influencing innovative activities.

2.3.2 Detailed Analysis

Appendix B presents our hypotheses regarding the efficacy of factors influencing
innovative activities during research (R), development (D), application (A), and exploita-
tion (E). We treat the factors in the order presented in Section 2.2.1, give a short explana-
tion of our hypotheses, and indicate (using the alphanumeric codes presented at the end
of Section 2.2.2) the type of change most likely to predominate. Although it would be
senseless to count the shapes of the various curves to find dominant characteristics, four
features should not be overlooked.

First, the efficacy of most factors is determined by changes related to the stage of
the innovation process: by settlement or solution of the underlying problem (A2) or, to a
lesser extent, by occurrence of problems only during certain innovative activities (A1).

Second, comparison of the three levels (innovator, organization, environment) and
types of variables (related to elements, structure, process) in the innovation system reveals
on all three levels a succession of problems stemming from element-related variables (input/
output, resources). In the early stages of the innovation process, problems may arise from
a lack of adequate labor, materials, facilities, and knowledge; later on, problems may arise
from capital requirements and from the impact of the technology on the natural environ-
ment. With respect to element-related variables, then, there seems to be no general tendency
for increasing or decreasing efficacy.
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Third, at the levels of the innovator and organization, the efficacy of structure-related
variables tends to decrease over the course of innovative activities, whereas it tends to
increase at the level of the environment, because the technology is increasingly implemented
in the subsystems of the innovator and organization and ceases to be an extrinsic part of
these subsystems. The technology may even become a part of the structure (e.g., goal sys-
tem, long-term plan). At the level of the environment, however, the technology that is
scaling up, requiring more and more resources, and having an increasing effect on the envi-
ronment attracts more and more public attention, must overcome competition, and must
be adjusted to the existing structure.

Fourth, the efficacy of process-related variables tends to decrease at the level of the
organization and to increase at the level of the environment for reasons similar to those
mentioned in the preceding paragraph. Measures that can be taken by the innovating
organization are taken as early as possible, thus settling problems. In contrast, innovators
and their organization must cope with measures stemming from the political, economic,
and social sectors of their environment; these measures become increasingly relevant as
the technology is exposed to the public.

Table 11 presents general conclusions drawn from analyzing factors influencing
innovative activities at the level of the firm. These general tendencies are based on the
hypotheses given in Appendix B and cannot, of course, be more than “macro-hypotheses™;
if they are valid, the consequences are clear. One political implication, which we shall
simply mention, is that because there is a sequence of tendencies related to the efficacy
of factors influencing innovative activities, there is a corresponding sequence of priorities
for policy-oriented measures designed to intensify incentives and to remove blockades to
innovative activities; thus there must be many measures available to policy makers. The
consequence of interest to us here, however, is the significance of the efficacy of various
factors. The sequence of efficacies implies a sequence of incentives, facilitators, obstacles,
and blockades in the innovation process.

2.4 Control of Factors

Our approach to determining the respective efficacy of various factors revealed a
shifting of problems from the level of the innovator to that of the environment. This transi-
tion is easily understandable, as the purpose of any innovation process is to transfer the
technology from the innovator’s level to that of the environment. However, the innovator
can control the factors influencing innovative activities to a much greater extent on his
own level than on the level of the environment, where his ability to act on and react to
factors is curtailed. Thus the likelihood that the innovator will determine the efficiency
of the technology in question through purposeful methodological activities decreases.

If the current propensity is to concentrate increasingly on pseudo rather than genuine
innovations, reflecting a stalemate in technology, perhaps it is because most of the factors
influencing innovative activities exist on levels beyond the control of innovators. This con-
sequence of the macro-hypotheses presented in Table 11 might explain the global decline
in labor productivity: “pseudo” innovators must struggle more to increase efficiency than
must “genuine” innovators, who can better overcome the factors acting as obstacles and
blockades to their innovative activities. What types of innovation, then, can we distinguish
from the standpoint of efficiency?
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2.5 Classifying Innovations by Efficiency

There are many possible ways to classify innovations. Looking at the production
process, for example, we can differentiate among innovations related to a product, to a
production process, or to manufacturing. With three types of technological change (new,
improved, and existing technology), we find 3% or 27 possible combinations. One, for
example, would be a new product produced by an existing process in an improved manu-
facturing system. Innovations might also be classified, according to their economic results,
as capital- (material-, energy-, or machine-) saving or as labor-saving.

We might also classify innovations according to

—  Class of need satisfied

— Kind of resource saved

— Kind of resource processing system or industry affected

— Change in the relation between extension or rationalization investment

—  Source calling for innovation

— Kind of knowledge used

— Cost involved

— Factor determining success

— Consequence

—  Share of research and development needed

— Impact on the system’s goals
Component of the production process (e.g., material, machines, manpower,
product, process, organization) affected

— Level of administration needed

—  Size of firm involved

— Type of property used

— Degree of international competitiveness reached

Groups of interlinked innovations can be found with the help of cluster analysis;
the Institute for Economic Research (IFO) study, for example, differentiated between 20
criteria and 274 features of innovation (see Uhlmann 1978). Through cluster analysis, 218
innovations were classified originally into 18 and later into the following 11 significant
groups (clusters):

—  Market-oriented basic innovations in large-scale organizations (enterprises)
— Costreducing innovations within state-owned energy-producing enterprises
— Innovations within leading noncooperative technological/industrial organizations
- Market-oriented innovations within leading cooperative private enterprises
— Cost-reducing innovations without external transfer of technology within large-
scale energy-producing enterprises
-- Innovatjons based on transfer of technology within small-scale enterprises
— Innovations based on transfer of technology within energy-distributing enter-
prises
-~ Innovations adapted by individuals
Innovations based on trial and error
—  Market-oriented basic innovations introduced according to governmental policy
— Routine innovations sponsored by multinational corporations
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We do not think it is possible to construct a universal classification for innovations
by using theories or empirically based methods. In establishing a system of classification,
we must begin by asking, For what purpose are we doing this? We look at the innovation
process from the standpoint of the national economy or its corresponding subsystems.
These large systems have three goals:

— To ensure their continuing existence and function by counteracting inhibiting
factors

— To ensure the balance of the system by reducing bottlenecks

— To find new ways of ensuring efficiency in a changing environment over a long
period

With respect to the impact of a given technological change on a large system, we
can differentiate among three functions controlling the system:

— Continuation
— Compensation
—  Push

In the energy system, for example, we find the continuing use of existing primary resources.
We also encounter bottlenecks in a given energy system, with increasingly negative conse-
quences for its efficiency. [tis necessary to compensate for these bottlenecks and to ensure
the balance of the entire system by mobilizing new resources. We also find technological
changes that not only overcome existing bottlenecks but also establish new ones. These
changes act as a stimulus, pushing the existing system over a long period and thus changing
it into a new one.

Table 12 shows these functions with respect to two different types of innovation.
The first generally concerns giving a push to the technological level (and later, to the effi-
ciency) of an option and often results from overcompensating for existing bottlenecks.

TABLE 12 Types of innovation and their functions.

IFunction
Type of innovation Push Compensation Continuation
Basic (BI) (X X} ®
Improvement-related (11) [ X ) (X Y}

The second deals primarily with continuing well-known processes and compensating for
bottlenecks. These two polar types of innovation, basic and improvement-related, are also
known by the terminology that follows.

— Basic innovation (BI): fundamental, major, strategic, radical, or discontinuous
innovation; revolutionary change

— Improvement-related innovation (II): routine, incremental, minor, tactical,
rationalization, or continuous innovation; evolutionary change
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2.6 The Effect of Basic and Improvement-Related Innovations on Efficiency

2.6.1 Optimization of Investments

The main function of a basic innovation is to give a push to the existing system of
technology and to change it into a new system with higher efficiency. The principal func-
tion of an improvement-related innovation is to balance a given system by improving its
efficiency. As basic innovations are a complex of smaller changes, in one sense the differ-
ence between the two typesis relative. Basic innovations, however, consist of small changes
leading over a decade or so to increasing returns, while improvement-related innovations,
starting from the existing technology, lead over a similar time span of 10 years or more to
diminishing returns.

The relationship between policies of push and compensation can be demonstrated
through the example of investment allocation. All investments in a given industry can be
subdivided into

a*
I =1 +I2 +C )
where

I, is the investment to overcome bottlenecks with respect to technical equipment
(compensation investment), per employee

1, is the investment to introduce new technological solutions (push investment), per
employee

Cis the investment for replacement (continuation investment), per employee

Optimization is necessary only for
I=1 +1, (8)

The subsequent shares of compensation and push investments are

i =1‘/1

)
i, =1/I
andil +i, =1

If the main criterion for efficiency is labor productivity, we take the replacement
coefficient

L P —L

I = °—1—~ 1100 (percent) (10)

where

Ly, is the number of employees at time 0 or 1
P’ is the index of output @, /Py)
I'is investments
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L, — L, is the absolute saving of labor force
L= L P'— L is the relative saving of labor force

The coefficient /; thus shows how many employees are replaced (relatively) by a given
sum of investments. This coefficient differs for compensation and push investments, but
in both cases we find an invariance: when investing more, replacement coefficient /; in-
creases up to a certain point and then decreases.

Assuming a simple dependency including this invariance, we write

(1n

The first coefficient ; ;, shows the relative replacement over the share of compensation
investments i, , and the second coefficient [;, shows the relative replacement over the share
of push investments. In general, parameters a;; are different in the two cases. Compensa-
tion investments initially have rather high replacement effects, which then diminish rapidly;
push investments initially have rather low replacement effects, which then increase before
diminishing.

The relative economy of labor is the sum of both types of replacements.

L=L;, +L, (12)
L:IIIil +121i2 (13)
L=r1 (an 1 74y .12)+I (a,,i 2 _azsizz) (14)

Asi1 =1—i,,we find

L=1I[i,(2a,, +3013)4-’.22(012 —3ay, tay;,) +i23(a]3 —ay)ta, ]

(15)
L=1d,i, +d,i,® +d,i,> +d,) (16)
From
dL .
a; =1d, +2d,i, +3d4122)=0 an
2d d
P2 4—3 ; __2._ =
i, +3d4 12+3d 0 (18)
4
We obtain the optimal solution
2 1/2
_ 4y + ) _ 49 (19)
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Our assumption of two quadratic equations is arbitrary; it might be more appropriate to
use an exponential function for this purpose. A more complicated problem is the actual
statistical identification of the two types of replacement. We used data from the automobile
industry in the GDR from 1955 to 1970, where motor production showed the typical
behavior of compensation investments, with a low increase in equipment per employee.
We compared investments of the two types, using the two interlinked subbranches (motor
production and car production) of the automobile industry.

We determined the parameters in the following equations by analyzing the time series
of investments and replacements of labor:

[, =250i, —523i°
I, = 61.2i, —72.9i,"

The absolute economy of labor for the 1955—-1970 period was
I'=1(106.9i, —70.7i,% —20.6i,> —27.3

The relative economy of labor was

['=106.9i, —70.7i,* —20.61,° —27.3

707 (7072 1069
PR LA A XA R L
L)~ 818 +(61.8 618

we find an optimal i, of nearly 60 percent. Then the optimal replacement is

In

I=6.86 (relative coefficient)
L =126,000 employees

The real economy of labor was / = 5.36 and L = 96,000 employees, showing a difference
from the optimal solution of 30,000 employees. The share of push investments was actually
33 percent. Of course, estimating investment allocation in the automobile industry is not
simply a question of determining the share of push investments by one criterion. Our
example merely illustrates the opportunities offered by modeling.

In general, we assume the efficiency of policies of push and compensation shown in
Fig. 9. Although given for only one point in time, the figures shown in Table 13 for the
energy field reflect the same general pattern (see also Ray 1979).

For short-term planning we prefer a policy of compensation;only for a longer per-
spective do we choose a policy combining push and compensation. In practice, many basic
innovations dominate the efficiency of the entire system only 10 years or more after the
first commercial use (Gold 1975). The primary problem is therefore the length of the opti-
mization period. The shorter this period, the more important a policy of pure improvement
becomes. The first long-term plan of a national economy oriented toward a basic innovation
(electricity) — the so-called GOELRO-plan in the USSR - had a time frame of 10 to 15
years (1920-1935).
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[FIGURE 9 Typical progression of benefits over time under three investment policies for basic and
improvement-related innovations (BI and II, respectively).

The distinction between BI and II, first made by historians (Zvorykin et al. 1962),
was a qualitative theoretical approach. We give the terms BI and II (or the revolutionary
and evolutionary technological changes cited by Nick (1974)) another interpretation. In
many studies the distinction means only a certain degree of technological change. Our
starting point is the influence of a given technological change on the socioeconomic system.
In any given system, we find a tendency for the average efficiency to stagnate or to de-
crease. This tendency can be reduced by improvement-related innovations but overcome
only by basic innovations whose efficiency is higher than average and whose share in out-
put is sufficient.

While the effects of basic innovations take longer to occur than do those of improve-
ment-related innovations, they are higher. Of course, this does not mean that we can ignore
the effects of II, which are comparable over a long period to those of Bl. BI and II are
two sides of one coin, and the development of metallurgy proves that underestimation of
II is as dangerous as fear of BI. Nevertheless, Il is not able to ensure the endless efficiency
of a large system. Limitless asymptotic increase of efficiency through better balancing of
elements is conceivable only for a closed system. When we consider the relations of a large
system with the environment, we must take into account the possibility of sudden or tre-
mendous changes, which may lead to major bottlenecks, resource deficits, and conflict
situations that can be mastered only through complex, radical solutions.
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As a result of delay in their realization, basic innovations may have a compensatory
function without stimulating efficiency during the first step of application. The energy
study conducted by Hifele at IIASA showed that in using final energy we can expect
many improvement-related innovations (Energy Systems Program Group of the Interna-
tional Institute for Applied Systems Analysis 1981). This helps us to reduce the primary
energy/GDP coefficient in developed countries from the present value of 0.8 to 0.5 and in
less-developed countries from 1.5 to 1.0 (Maier 1979). Conversely, the same study indicates
that we must be aware of a completely different development with respect to such basic
innovations as nuclear energy, synthetic fuels, solar energy, and biogas. In the next two
decades, we expect a rising primary energy/GDP coefficient resulting from extensive
demand pull and from delay in mastering the economy of basic innovations (see Mensch
1976).

2.6.2 Potential and Actual Outcomes

We have mentioned only the functions of innovations that contribute to achieving
the goals of large systems. However, some innovations that seem appropriate for meeting
the goals of a socioeconomic system or subsystem actually have a generally negative influ-
ence on it over a long period. We call such an innovation, the primary or secondary conse-
quences of which damage the system’s efficiency, a pseudo innovation (PI). We find many
pseudo innovations in the consumer goods industry. In American supermarkets, where
about 1500 new products appear each year, less than 20 percent survive more than one
year on the shelves; the rest have proved unsellable, faddish, risky, or unprofitable or have
been made obsolete by competitors with other new products. Furthermore, positive tech-
nological changes with positive socioeconomic potential can appear as innovations that
have negative effects.t As Table 14 shows, a major technological change (potential BI)
may thus occur only as an Il or as a P1. The actual outcome depends on the ability to use
innovative potential by changing many conditions necessary for optimal efficiency of the
new or renewed system. As all these conditions change over time, a potential BI may or
may not become an actual BI. For example, automation of the production process in a
given (nonautomated) industry is a BI. It may become an II if changing the traditional
process is not possible, but such automation without process-related change is not efficient.
It may also become a PI; solar energy, for example, is a potential BI that may actually
occur only as a PI — as in cases where solar heating systems are installed in existing build-
ings without changing other conditions. Similarly, an innovation planned as an II might
actually function as a BI; we often do not clearly realize the qualitative or quantitative
potential of an innovation. A PI might become an II as a result of learning induced by neg-
ative results.

As many innovations are closely linked over time, it is important to realize and to
promote positive feedbacks in the innovation process. For example, the introduction of
the railway system led to higher coal demand, and higher coal demand required better
transport, which was possible through the railways. The prehistory and history of basic
innovations are made up of groups of small innovations. The incandescent lamp, for exam-
ple, was a Bl in which many small changes were needed, and from Edison’s time on, its
development has been a complex of improvement-related innovations. We can differentiate

+We refer again to the distinction, made in Section 2.1.1, between innovation and invention.
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between improvement-related innovations leading to basic innovations and improvement-
related innovations using the efficiency potential of basic innovations. BI is the result of a
long process of selection in a wide field of smaller innovations that are competing with
each other; it is essentially a package of technological changes creating a new system. A
new BI establishes a greater potential for efficiency that can be more or less fully mobilized
only through many improvement-related innovations. We call this incremental innovation.

2.6.3 A More Detailed Approach to Classification

The technological level, range of application, and impact on the national economy
of basic innovations differ greatly. The technological level is closely connected with the
necessary type and amount of mission-oriented fundamental research, applied research,
and development, so it is understandable that the authors of the IFO study proposed to
call basic innovations all technological changes that go through research and development
stages (Uhlmann 1978). Another extreme is to use the term only for the main historical
breakthroughs in technology, such as the steam engine, tool machine, and electricity. We
cannot call pure scientific or technical results (inventions) basic innovations, as they are
only first steps;their eventual classification depends on the availability of resources, socio-
economic needs, and capability of a given society for mastering the inventions. Thus it is
not possible to speak about BI without considering social factors.

We propose calling basic innovations major technological changes that

—  Are based on fundamental and applied research

— Have a well-defined high range of application — that is, modify essentially the
existing demand or application complex (e.g., synthetic fibers), establish a new
demand or application complex (e.g., television), or change the entire system
of needs (e.g., production and consumption of electricity)

—  Are connected with new scientific/technological principles of a higher order

BI greatly stimulates the entire socioeconomic system, has an enormous potential for effi-
ciency, and is able to arrest or alter the tendency to decreasing efficiency in using resources.

The technological level of innovations is also an important indicator, but its connec-
tion with the efficiency of the system affected is not linear. Some basic innovations of
the past, such as Hargreaves’ machine, were not based on new scientific/technological prin-
ciples. On the other hand, some innovations of a high scientific/technological level, such
as the coal arc lamp of the nineteenth century, have not found a wide range or field of
application.

Tables 15 and 16 illustrate various kinds of BI and II. We can also distinguish among
three kinds of PI:

PI1 Simple product-related innovations that do not improve the efficiency of the
user’s system (e.g., many modifications in automobiles)

PI2 Innovations that improve the efficiency of one process but reduce the efficiency
of the system as a whole (e.g., plastic materials that are inappropriate for prac-
tical needs)

PI3 Innovations that improve the system’sefficiency in the short term but eventually
lead to large losses or imbalances (e.g., process-related innovations in the chemi-
cal industry that later have a negative influence on the environment)
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Classification of three kinds of BI, four kinds of II, and three kinds of PI gives us
the following ten kinds of innovation (I1--110):

BI 11 Pl
BIt  BI2 BI3 m 12 13 14 PI1  PI2 PI3
I1 12 13 14 I5 16 17 18 19 110

Looking at the ocean of innovations of course reveals a continuum not measurable by
one clear indicator. Rather than considering this only as a continuum, however, we must
take into account the obvious turning or break-even points in complexity, efficiency, and
manageability in the total field of innovation. For instance, in socialist countries each
scientific/technological task of one planning cycle is associated with one level of adminis-
tration, from the firm to the national economy. Each type of task has various prerequisites
in management and planning.

These are the most important relationships from our viewpoint; we do not want a
complete or eclectic classification of all kinds of innovation. Instead, we concentrate on
the process of transition from a given structure of technologies to a new structure that is
able to overcome socioeconomic bottlenecks and major gaps in resource processing sys-
tems. Table 17 shows a more sophisticated classification by technological level and range
of application that enables us to differentiate among 49 kinds of innovation.

2.6.4 An Innovation Level Index

The next step in establishing an innovation classification could be a quantitative eval-
uation by a technology level index. This step was made in an OECD investigation of 1246
innovations in five countries from 1953 to 1973 (see Table 18). While the linear level index
used by the OECD study is given in column (1) of Table 18, we think that an exponential
level index (column (2)) is more appropriate because the distance between basic and
improvement-related innovations should be greater than the distance between different
kinds of improvement-related innovations. The frequency distribution in column (4) also
points to an exponential pattern. Another argument is the exponential growth of techno-
logical parameters during the transition to new principal solutions and the exponential sat-
uration in the period of improvement. If we assume that the importance of innovations w
(a coefficient between 1 and 100) follows an exponential function and the two parameters
I, and v, are connected in a multiplicative form, we can write

w =i, (20)
w = ek bk (21)
W= e(a+b)k

Taking a simple symmetrical scheme (@ = b), we then have
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TABLF 18 Level and frequency of innovative activities in five OECD countries, 1953-1973.

Linear level Exponential level Frequency Frequency
(0-100) (1-100) (absolute) (percent)
Type 1) 2) (3) 4)
Marginal 0--44 1-2 760 61
Normal 11 45-55 3-5 239 19
Important II 56--66 6-10 149 12
Very important II 67--78 1121 62 5
Radical I 79 -89 22-46 29 2
BI 90-100 47-100 7 1
0-100 1--100 1246 100

SOURCE for columns (1), (3), and (4): OECD Study as cited in Mensch 1976.
According to 1 <w <100 (percent), we find for k =6
100 = e*

In 100
=5 =(.38376
From this we find the coefficients of importance for each level within the 7 X 7 = 49 field
(see Table 17).

When we try to adjoin one innovation to the 7 X 7 = 49 field, we realize that we
often have difficulty in making an exact estimation; we thus find it inappropriate to make
the classification too sophisticated. This does not mean that for special studies and innova-
tions we do not need a more detailed typology.

Stages, classes, and types derived from a single innovation process are an important
analytical tool, but they are not so useful in studying the behavior of industrial organiza-
tions. We must relate the innovation process to the activities and life cycles of industrial
organizations and examine the process in relation to the growth of efficiency in industries,
corporations, and enterprises.

3 INDUSTRIAL ORGANIZATIONS AND EFFICIENCY:
A SYNTHETIC APPROACH

3.1 Innovative Activities in the Life Cycles of Industrial Organizations

Firms that have been successful for decades may suddenly fall back in their economic
performance because of stagnation in an entire branch of the industry, the cumulative
effects of years of mismanagement, or insufficient adaptation to market changes. In these
situations measures that once had positive results often complete the disaster. For example,
diversification sometimes is a profitable strategy and sometimes produces failure. Often
an innovation itself becomes a failure, as in the case of the video disc, a record for video
reproduction.

Why might the same factors or determinants have different consequences? In our
opinion, the main reason lies in the trade-off between the discontinuous pattern of techno-
logical progress and the continuous pattern of human learning, or — put more broadly — in
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the incongruity and contradictions between technological and social progress (see Goldberg
1980).

From the standpoint of an industrial organization, the innovation process includes
the life cycles of:

—  The generic product of the broader, defined area of activity (including a sum of
shorter life cycles of single products)

— The generic process (including a sum of shorter life cycles of single processes)

— Anindustry (including a sum of shorter life cycles of production units)

— The management in one industrial organization (including managerial organiza-
tion and the qualifications and capabilities of managerial personnel)

The interaction of these life cycles against the background of the entire business and the
national economy produces the efficiency cycle.

Observation of the life cycles of products and processes can be important for the
allocation of resources in research and development. Patent applications are good indica-
tors; they can be an early warning, at least in the case of investment policy. For example,
a stitching bond (Ndhwirken) invented in the GDR after the Second World War was an
enormously productive textile process. Figure 10 shows that the number of applications
for patents on the stitching bond in the US, GDR, UK, FRG, Czechoslovakia, and France

A Number
40
30
20
10
| T I — : —>
1950 1955 1960 1965 1970 1975 Year

FIGURE 10 Number of applications for patcnts on the stitching bond in the US, GDR, UK, FRG,
Czechoslovakia, and France.
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was as follows: 1950-55,1;1956-60, 4; 196165, 20;1966—70, 31;and 197175, 32.
Production of the stitching bond, which is now used in 35 countries, is still in the stage of
rapid growth, showing that saturation in patent applications is reached long before satura-
tion in production growth.

The life cycles of products and processes are primarily technological life cycles, while
those of industries and management are more complex and socially determined. Life cycles
of products and processes are well-known phenomena; Abernathy (1978) and Abernathy
and Utterback (1978) analyzed the interrelationship of these two cycles in the automobile
industry.

Another life cycle also found in industry is more complex and includes changes in
technology, organization, and qualifications of personnel. Thisis the life cycle of the entire
manufacturing process in a given production unit (see Fig. 11). The modernization cycle

Soo Starting up of production
Joo First improvement stage
Eqo First enlargement
Jo1 Second improvement stage
Loo First local modernization
Joz Third improvement stage
M, First total modernization
J11 First improvement stage after total modernization
Ly, First local modernization after total modernization
My, Second total modernization
L]
Time
v

FIGURE 11 Life cycle of a production unit.

is the time between two total modernizations of the entire production unit. In the textile
industry of the GDR, this has been approximately 25 years and is now approximately 18
years on the average; it may be shorter or longer in other industries.

The problem for management on the corporate level is to synchronize the individual
modernization cycles of production units, including shutdowns and new establishments,
to the product and process cyclesand to the human factor, including changes in managerial
organization and in the qualifications and capabilities of managerial personnel. The life
cycle of management for European industrial organizations may be different from that in
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the United States. We often find a certain type of conservative manager in traditional
branches and more dynamic people in more dynamic branches. When sudden changes occur
in traditional industries, we can expect a complicated process of adaptation.

In analyzing the factors affecting innovations in order to grasp the human factor,
we found four determinants of success or failure: innovative potential, strategic orientation,
capacity for mastering ongoing processes, and cooperation and coordination. These are of
varying importance in research and development, production, and marketing. The human
capacity is at the same time a social capacity. Social organization and learning can change
the pattern of efficiency, which is originally determined by technological progress; as yet,
however, no studies have dealt with the interference between technological cycles and
cycles of organization, qualification, and management.

The experience of Ericsson,a Swedish company, provides an example of the decisive-
ness of the human and social factor. This firm changed successfully from electromechanical
to electronic telephone exchanges. It was able to do so because its managers succeeded in
persuading hundreds of department chiefs to abandon their traditional working procedures
and to begin a new experience. On the other hand, the conservative business ideology evi-
dent in the saturation stage of an industry creates barriers to innovation at this stage. It is
responsible for a growing insistence on short-term efficiency, the “not invented here” syn-
drome, the formalization of short-term activities that discourage longer-term innovation
projects, and a preference for a policy of compensation.

Newly established technological systems bring about new kinds of imbalance and
great opportunities for such a policy. From a short-term perspective, a policy of compensa-
tion offers more benefits than does a push policy, but it can undermine the development
of new possibilities. We must therefore stress again our theoretical concept of dynamic effi-
ciency and stability. Dynamic efficiency,akind of relative efficiency, is the real efficiency
of a production system in relation to a normative efficiency or to the average efficiency
of the industry as a whole. Therefore, efficiency of a production unit is a function not
only of the particular cycle but also of the industrial cycle as a whole. Dynamic stability
is derived from dynamic efficiency, which can be ensured only by a trade-off between push
processes, which change the production system, and those of compensation, which improve
it. We identify this trade-oft as dynamic stability. Relative efficiency develops over the
four stages in the shape shown in Fig. 12. In the maturation stage benefits are the highest
in absolute measure. We cannot judge only from the standpoint of relative measures; a high
profit rate may be nothing if it refers to negligible outputs.

3.2 Determinants of Innovative Activities in Industrial Organizations

3.2.1 Factor Analysis

Factor analysis of innovations can be made for various purposes. Many such analyses
exist in the literature, as, for example, the study by Myers and Marquis (1969), the report
on project SAPPHO (Science Policy Research Unit of the University of Sussex 1972), “The
Flow of the Industrial Innovation Process™ among the 218 cases cited by Uhlmann (1978),
and others. The Myers/Marquis study provided an overview of factors affecting innovations
and their proportions in various branches. Project SAPPHO compared pairs of successful
and unsuccessful innovations, with statistical results indicating that innovations that had
achieved commercial success could be distinguished from those that had failed by superior
performance in five major areas:
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FIGURE 12 The development of relative efficiency over the stages of the innovation process, with
efficiency coefficient e (— — ) and benefits total £ ( ).

—  Strength of management and characteristics of managers
— Understanding of users’ needs

—  Marketing and sales performance

- Efficiency of development

— Effectiveness of communications

The Uhlmann study attempted to identify types of innovations that could be distinguished
from each other by various kinds of factor combinations. All these studies were intended
to serve the specific purposes of market economies, but they included not only market
activities of corporations and enterprises, but also the impact of governmental policy on
innovation.

3.2.2 Our Investigation of 32 Firms and Its Results

Central management and planning play an important role in planned economies, but
we cannot ignore the activity of enterprises with respect to the market. We wanted to
answer two questions through factor analysis: How strong is the influence of factors inhibit-
ing the innovation process on the level of state-owned enterprises? And how strong is the
influence of a firm’s own ideas and measures in overcoming bottlenecks in and barriers to
the innovation process?
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We formulated the 26 variables shown in Table 19. We then questioned managers
from 15 state-owned enterprises, using a list initially consisting of 20 and eventually includ-
ing these 26 variables. We randomly chose 32 successful innovations (9 products, 9 produc-
tion processes, 7 materials, and 7 manufacturing processes) in 32 enterprises, and asked
the managers responsible for these enterprises the following questions:

— What inhibiting intensity p did the 26 variables have for the innovation con-
cerned?
—  What promoting intensity g did the firm’s own measures have for these variables?

We asked them to rate the degree of influence according to a scale of O for no importance,
1 for little importance, 2 for medium importance, 3 for great importance, and 4 for very
great importance. Our aim was to identify the firm’s capacity to overcome barriers to and
bottlenecks in the innovation process. We expected some correlation between the inhibiting
intensity of the variables and the promoting intensity of the firm’s activities.

The correlation coefficient between p and ¢ was 68.82 percent over 32 innovations
and 79.22 percent over 26 variables. Both are statistically significant at an error level of
less than 0.1 percent. We needed to investigate more closely the specific patterns of influ-
ence for certain combinations of variables. Table 19 shows the number of statistically sig-
nificant correlations between the variables. According to this and to the average values of
p and g we obtained the results shown in Table 20.

The five most important variables inhibiting innovation in the 32 firms were

— Inability to master the process after release by the development group (6)
-+ Insufficient supply of machines and means of rationalization (4)

— Differences of opinion between managers and experts (10)

— Developmental failures not abandoned (5)

— Failures of management; insufficient interest on the part of managers (8)

The five most frequently interlinked variables inhibiting innovation were

—  Differences of opinion between managers and experts (10)
— Conservative and obsolete views (15)

—  Uncoordinated development among several branches (24)
— New solutions replacing the initial project (26)

— Changing demand (18)

The five most important variables promoting innovation were
- Better coordination with management (9)

—  Own production of means of rationalization (4)

— Reduction of failures in developmental stages (5)

— Improvement in management (8)

— Improvement in technological and qualitative level (14)"

The five most frequently interlinked variables promoting innovation were

—  Better transfer of know-how between branches (20)
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TABLE 20 Variables influencing innovations in 32 enterprises, with their inhibiting intensity p and
promoting intensity q.

No. Variable Zp Zq

1 Insufficient supply from the supplier industry 19 18

2 Technical difficulties 10 6

3 Stress caused by other production tasks 12 9

4 Insufficient supply of machines and means of rationalization 2 25

5 Developmental failures not abandoned 4 2.5

6 Inability to master the process after release by the development group 1 10.5

7 Lack of personnel in research and development 24 23

8 Failures in management; insufficient interest on the part of managers 5 4.5

9 Long time required by managers for coordination 7 1
10 Differences of opinion between managers and experts 3 14
11 Failures in preparation for production 25 25
12 Delay in construction activities 17 19.5
13 High costs; planned economy not reached 8 7
14 Insufficient technological and qualitative level 11 4.5
15 Conservative and obsolete views 18 16
16 Inexact and changing objectives 13 22
17 Delay in recognition of problems; failures in communication 21 19.5
18 Changing demand 26 24
19 State orders limiting the project 22 21
20 Insufficient transfer of know-how between branches 23 26
21 Economizing measures 15 12.5
22 Unfavorable price relations 16 8
23 Insufficient special knowledge 6 17
24 Uncoordinated development among several branches 14 12.5
25 Better solutions from competitors 9 10.5
26 New solutions replacing the initial project 20 15

— Faster recognition of problems and improvement in communication (17)
— Better adaptation to new state orders and laws (19)

— Positive changes in views and approaches (15)

— Reduction in stress caused by other production tasks (3)

3.2.3 An Approach to Finding the Main Determinants of Innovation

Our discussions with managers confirmed that the ability to master the innovation
process is a complex phenomenon. Some specialists stress the importance of creative or
innovative potential, but if this potential is not used appropriately, the results will be in-
adequate. A second major factor is thus the firm’s long-term strategic orientation. Yet even
with considerable potential for innovation and an appropriate strategy, the process might
be arrested by stress resulting from other production tasks. The capacity for mastering
ongoing processes is therefore a third factor. As the innovation process is complex, touch-
ing the entire network of supplier and buyer relations, a fourth factor involves cooperation
and coordination. These four determinants are related to at least some extent to the main
stages of the innovation process and thus led us to the analytical scheme shown in Table 21.

We adjusted the 26 variables to the four determinants (/, S, O, C) in research and
development, production, marketing, and in management at all stages by our assumptions
of their dependencies. To prove this we used multivariate factor analysis, which enables
us to identify the main factors among many variables by investigating their latent inter-
correlation. In this case we used as a criterion the so-called factor loading of a variable at
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TABLE 21

357

Determinants of innovation, as measured by variables, in research and development, pro-
duction, marketing, and management.

Determinant

Variables

In research and
development

In production

In management

In marketing (all stages)

Innovative potential () 2 11
5 14
7 26
Strategic orientation (S) 1 17
7
14
Capacity for mastering ongoing 3
processes (Q)
Cooperation and coordination (C) 1
4
24

2
6
13

22

3
13
21

1
4
20

14 6 15
8 23
10
18 9 16
10 17
15
18 8
9
10
20 1 17
25 9 19
10

a level of at least £0.40. We were able to identify 7 factors in the case of variables inhibit-
ing innovation (see Table 22) and 7 factors in the case of variables promoting innovation
(see Table 23). Adjusting these factors to determinants and stages of the innovation pro-
cess produces the following results:

A. Variables inhibiting innovation

Factor

~N N R W N =

Determinant
Innovative potential (1)
Strategic orientation (S)

Cooperation and coordination (C)

Economic mechanism (£)
Know-how (K)
Cost

B. Variables promoting innovation

Factor

~N N bR W N

Determinant

Strategic orientation (S)

Cooperation and coordination (C)

Strategic orientation (S)

Cooperation and coordination (C)

Capacity for mastering ongoing processes (0)

Innovative potential (7)

Stage

Research and development
All (management)
Research and development
All (management)

All (management)

All (management)

All (management)

Stage

Research and development
Research and development
All (management)

All (management)

All (management)
Production

All (management)

While innovative potential, strategic orientation, and cooperation and coordination are
the main determinants connected to variables inhibiting innovative activities, innovative
potential does not play suchan important role on the side of variables promoting innovative
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activities. We identified three other important determinants, the economic mechanism
(including price relations, planning mechanisms, and other incentives), know-how, and
cost. Our improved scheme for factor analysis is shown in Table 24, which illustrates the
complexity of innovation management.

3.2.4 Using Factor Profiles in Comparing Enterprises

While the number of innovations analyzed was too small to allow us to draw further
conclusions, it became clear to us that the 32 firms we investigated did not sufficiently
develop innovative potential. The influence of both factors inhibiting innovation and fac-
tors promoting innovation in a given firm can be described by a profile. We also discovered
that the objective factor configuration is far more unified than is the specific behavior of
firms. This finding suggests that we should pay more attention to the objective factor con-
figuration of the innovation process according to industry, to the national economy, and
to basic innovations and improvement-related innovations. On the other hand, we should
analyze the individual behavior of firms and compare our resuits with the objective factor
configuration on the level of the industry or society; this could provide us with informa-
tion, not only about the firm’s management, but also about national policy for innovation.

The consequences of an inadequate policy for innovation in an industrial firm are
not always immediately apparent. It may also take a long time to develop and to use cre-
ative potential. Managers should give the greatest attention to the human factor and to the
appropriate combination of important factors. We propose investigating this problem by
a specific profile showing the strength of factors inhibiting innovation and of a firm'’s own
activities in promoting innovation during the innovation process. Figure 13 shows such a
profile for the sampled 32 firms in sectors of the consumer goods industry.

We note the greatest differences between the strength of factors inhibiting innovative
activities and the strength of the firm’s own capabilities in the following determinants and
stages:

—  Cooperation and coordination: research and development
- Innovative potential: production
-~ Know-how: production

Capacity for mastering ongoing processes: marketing

Therefore, a long-term development program for a given industry should include measures
for improving organization in research and development and for increasing the qualification
level in production. Current organizational changesin industry in the GDR have the explicit
goal of mastering the complexity of the innovation process and enabling firms to implement
their new products and processes without bureaucratic delays. In this process, exchange
of experience between enterprises plays an important role.

Comparison of enterprises is an effective tool for recognizing both bottlenecks and
opportunities. For example, Fig. 14, which compares a single firm’s profile with the average
of the investigated sample, shows that the firm under consideration might have experience
in marketing that would be useful for other enterprises. Comparison of enterprises was
formerly oriented primarily toward technical and economic indicators. Comparison of
determinants of the innovation process, innovative potential, and know-how could be a
useful addition to these traditional tools of management.

Profiles enable us to trace major gaps and bottlenecks and to discover possible direc-
tions for further investigation of obstacles and factors blocking innovative activities, thus
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FIGURE 13 Profile of the strength of factors inhibiting innovative activities ( ) and factors
promoting innovative activities (-~ — —) in 32 firms (average), where [ is innovative potential, S is stra-
tegic orientation, C is cooperation and coordination, O is capacity for mastering ongoing processes, E is
economic mechanism, K is know-how, and M is mean value.

providing an instrument for management at the corporate level. Under a planned economy,
exchange of experience and competition between teams of workers in outbidding planned
figures play an important role. A firm’s profile further explains the quantitative indicators
of efficiency. On the other hand, we can assume that profiles show significant differences
among branches of industry and among stages of the efficiency cycle. Progression through
take-off, rapid growth, maturation, saturation, and decline is connected with structural
changes, which should be planned at upper levels of management.

3.3 Innovation and the Efficiency Cycle

Our investigation of the roles of basic and improvement-related innovations and our
analysis of the life cycles of industrial organizations can help us to understand better why
the innovation process is not continuous as we might first assume;rather, it is interrupted by
the effects of stimulation or its absence. The relationship between basic and improvement-
related innovations drives the process of technological and economic development. This
relationship is at the core of the special circumstances surrounding the birth, growth, and
decline of each successive new branch of industry. Simple demand pull models or technol-
ogy push models are therefore inadequate explanations of the innovation process — in
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processes, F is economic mechanism, X is know-how, and M is mean value.

specific branches of manufacturing industry or in the economy as a whole. The interaction
between science, technology, and the economy varies in its nature and intensity over time
and among various industries.

We cannot say that inventions are always the simple result of demand pull. Need
and demand are the main driving factors in the diffusion process. When we look at the
innovation process in retrospect, we find that inventions are all caused by an existing need,
but the more important ones came from a rather probabilistic cognitive process that led
to the achievement of goals that had not previously been realized. Penicillin, saccharin,
and synthetic rubber are examples. At the end of the invention process, needs that were
not the original targets of research and development were satisfied. Often demand pull is
the main reason that incremental innovations use the efficiency potential of basic innova-
tion. But fundamental inventions are less (or not as directly) connected with market
demand or concrete needs. Basic innovations create new fields for production and efficiency
through, say, a series of new scientific discoveries and technological advances. The connec-
tion between these advances and the developing needs of society is often realized slowly.
The role of basic innovations in the development of efficiency is demonstrated through
Fig. 15.

We turn now to the impact of basic and improvement-related innovations on the
economy. Efficiency in general is
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FIGURE 15 Role of basic innovations in the development of efficiency, where e is relative efficiency,

BI is basic innovation, and p is given by eqs. (28) and (29).
e, =£,/C,
where

E, is the sum of benefits or revenues at time £ =0
C, is the sum of costs or expenditures at time f =0

Att =1 we find

E,+AE  1+AEJE,
17 G, +AC T ® 1+ AC/C,

e

AE=E, *Eo
AC = Cl —C,
The increase of E can be divided into

AE =AEy +AE

where

AE,, is the increase in benefits or revenues from new processes and products
AE , is the increase in benefits or revenues from old processes and products

At the same time, for costs
AC = ACy +AC 4

Therefore

(22)

(23)

(24)
(2%

(26)

(27
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1 +(AE,, +AE )E,
o me . Oy T OB (28)
t 7% 14(aC, +AC,)/C,
e, =e.p (29)

A pure improvement policy gives us AEy = 0 and ACy = 0. However, initially we have
high benefits AE, in connection with moderate expenditures AC,, with p > 1. Later,
we have diminishing returns and thus p <1 and a decrease in efficiency.

A pure or dominant policy of improvement leads to a situation described by many
authors as a “productivity dilemma,” where primary attention is given to short-term gains
and new basic innovations do not occur or are delayed. The inertia of the given technolog-
ical system becomes a major barrier for further economic progress. Therefore, efficiency e
declines because of alack of gains from substantial improvement-related innovations, which
may be explained by the inevitable increase in costs for resources, environment, and infra-
structure.

This situation is critical for further economic development. If we are unable to stim-
ulate inventions that can open new directions and fields of economic activity and thus
improve efficiency, the result will be predictable: a decline in the ability to meet national
and societal needs, to overcome shortages of resources, to avoid unemployment, and to
promote the conditions necessary for business activity, especially investment activity. In
the case of p < 1,the innovation process has “run dry” owing to the effects of innovations,
which have no positive influence on efficiency, or to improvement-related innovations that
cannot compensate for increasing costs. The result is stagnation or resource crises with grave
social and political consequences — crises very different from the usual, seven- to ten-year
ups and downs in the business cycle of capital reproduction.

4 CONCLUSIONS

In this report we have dealt with the concept of relative efficiency. Clearly, innovative
efficiency can be measured only by measuring the efficiency of the innovating system,
which can be better understood by comparison over time with the efficiency of the next
higher system. When there are considerable changes in the efficiency of a national econ-
omy as a whole, there are also essential changes in the relative efficiency of a given set of
innovations. Changesin the prices of resources have a direct and indirect impact on the effi-
ciency of innovations. Price increases lower the absolute efficiency of innovating systems,
but may, on the other hand, improve relative efficiency in some cases.

A dynamic view of efficiency isimportant for innovation policy. In both market and
planned economies, it is necessary to see, not only the bottlenecks and shortcomings, but
also the prospects and opportunities offered by a given stage in the efficiency cycle. The
efficiency cycle is a challenge for management. Managers should be able and ready to
change their approaches according to the requirements of various stages and to master
growing complexity of innovation management. We found that the combination of factors
influencing innovative efficiency changes considerably and over the entire cycle shifts from
the innovating system to the environment. The better the innovating system can master
outside problems, the more likely that the innovation will succeed. Here we find also the
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explanation for the striking differences in the importance of factors influencing innovations.
Sometimes the principal factors are entrepreneurship and the role of managers; sometimes,
the understanding of user needs and marketing; and sometimes, managerial techniques and
strength.

Our analysis of different sets of factors revealed that innovative potential, strategic
orientation, cooperation and coordination, and know-how are the main determinants for
the success of innovations from the standpoint of an industrial organization. These factors
should be developed for each stage in the efficiency cycle. Our investigation could not deter-
mine the concrete interdependence of these determinants in various stages; this will be a
goal for further research. It is obvious, however, that the interface of determinants must
be described in terms of policy making and active response to the needs of the given stage
in the cycle.

We also think that such traditional means of economic analysis as productivity anal-
ysis should be revised from the standpoint of the efficiency cycle and the influence of
innovations. Such an analysis must have a more efficient forecasting power and operational
value, which can be reached if the analysis answers three questions:

—  What change in efficiency can we expect in the future?

- How can we master the requirements of the next stage in the efficiency cycle
of the given system?

— How can we combine innovating and noninnovating subsystems to ensure stable
growth of efficiency in the industry as a whole?
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APPENDIX A A Method for Calculating the Time Needed to Equalize Productivity Levels
in Two Countries

Given

—  The productivity level Y, of countries 4 and B at time £ = 1

- The average productivity growth rate A, for time period ¢t = 1,2,...,m in both
countries

— The expected future productivity growth rate A, for time period t =m, m + 1,
om+tr

We can assume

r4 =yvda+adymta+xdy (AD)
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B _ vB B yn-1 B
Y7 =v71 +>\m)'" a+x)
The growth rate is
= t/m-1 _
A, = (Ym/Yx) m 1
From eq. (A1) = eq. (A2) we arrive at

In(Y2/¥8) + (m — D)In[(1 + X))/ + A8 )]
- In[(1 + )1 + X))

r

This equation is meaningful if
yd >vB
>
AN=2A, —A,,

and

INCBYNG

In(Y4 /Y8y + (m — DIn[(1 +22)/(1 + 28 )]
[ 8+ A1+ X+ axty]

r

Substituting
In(vd/y8y=c
1+2A m=im
We can write eq. (A7) as follows:

C+ (m—DnGA/i5)

" n [Ei,ﬁ +aNB)/aA + ant))

r

H.-D. Haustein, H. Maier, L. Uhlmann

(A2)

(A3)

(A4)
(AS)

(A6)

(A7)

(A8)

(A9)

(A10)

(Al1)

In practical cases, C, m, i,’f, ,and if,?, are given. For AN and AM we can assume a first esti-
mation over time period r*. By calculating eq. (A11), we arrive at a first approximation
of r,. Then we must compare r, and r*. If r; < r*, there is obviously no problem. But if
r, > r*, we should decide whether there is any reason for improving the AX assumed. We

then arrive at a second approximation of r.
[teration continues until
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We assume that

p =1 in forecasts of 1 to 5 years

p = 2 in forecasts of 6 to 10 years

p =5 in forecasts of 11 to 20 years

p =10 in forecasts of more than 20 years

The iteration process is as follows:

{avd, an8y

&

r
r, % r
11
v v
> x *
r, 2 r r >r
stop AN, ANB A
4

(r,—r)<p (r,—1>p

stop {ant, anf},
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CHANGES IN COMPARATIVE ADVANTAGES AND PATHS OF
STRUCTURAL ADJUSTMENT AND GROWTH IN SWEDEN, 1975-2000

Lars Bergman and Lennart Ohlsson
Stockholm School of Economics, Sweden

SUMMARY

The purpose of this study is to identify possible future development paths for the
Swedish economy in a context where world market conditions, domestic factor accumu-
lation, and technical change are explicitly taken into account. The main analytical tool
used in the study is a general equilibrium model of the Swedish economy. World market
prices and trade flows as well as domestic factor accumulation and productivity change
are exogenous to the model. The sectoral allocation of capital and labor as well as domestic
consumption, foreign trade, and the domestic price system are endogenously determined
variables.

The study’s projections indicate that Sweden is entering a period of considerably
slower economic growth than occurred during the earlier part of the postwar period. Under-
lying this result is an assumed slowdown of the productivity growth rate. The assumed
rates of productivity change do not differ significantly between the sectors. Consequently,
reallocation gains can be achieved mainly through a reduction of the intersectoral differ-
ences in the marginal productivity of capital, characterizing the initial year of the projection
period.

1 BACKGROUND AND AIM OF THE STUDY

The research presented in this report is inspired by the slowdown of economic
growth and the emergence of new “problem’ industries and regions in Sweden, as in many
other industrialized countries, during the 1970s. Only to some extent do these problems
seem to be of a short-term, business cycle nature. One of several long-term reasons might
be a sustained gradual shift in the pattern of comparative advantages of industrialized
countries. There may be many possible reasons behind such a shift. One is that developing
countries are becoming increasingly competitive in several markets where industrialized
countries previously dominated as suppliers. Other reasons are, for instance, differential
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growth rates among countries, differential rates of factor accumulation, and differential
technical changes among sectors. Changes in the internal functioning of the economy,
however, may also have contributed to a bad aggregate performance.

In some, and perhaps most cases, the sources of comparative advantage changes in
the long run tend to bring about increased productivity of the world economy as a whole.
In the short run, however, changes in comparative advantages induce structural adjust-
ment in national economies. If this adjustment is significant, the problems that arise might
be, or at least might seem to be, larger than the potential long-term benefits of a complete
adjustment to the new pattern of comparative advantages. Moreover, the individual coun-
try does not necessarily gain from the comparative advantage changes even in the long run.

The experiences of the Swedish economy in the 1970s are often interpreted as a
partial or temporary loss in the ability to adjust rapidly to changing external conditions.
Whether this is true or not, Swedish economic policy in the past few years hasbeen largely
redirected to ensure that the reallocation of capital and labor from stagnating to expand-
ing industries does not lead to increased unemployment at national, regional, and sectoral
levels. (See Ohlsson 1980a, for an analysis of Swedish industrial, labor market, and region-
al policies with respect to their possible resource allocation effects.)

Policies with such far-reaching aims easily lead to inefficient use of the economy’s
resources. If they are carried out on a large scale, conflicts are likely to emerge between
goals related to economic growth and those related to regional and local employment.
One way of reducing the significance of these problems is to create a system of ‘“‘early
warning signals.” The rationale of such a system is that if changes in comparative advan-
tages can be foreseen reasonably well, much of the necessary adjustment is taken care of
by “normal” market forces and is carried out gradually over an extended time period.
Moreover, in such a case there is a better chance that policies for structural change, com-
patible with various social goals, can be designed and implemented early enough to be-
come efficient and thus reduce demand for protectionism.

Obviously it is not possible to foresee the future. But it is possible to design fore-
casting methods that are focused on important factors for the development of compara-
tive advantages and that can provide insights into the long-term adjustment behavior of
the economy. This is particularly important in economies, like Sweden, that have a large
foreign trade dependence but a limited influence on world market conditions.

So far, however, long-term forecasting in Sweden has been focused on capital accu-
mulation, labor supply, and productivity growth. Obviously such factors are very impor-
tant determinants of economic development, especially if producers face a world market
situation that can be characterized as a “‘seller’s market,” as was the case in the 1950s and
1960s.

In this paper we nevertheless switch the focus to the development of externally
induced comparative advantage changes. This switch is partly motivated by the increasing
degree of price competition on world markets, but is also made to find out how external
and internal changes in Sweden’s comparative advantages interrelate and affect the long-
term performance of the economy with regard to a particular policy interest.

Consequently, the purpose of this study is to identify possible future changes in
Sweden’s comparative advantages and to analyze how these changes might affect the rate
and pattern of full employment economic growth, particularly in terms of the sectoral
and regional composition of employment. More specifically, we analyze how Sweden’s
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comparative advantages might be affected by specified development paths for world mar-
ket prices and trade flows and what a complete and smooth adjustment to changing
comparative advantages would mean in terms of changes in the sectoral and regional com-
position of production and employment. In addition, we analyze to what extent alternative
scenarios for capital accumulation, labor supply, and productivity growth make signifi-
cant differences to these dimensions. Apart from highlighting these substantive issues,
we develop an approach to the long-term forecasting of comparative advantage changes in
a small, open economy.

2 THE MODEL

The model used in the analysis is a computable general equilibrium model of a
small, open economy. It belongs to the *“‘family” of such models, which are fully described
in Bergman and Por (forthcoming). Since it is a pure equilibrium model, it does not
explicitly incorporate various obstacles to structural change, reflecting the short-run
rigidities in capital and labor markets. Thus the main output of the model analysis is a
set of conditional estimates of the structural changes of the Swedish economy that
would result from a complete adjustment to changes in comparative advantages over a
period of 15-25 years.

The model does not have an explicit regional dimension. Thus the regional impact
analysis has to be carried out by means of exogenous information concermning the regional
distribution of the production units of sectors identified in the model.

In this section the basic structure of the model is briefly described, as are the modi-
fications of the model made for this particular study. For brevity, however, some aspects
of the model (for instance the treatment of indirect taxes and tariffs) are simply left out.
The growth of the labor force as well as net capital formation for the economy as a whole
are exogenous to the model. The same applies to technical change and world market con-
ditions in terms of international prices and production of traded goods in the rest of the
world. Thus for a given point in time, world market conditions and the domestic supply
of capital and labor are given.

In the model, 23 production sectors and 20 groups of traded goods are identified.
In each production sector, capital, labor, fuels, and electricity are substitutable factors of
production, whereas the use of non-energy intermediate inputs is proportional to output.
The technology exhibits constant returns to scale. The model determines endogenously
a sectoral allocation of labor and capital, consistent with equilibrium on all commodity
and factor markets at prices equal to marginal (and average) production costs. Accordingly,
production, consumption, foreign trade, and price formation are endogenous to the mod-
el. By connecting solutions for different points in time, a development path for the econ-
omy can be generated.

The model describes an open economy that is ‘“‘small” in the sense that it faces an
elastic supply of imports at parametric prices and cannot influence the export prices of
competing countries. In general, however, products with a given classification supplied by
domestic producers are treated as imperfect substitutes for products with the same classi-
fication supplied by producers in other countries. This approach, which is due to Armington
(1969), implies that users of products of a given classification, in the “home country”
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and elsewhere, actually use a composite of imported and domestically produced goods of
that particular classification. The function determining the composition of the composite
good, following Armington, is assumed to be homothetic. Moreover, domestic users are
all assumed to minimize the unit cost of each type of composite good.

The adoption of this so-called Armington assumption has several implications. One
is that there will not be complete specialization in the trade-exposed part of the economy,
even though the number of tradable goods exceeds the number of factors of production,
and the technology exhibits constant returns to scale. Another is that there will be intra-
industry trade. A third implication is that the “home” country will have some influence
on its own export prices.

The model describes an economy with n + 3 production sectors producing n + 3
goods of which n are tradables. There is no joint production, and each good is produced
in one sector only. The production sectors are numbered from O to n + 2, O being the
electricity sector and 1 the fuels production sector. Since this study is not primarily
concerned with energy issues, however, the fuels and electricity sectors are aggregated
into one energy sector with index 1. Sector n + 1 is the housing sector and n + 2 the pub-
lic sector. There is also a *“bookkeeping’ sector, n + 3, in which different goods are aggre-
gated into one single capital good. Since the number of production sectors is 23 in this
particular application, n is set to 21.

Assuming competitive conditions, the prices,,I;, of domestically produced goods are
equal to their unit production costs. Thus

P}.=K}.(P?, PP ,PE,WI.,R/.,t) i=1,2,...,n+2 (1)
where K(+) is the unit cost function, and PP the price of composite good i, W, the wage
rate in sectorj, R . the user cost of capitalin sectorj, and r a time index. The heterogeneity of
labor is roughly accounted for by an exogenous wage structure, i.e.,

w].=w/.w j=1,2,...,n+2 2)
where W is a general wage index and W, are constants. The user cost of capital is defined by

Ri=P,  (5+R) j=1,2,....n+2 (3)

n+3

where P is the price of the aggregated capital good, §; the rate of depreciation in sec-
tor j and R the real rate of interest. The price index of capital goods is defined by

n D n
P-a. 5 a
-1 ! L,n+3 i=1

P =

n+3

in+3 =1 (4)

i

As a consequence of the technology assumptions, the unit cost function KZ]-( *) can be
written

o) = * D 4 D . L
Kl'( )_Kf (¢ ,W]-,R].,t)+i§2Pi ai].+ij]. J=1,2,...,n+2 (5)
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where the first part reflects the minimum cost of energy, labor, and capital per unit of
output, and the last two parts reflect the cost of non-substitutable inputs per unit of out-
put. Thus the constants a;; represent the input of composite good / per unit of output in
sector j, and b; is the corresponding parameter for complementary imports. The world
market price, Q;, of complementary ignports is expressed in the domestic currency unit.

The “net unit cost” function k; (+) is derived from a nested Cobb—Douglas—CES
production function, where energy, labor, and capital are variable inputs. Thus there is
a constant elasticity of substitution between a composite capital-labor input, defined
by a Cobb—Douglas function, and energy. In the original model the aggregated energy
good is replaced by a composite fuels—electricity input, defined by a CES function.

The equilibrium prices of the composite goods are given by the unit cost functions
of the composites:

PP =¢(P,PM) i=12,...,n (6)
where P,M is the exogenously given world market price of import good i in the domestic
currency unit.

Having defined all prices in the model and the unit cost functions K;(') and ¢;(+),
the derivation of the model is straightforward. Thus there are two types of demand for
composite goods: intermediate demand and final demand by the household sector. In
addition there is export demand for production sector outputs.

By Shephard’s lemma and the assumptions regarding technology, intermediate
demand is given by

aK‘]’.“
—= X.wheni=1
oPP /
H
Xij= i=1,2,...,n+3 (N
al.].X].wheni=2,3,4..,n

Household demand is given by

C,=C(PP,... P2, P E) i=12,... n+l )

n n+1’
where £ is total household expenditures. In the original model, functions C;(+) are derived
from a utility function such that the resulting demand equations can be represented by
a linear expenditure system estimated on the basis of 10 consumer commodity groups
and a matrix defining each of the consumer commodity groups as a convex combination
of composite goods. Lack of data, however, prevented the use of that version of the mod-
el. Instead a system of demand equations with constant expenditure shares for each of
the composite goods in household consumption was used. Observe that household demand
for energy is derived from the demand for housing services, that is, C, ., .

As a consequence of the Armington assumption, foreign demand for domestically
produced goods can be written

z=z@P.PY, ) i=1,2,...,n 9)

’
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where P)-N is the exogenously given world market price, in the domestic currency unit, of
goods with the classification i. In the model it is assumed that the trade-off between goods
with different origins is represented by a CES function. Consequently, the function Z,(+)
becomes

Z,=A PP i=1,2,. . .n 9"

where A; is a constant, ¢; is the annual rate of change of production of good / in “‘the rest
of the world,” and ¢; is an elasticity of substitution parameter.

On the basis of Shephard’s lemma the equilibrium conditions for the product mar-
kets can be written

a(bi n+3 .
Xi:a_Pi /E] Xij+Ci +Zi i=1,2,...,n (10)
X,=C, i=n+1,n+2 (11)
n+2 aK:
Xn+3 =]+ ;§1 Xj@ X/. (12)

where C, ,, is the exogenously given public consumption, and / is the exogenously given
net investments.
The demand for competitive imports is given by*

a¢i n+3
Mi:W En X, +¢ i=1,2,...,n (13)

Since ¢i(') is derived from a CES function, eqs. (10) and (13) yield the following
expression for competitive imports

- M M _ - '

M; =B(P[P]) WX;—Z2) i=1,2,...,n (139)

where B; is a constant, and g is the elasticity of substitution between imports and domes-

tically produced goods with the classification 7. With this formulation the symmetry be-

tween the export and import functions becomes obvious. The formulation also shows

that here, the small-country assumption implies X; — Z; =~ X; in the rest of the world, i.e.,
the small country’s imports are negligible in relation to production in the rest of the world.

*When solving the model, the functions ¢y(+) are approximated so that 0¢y/0P; + a¢,-/aP{.” =1.
This simplifies some expressions and leads only to minor approximation errors.
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Current account equilibrium implies

(R VE

n
PZ, =X PMM +Q b X +D (14)
i=1

!

where D is an exogenous variable representing imports to the electricity sector, net trans-
fers, and net interest payments. Observe that complementary imports are used in the
energy sector only, the main item being crude oil.

Since capital and labor are inelastically supplied, the equilibrium conditions for the
factor markets become

n+2 aK;

K= /E:l ‘zﬁ‘ f (15)
nz+:2 aK;
/':1 aW] I ( )

where K is capital and L is labor.

After some appropriate substitutions these expressions yield 6n + 10 equations in
the 6n + 10 unknowns: X,, ..., X,,3;C,, ..., CpyysZy, oo, Zyi My, o0 M,;
P....,P,:PP ..., PD,E;W;and R. Thus the model is determinate. It should be
added that the price system is normalized so that the general price level is kept constant

over time.

3 SECTORAL CLASSIFICATION AND SCENARIOS

In order to apply the projection model described in the preceding section to the
present context, two requirements should be satisfied. The first is that the sectoral break-
down should be consistent with both the theoretical principles underlying the model and
the problem focus of the empirical analysis. In the first subsection below the sectoral
breakdown used in the study is presented and discussed against the background of this
requirement.

The second requirement is that an empirical basis for the definition of exogenous
variables and parameters of the model can be established. In order to understand the out-
come of the projections, it is also important to sort out the economic rationale behind
the relationships between different scenarios. Our base case, to be used as a norm of
comparison for projections with other scenarios, is presented in the second subsection
below. The alternatives are presented in the third subsection.

3.1 Sectoral Classification

Because of computational considerations and data availability, the number of sec-
tors is restricted to 23. The analytical focus on the impact that changing comparative
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advantages will have on Swedish economic development suggests more detail in the industrial
breakdown than in the corresponding breakdown of the nontradable-goods sectors. Conse-
quently, 15 industrial sectors are given a separate treatment in the model. The classification
of these sectors is based on the expected origins of future changes in comparative advantages.

In the model there are three explicitly treated causes for changes in comparative
advantages that are related to supply. The first two are differential growth rates of primary
factors (capital and labor) and pure technical change (within and outside the industrial
sector). A third partially independent determinant originates in the specification of the
production functions. Thus technical change is neutral only with respect to the use of
capital versus labor but is “primary factor saving” in terms of the relative use of inter-
mediate factors of production.

Causes related to demand that have altered comparative advantages are introduced
through the impact of differential growth rates of world markets and changes in world
market price structures.

According to these determinants, both demand and supply characteristics of indus-
trial products should influence the aggregation principles. Here supply characteristics
are given priority in most instances. In addition, earlier studies of Sweden’s changing
international specialization (Ohlsson 1977 and Chapters 6, 7, and 10 in 1980b), as well
as the nature of the world market scenarios, indicate that the development of human
capital or skills also has an important role in this context. Since that factor could not be
explicitly incorporated in the production functions, it was instead taken into account in
the classification of sectors. In special cases, backward and forward linkages due to trans-
portation costs or technical integration have influenced the sectoral definitions.

Instead of strictly applying a single aggregation principle, we tried to take all these
considerations into account in accordance with our best judgment. The following presen-
tation of the sectors provides information about how various factors affected the sectoral
classification. The sectors are all listed in Table 1. The table is organized so that the pri-
mary sectors (and those strongly related) appear first, followed by the secondary and
tertiary sectors.

The energy sector comprises not only all kinds of energy production but also petro-
leum refineries and asphalt, coal, and oil industries. There is one pure primary sector;
mining and quarrying (sector 4). This sector has been a large Swedish export sector for
centuries, producing a relatively homogeneous output. Thus it almost exclusively pro-
duces iron and pellets of iron rather than more highly priced minerals. Consequently, ag-
gregation causes no particular problems.

There are two mixed primary—secondary sectors: the agriculture, fishery, and basic
food sector (number 2) and the forestry, wood, pulp, and paper sector (number 3). Obvi-
ously, one of the principles for aggregation has been the strong input—output relationship
between primary and secondary production. Moreover, there are so-called economies of
integration between them, which in the case of the “agri-food” sector are attributable to
transportation costs and policy-imposed ties.* In the case of the forest based sector,

*The agricultural sector is to a high degree excluded from foreign competition in Sweden. Moreover,
there is a subsidy system for the basic food industry, which compensates for the otherwise too high
input prices created by the agricultural policy. Finally, much of the ownership of the basic food sec-
tor is in the hands of farmer cooperatives, which in fact suggests the existence of monopolistic or
oligopolistic competition.
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TABLE 1 The sectors in the projection analysis.

Number Production Sector
1 Energy®¢
2 Agriculture, fishing, basic foods
3 Forestry, wood, pulp, paper
4 Mining and quarrying
S Other foods, beverages, liquor, tobacco
6 Textile. clothing, leather
7 Paper products
8 Chemical products?
9 Non-metallic mineral products except petroleum and coal
10 Metals
11 Fabricated metal products
12 Non-lectrical machinery, instruments, photographical and optical equipment,
watches
13 Transport equipment except ships and boats
14 Electro-technical products
15 Ships and boats
16 Printing and miscellaneous products
17 Hotel and restaurant services, repairs, letting of premises other than dwellings,
private services other than banks, insurance, business services
18 Construction
19 Wholesale and retail trade, communications
20 Transport and storage
21 Financial and insurance services
22 Housing services
23 Public services
Capital goods¢

8Including petroleum refineries and asphalt and coal products.

bExcluding petroleum refineries and asphalt and coal products.

°The capital goods sector is not a production sector but a “‘bookkeeping” sector, which aggregates
different kinds of capital goods (primarily machinery and buildings) in fixed proportions to an aggre-
gate capital good used in all “real” production sectors.

transportation costs and technical integration economies motivate the aggregation into
one sector. The forest based sector is strongly export oriented; the agri-food sector is
sheltered from international competition by policy measures.

Apart from these characteristics the primary and primary based sectors also have
high or extremely high capital and energy intensities in common. In addition they are all
producing relatively standardized products that, with the exception of the products of
the agri-food sector, are sold in internationally competitive markets.

There are four semi-raw material based sectors, of which one is foreign trade-
exposed: other food, beverages, liquor, and tobacco industries (number 5). The back-
ward linkages of this latter sector are less strong than those of basic food production
relative to agriculture. Moreover, the trade-exposed sector 5 is not based as much on
domestic raw materials.

Another semi-raw material based sector is the industry for non-metallic mineral
products (number 9), which excludes petroleum and coal products. This industry is in
part a foreign trade-sheltered sector, particularly because of high costs of transportation.
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The remaining two industries within this category are the chemical (number 8) and the
metal (number 10} industries. Both contain large parts that have earlier been character-
ized by more pronounced backward linkages than those appearing to prevail nowadays.
It would, however, have been more satisfactory to divide both sectors into at least two
parts, one of which would then have been producing the more highly manufactured pro-
ducts. Unfortunately, the present data base did not allow such a breakdown.

Except for one industry, the remaining eight industries (6,7,and 1 1—16) are clearly
so-called footloose industries; they both are foreign trade-exposed and are little dependent
on the location of raw materials production. Three of the seven footloose industries are
labor intensive in their production methods: the textile, clothing, and leather industry
(number 6), the fabricated metal products industry (number 11), and the electro-
technical industry (number 14).

In many product fields of the first of these footloose industries, the high market
shares of less-developed countries (LDCs) suggest the emergence of a price leadership
position of low wage countries. The other two sectors have segments in which LDCs
have already acquired a substantial competitiveness, but their overall market share is
still not high. (See, for instance, OECD 1979, and references and the analysis in Ohlsson
1980c.) The fabricated metal products industry has, for instance, subindustries, that are
intensively using semi-modern manual skills and to some extent also technical personnel.
Finally, the electro-technical industry contains parts that are among the most technical
personnel intensive in relatively “young” technology fields. In other words, these two
industries should ideally have been broken down into two or more sectors.

Three of the remaining five industries (7, 12, 13, 15, and [6) have somewhat
higher capital intensities. They are primarily distinguished from other footloose indus-
tries because of their high human skill intensities (technical personnel and skilled manual
workers). The latter feature is most pronounced for the machinery industry (number
12) and also for the transport equipment industry (number 13). Ships and boats (num-
ber 15) require less human skill. This industry is at present a government-regulated in-
dustry across the world, a characteristic that also holds for the aircraft producing part
of the transport equipment industry.

The paper products sector (number 7) was rather dynamic in the 1960s and 1970s
with respect to the growth rate of domestic demand. It has an intermediate position on
three of the factor intensities discussed above, i.e., on capital, technical personnei, and
skilled manual worker intensities. Finally, the miscellaneous industrial production sector
(number 16) also includes the printing industry, which has been exposed to a measur-
able degree of international competition only in the past five years.

All the remaining sectors belong to the tertiary sector, except for capital goods,
which was constructed for “bookkeeping” purposes (see footnote ¢ of Table 1). Given
the focus of the study, we abstain from commenting on these more trade-sheltered
sectors.

In summary, the sectoral breakdown is not exactly the most desirable one. It in-
corporates, however, certain basic technology differences that can be associated with
changing comparative advantages. Additional information about the possible sectoral
developments can only be introduced in the projections through adjustments of the
sectoral values of exogenous variables and parameters. The next two subsections outline
the scenarios for these variables and parameters. '



Structural adjustment and growth in Sweden 385
3.2 Base Case Scenario

The projections of the model are made for the relatively long periods 1976--1990
and 1991-2000. Our base year is 1975, the last year from which a complete data base
is obtainable. With such long time horizons, it is impossible to claim that a particular
projection is the most likely one. Instead it is more useful, in terms of policy implica-
tions analysis, to establish alternative scenarios in order to find a possible range of struc-
tural adjustment and growth paths. The analytical philosophy behind the alternatives
can be described as follows.

As mentioned in section 1, there are external and internal causes that change com-
parative advantages. The main differences between the two, for a small, open economy,
are that (a) the external causes can affect the internal ones but the opposite direction of
influence can be ignored, and (b) the causes that are controllable for domestic economic
policies are all internal. This latter distinction suggests that the policy strategy analysis
can be incorporated in the model projections through variations in the values of exog-
enous variables that belong to the internal cause category.

There are two ways of incorporating changes in comparative advantages through
changes in the numerical values of parameters or exogenous variables. One is to change
individual sectoral values and the other is to change uniformly all values across sectors.
Both ways may have macro as well as structural impacts, but there is one major differ-
ence in that the latter, “magnitude” change, does not alter the sectoral comparative
advantage ranking, changing only the strength of advantages and disadvantages.

The most obvious example of this is a more rapid accumulation of capital than of
labor, which, ceteris paribus, strengthens the comparative advantage of capital intensive
industries. Indirectly. other magnitude changes, such as the overall rate of world demand
growth or of technical change. may also have similar consequences.

Against this background, it was regarded as natural to construct a base case, which
combined certain world trade scenarios with those of internal reasons for changing com-
parative advantages based on the official Swedish long-term forecasts. This means, in
turn, that the “domestic scenarios” in the base case more or less project the future
causes in comparative advantage changes to be similar in magnitude and structure to
those of the past two decades.

As is clear from section 2, the world market scenarios consist of assumptions about
growth rates of the world market for trade-exposed sectors, and changes in world mar-
ket relative prices. The most globally comprehensive and consistent set of estimates of
the two sets of variables is found in Leontief (1977) in Scenario A, which is the most
“endogenous” of that study. Except for a few regions, neither the gross domestic pro-
duct (GDP) nor employment are assumed to attain target values. Instead those magnitudes
are endogenously determined under the constraints incorporated in the global model
system utilized in the study.

The world market price assumptions are based on projections of production costs
in the economy of the United States. Implicitly, therefore, it seems to presuppose that
US producers are able to maintain much of the same price leadership role in the world
economy as they had in the 1950s and 1960s. Although the European and Japanese
challenges altered this role in the ten years before our base year and the industrialization
of LDCs is about to alter it in one or two sectors, this basic assumption will not be
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questioned in the present study. The issue, however, is important enough to be a topic
for another report. For the sake of brevity it is not treated here.

This limitation on the realism of our world market scenarios is perhaps not as seri-
ous as it might first appear. The reason is that the use of historical data on US produc-
tion costs for projections of world market relative price changesis also possible in another
case. Suppose that US industry acts as a price taker on the world market but as a conse-
quence of its size has no factor-biased intra-industry specialization. Then its domestic
prices and costs of production follow those established by the world market.

The second set of world market variables obtained from the same source is the
growth rates of world market by commodity groups. There is not much to say a priori
about these figures in terms of their theoretical or empirical underpinnings. Both sets
of variables are presented in Table 2 together with some other scenario variables.

If the cross-sectoral differences in the two sets of world market variables are
evaluated, however, two rather surprising changes compared with historical experience
should be noted. One is the extremely favorable development for exporters of textiles,
clothing, and leather with respect to both the relative price change (a moderate decrease)
and the world market growth rate. This sector and three others have the most dynamic
growth rate: paper products, non-metallic mineral products,* and printing and miscel-
laneous products.

Given the above-mentioned nature of the relative price forecasts, it appears that
Leontief’s price forecast may be subject to a bias from an intra-industry specialization
in the US on less price sensitive segments of the textile and clothing sector. Thus for this
particular sector we consider the price leadership role of the US economy and the
assumption that no factor-biased intra-industry specialization is unrealistic. This may
follow as a consequence of successful LDC market penetration. The associated relative
cost increases in the US industry have then a built-in upward bias if taken as a projec-
tion of the world market relative price. In turn, this may explain the rather high pro-
jected world market growth rates for these products. For this reason the projections of
the Swedish textile industry must be considered to be rather optimistic both from the
price and the world market growth points of view.

Another remarkable projected change is the comparatively low market growth
figures for certain engineering sectors (non-electrical machinery, transport equipment,
and electro-technical products) and the chemical sector compared with both shipyards
and certain raw material based sectors (sectors 3,9, and 10).

With these two projected changes in mind, it may be concluded that Leontief’s
study has used a constellation of assumptions that is very favorable for an industrial
composition of a typical developing country. Consequently, the world market scenarios
utilized in the present study must be interpreted as being on the pessimistic side for
Sweden’s high skill intensive, footloose industries and overly optimistic for its raw
material, raw material based. and raw labor intensive footloose sectors. Accordingly,
the projected structural adjustments must be considered to be smaller than expected
from the history of the first five years of the projection period.

*This sector also appears to obtain a remarkably favorable world market future, although this judg-
ment is based more on the composition of the domestic industry than on past trends in world trade.
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Moreover, the same conclusion holds for any country as far as the structural influence
of changing relative prices is concerned because of the rather small spread in projected
prices within the industrial sector. The only exception to this latter observation is the en-
ergy sector, where the relative price level more than triples compared with all other sectors.

As can be seen from Table 2 we have adjusted the market growth rate from 5 to 6
percent and assumed a more favorable relative price development for the non-electrical
machinery sector. It is not the above-noted possibility of changes in the US price leader-
ship role that motivates the adjustments in this case. Instead, it is the Swedish intra-
industry specialization in investment goods for raw material and raw material based produc-
tion, etc., that constitutes the basis for these adjusted figures. According to the Leontief
projections the rapid growth of these latter sectors should be associated with 2 more than
average rate of increase in their demand for investment goods. Moreover, the production
of such heavy machinery has had a lower rate of technical change than, for instance,
computer and office machinery production, which is also part of the non-electrical ma-
chinery sector. For this reason the relative price decrease of the cited study appears to be
biased downward for a machinery sector with the present Swedish output mix.

Table 2 also provides the sectoral relative price elasticities of imports and exports
and the annual rates of productivity growth. The former two sets of figures have been
chosen on the basis of estimates in Hamilton (1979) on import share relative price elas-
ticities for the period 1960 1975. Generally speaking, the price elasticities of this study
seem to be rather low. Combined with the small relative price changes, this is likely to
produce a rather low impact on structural change.

The price elasticities estimated by Hamilton were changed for only three sectors:
chemical, non-electrical machinery, and transport equipment. The elasticities were ad-
justed downward for the first two and upward for the last sector. The assumed high
elasticities for chemicals and non-electrical machinery are probably due to the combination
of low tariff barriers and rapid intra-industry trade and specialization in the 1960s and
1970s rather than particularly high substitutability with similar products produced in
other countries. Similarly, the estimates of the transport equipment industry are presumed
to be low because of the development of favorable relative tariff rates (see Ohlsson 1980b,
chapter 6).

The import price elasticities have the same rank ordering as the export price, but
lower absolute values. This is attributed to proximity advantages in the home market for
domestic producers. Since Sweden is geographically rather isolated from its main foreign
markets and because of the large surface over which the economy is spread, the differ-
ences between exports and imports are usually large in absolute terms. Small relative
differences were introduced for homogeneous industries with highly tradable products.
Needless to say, these differences introduce a stronger element of arbitrariness for export
price elasticities than for the import price elasticities.

Finally, the assumed annual growth rates of productivity presented in Table 2 are
based on projections by the Swedish Ministry of Economic Affairs (see Restad 1976).
These projections have since been revised downward. The revised values, however, were
unavailable to us in some of the more detailed sectors. For these sectors we made propor-
tional downward revisions. The forestry, wood, pulp, and paper sector has been attributed
an even lower figure. This is because the decreasing availability of domestic raw material
supplies is assumed to increase the costs of additional supplies.
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In accordance with the figures obtained from the Ministry of Economic Affairs we
have assumed a yearly increase of 1.8 percent in real public consumption throughout the
period 1975-2000. The corresponding figure for the real capital stock of the economy is
set at 2.5 percent per year. Labor supply measured in man-hours is assumed to remain
constant at the 1975 level. This last assumption allows for the fulfillment of ambitious
goals about increased labor participation rates in an almost stable Swedish population,
mainly through an enhanced degree of part-time work. Consequently, the differential
growth rates for the two primary factors induce, ceteris paribus, a more capital intensive
specialization.

This concludes our presentation of the base case assumptions. The principles and
figures for the alternative scenarios are discussed next.

3.3 Alternative Scenarios

Early computations suggested that macroeconomic development and the sectoral
distribution of employment were rather insensitive to reasonable changes in relative
prices or price elasticities. In order to alter the results substantially, the magnitudes on
both had to be altered considerably. Instead the projections turned out to be more sensi-
tive to changes in rates of world market growth and domestic productivity . For this reason,
the alternative scenarios are built on alternative assumptions about the latter two sets of
exogenous variables.

The simplest change is to alter the magnitudes across all sectors and not the sectoral
differences in world market growth rates and productivity rates. It is reasonable to adjust
the magnitudes downward by 1 percent per annum for all tradable sectors, i.e., to let the
world market growth rate be even lower than was projected in Leontief (1977). Given the
historically low rates of productivity growth, the 1 percent change in productivity rates
results in an upward change. Even so, the rate of productivity growth falls below that of
the 1960s. Calling the base case number I, three alternative combinations of assumptions
are used:

Case II the same as the base case in all respectsexcept fora 1 percent higher annual
productivity growth rate in all sectors

Case III the same as the base case in all respects except for a 1 percent lower rate
of world market growth in all tradable sectors

Case IV combines the two adjustments of cases Il and I11, i.e., compared with the
base case both a 1 percent higher general, annual productivity growth rate
and a 1 percent lower general rate of world market growth.

Apart from these cases, the sensitivity of certain macroeconomic results to alterna-
tive assumptions concerning capital accumulation and labor supply is also analyzed. For
simplification these alternative assumptions have been condensed and are not discussed in
detail.

4 PROJECTIONS

The results of the model simulations are given in the following subsections. In sub-
sections 4.1 and 4.2, base case results are presented for the projected macroeconomic
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development and sectoral development. respectively. Subsection 4.3 deals with the conse-
quences of altered world market and productivity assumptions at the macroeconomic level,
whereas the ensuing subsection deals with the corresponding sectoral consequences. In
order to avoid repetition and to acquire a better tie to the subsequent analysis of regional
implications in section 5, the sectoral consequences are described in terms of employment
consequences.

4.1 Macroeconomic Developments: The Base Case

The model was solved for the years 1990 and 2000, but in most cases we prefer to
present the macroeconomic results in terms of annual percentage rates of change during
the periods 1976—1990 and 1991 2000. 1t was assumed that the intersectoral profit
differences prevailing initially will be eliminated by 1990. Consequently, the first of these
subperiods can be regarded as a period of adjustment, both from a disequilibrium to an
equilibrium state of the economy and to certain exogenous changes inside and outside the
economy.

To begin with, we focus on the projected development of GDP, aggregate real con-
sumption, industrial production and employment, the functional distribution of income,
and relative size of the public sector.

Table 3 contains the projected growth rates for real GDP and aggregate private con-
sumption during the two subperiods 19761990 and 1991--2000. These data contain
three striking results: the rate of economic growth is considerably lower than the postwar

TABLE 3 Projected annual growth rates for real GDP and aggregate
private consumption, 1976--2000.

Projected growth rates in percent

Variables 1976--1990 1991- 2000
GDP 22 1.8
Private consumption 3.0 2.6

average. the two subperiods are different, and finally, the share of private consumption in
the gross national product (GNP) increases over the whole period. In what follows, possible
explanations of these three results are offered.

During the period 19501975, the average rate of economic growth (growth of
GDP) in Sweden was 3.6 percent per annum. If the “bad” years in the beginning of the
1970s are excluded, the average rate for 1950-1970 becomes 3.8 percent per annum.
This means that, according to our projections, Sweden has entered a period with consider-
ably slower economic growth than was experienced during the earlier postwar period.

There are many factors behind this development: slower rate of capital formation
and technical change, stagnation in the supply of labor* (in man-hours), and a relatively

*Observe that the labor force is assumed to be fully employed in all model simulations.
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fast growth of an already large public sector, which,in accordance with national accounting
conventions, is here attributed a zero productivity increase. In addition, some private ser-
vice sectors, with a relatively slow rate of productivity increase, grow faster than GDP.

The second startling feature of our results is the difference between the two sub-
periods; the rate of growth is considerably higher from 1976 to 1990 than from 1991 to
2000. The explanation is simple and straightforward. The initial year, 1975, shows many
features of a disequilibrium situation. The average rate of profit was very low and the
intersectoral differences in terms of profit rates were significant. In two of the 23 aggregated
sectors, losses were revealed by the data. Thus a sectoral reallocation of resources could
produce substantial efficiency gains. This is exactly what happens between 1975 and 1990
in our projection.* Net investments are concentrated in a few relatively profitable sectors,
and old capital is not replaced in some sectors. This development tends to equalize profit
rates and thus the marginal productivity of capital in the different sectors. This equaliza-
tion leads to an increase in the average productivity of the economy’s resources. During
the second subperiod, however, these potential reallocation gains are already exploited,
and capital accumulation and technical change are the main sources of economic growth
besides the reallocation gains associated with changing world market prices.

With this background even the low growth rates displayed in Table 3 might be too
optimistic in practice. In a process where efficiency in resource allocation is a significant
source of economic growth, labor and capital markets have to function quite smoothly;
without much delay, resources have to be reallocated from stagnating to expanding sec-
tors. The present institutional framework of the Swedish economy does not seem to be
well-suited for fostering such a process. In particular, the interregional and intersectoral
labor mobility may be substantially lower in the future than in the 1950s and 1960s.
This might be a result of changes in the institutional framework of the labor market in
the 1970s and the implementation of very ambitious policy goals aimed at stabilizing
employment on the regional or county, and sometimes even the firm, level.

As mentioned in section 3.2, one factor that suggests growth rates are too low is
the relatively small amount of incentives to structural adjustment hidden in the Leontief
(1977) world economy projections. This reduces the intersectoral differences in terms of
comparative advantage changes and thus the contribution to economic growth from inter-
sectoral reallocation of resources.

Another feature of our 19761990 projection is that the profit level in the private
sector of the economy, measured as total pre-tax net profits in relation to the replace-
ment value of the capital stock, increases from 3.8 to 4.7 percent. This increase contributes
to the growing share of capital income in total national income. It can be questioned
whether such a development would be politically accepted in Sweden without a negotiated
change in the distribution of ownership in the industrial sectors.

This is a very crude way of posing the income-distribution problem, however; the
marginal productivity of capital need not be equal to the after tax income from capital.
The critical point of the analysis is therefore whether the rate of profit after taxes is high

*In Bergman and Pdr (1980) the potential reallocation gains are estimated, using the same model and
data base. The results indicate that full exploitation of the potential reallocation gains in 1975 would
lead to a GDP that would be 4 percent higher than the actual value.
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enough to bring about the assumed annual 2.5 percent increase in the economy’s stock
of capital.

The third striking result is the relatively fast growth of private consumption. (As
will be discussed in some detail in section 5, this result does not conform to the long-term
projections carried out by the Ministry of Economic Affairs.) By assumption, investments
grow by 2.5 percent per annum and real public consumption by 1.8 percent per annum.
Since GDP grows by an average of 2.0 percent per annum, an average rate of private con-
sumption growth of 2.8 percent per annum implies that exports grow slower than GDP.
This is exactly what takes place in our base case projection. Due to a significant terms-of-
trade improvement (1.9 percent per annum despite increasing real oil prices), external
balance is maintained although real exports only grow 1.7 percent per annum.

The terms-of-trade improvement is a consequence of the fast growth of world mar-
ket trade in relation to Swedish economic growth together with the incorporation of
explicit price-dependent export functions in the model. Thus external demand increases
will be met by a combination of export supply and export price increases. A projected
reallocation of exports toward commodities with relatively increased world market prices
has a similar effect on the terms of trade.

From an empirical point of view, however, this result should be interpreted with
care. The projection includes a considerable gap, about 40 percent, between Swedish and
world market prices for some commodity groups. We have no such experiences from the
estimation period, and consequently we do not know whether our estimates of price
elasticities in the export and import functions are still valid for the price relations prevail-
ing in our projections for the year 2000.* Another reason for caution when interpreting
this result is the rapid net accumulation of foreign debt in Sweden in the past five years,
which has led to a new goal for economic policies: the repayment of the outstanding
foreign debt in the 1980s. Therefore the current account is targeted to yield a surplus,
which cannot be achieved unless, ceteris paribus, there is a deterioration of the terms of
trade. Finally, the terms-of-trade development projected by the model is sensitive to
world market assumptions: slower world market growth worsens the terms-of-trade
development.

Table 4 contains some results on the semi-macro level. Industrial production grows
slower than GDP and industrial employment decreases during the entire projection period.
Energy consumption grows considerably slower than the 5.5 percent per annum experi-
enced during the period 1950—1972. A few comments should be made about these
results.

During the postwar period, industrial production has, in general, been growing
faster than GDP in Sweden. According to our projection, the reversed relation would
hold in the future. The consumption of industrial goods, however, continues to grow
faster than GDP. Thus the basic difference is that the import share in the domestic supply
of industrial goods increases considerably: from 27.8 percent in 1975 to 40.2 percent in

*Section 6 gives a critical appraisal of this approach. Chapters 5 and 7 of Ohlsson (1980b) show con-
siderable differences between unit prices of exports and imports at a detailed level of industrial break-
down compared with that used in the present paper. Intra-industry specialization appears, furthermore,
to be characterized by exports of higher priced product variants and imports of lower priced ones
compared with other OECD countries. The market share implication of this specialization, however,
is not as simple as the one used above.
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TABLE 4 Projected annual growth rates for industrial production and em-
ployment and total energy consumption, 1975--2000.

Projected growth rates in percent

Variables 1975-1990 1991-2000
Ind ustrial production 19 1.5
Industrial employment —1.0 —2.3
Total energy consumption 1.1 22

2000. This is, of course, the mirror image of the above-mentioned terms-of-trade im-
provement and slow export expansion. The much slower growth of exports and produc-
tion for the domestic market explains, in turn, why industrial employment decreases at
a fast rate. By the turn of the century, the industrial sector would then have lost about
30 percent of its 1975 employment (in man-hours) to primarily service-producing sectors.
Another way of expressing the causes behind this development is to say that the indus-
trial sector is squeezed between competition with foreign producers in commodity mar-
kets and foreign trade-sheltered producers (particularly the public sector) in the (primary)
factor markets. The latter is the result of the absence of (or low) productivity growth
rates in tertiary sectors and the lack of strong demand-restricting factors when production
costs increase.

The relatively slow growth in the rate of energy consumption is, of course, partly a
result of the slow growth of industrial production. It is also, however, a result of substitu-
tions of capital and labor for energy, induced by an increasing relative price of energy.
Between 1950 and 1972, the real price of energy decreased by nearly 3 percent per annum.
In our projection the average rate of increase between 1975 and 2000 is 1.0 percent per
annum. Most of the price increase, however, takes place during the first subperiod, pri-
marily as a result of oil price increases but also as a result of the rate of interest increase,
which affects the capital intensive energy sector more than other sectors. The uneven
development of the relative price of energy explains the differences in energy consump-
tion growth between the two subperiods.

On a priori grounds, it cannot be ruled out that the projected slow growth of indus-
trial production in the Swedish economy is the result of increasing energy costs, but a
closer look at the results does not support such a hypothesis. The share of energy costs
in total production costs is generally low in the industrial sectors, between 5 and 10 per-
cent at the terminal point (the year 2000) compared with 3 and 8 percent in 1975. This
means that the projected energy price increase still has a relatively minor impact on the
development of production costs in industrial sectors.

Moreover, as long as Swedish energy prices change in the same way as energy prices
in other countries, the development of Sweden’s comparative advantages should not be
affected much by increasing relative prices of energy. To put it another way, the tripling
of world market energy prices should also be reflected in Leontief’s estimates of the world
market prices for sectors requiring energy. In the base case projection, we have assumed
an ‘“‘unchanged energy policy” in Sweden; that is, we have not assumed any major changes in
production technology in the energy sector or in the taxation of energy. The world mar-
ket price projections, obtained from the Leontief study, rest on similar assumptions.
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During the 1970s, a conflict arose between private and public consumption. In ac-
cordance with the projections obtained from the Ministry of Economic Affairs, we have
assumed that real public consumption will increase by 1.8 percent per annum between
1976 and 2000. In our projection, this leads to an increase in public employment of 1.8
percent per annum. As a result, the share of the labor force employed by the public sec-
tor increases from 22.6 to 36.9 percent. The price index for public consumption increases
by 2.2 percent per annum in relation to the general price level. Thus, in our projection,
the share of public consumption expenditures* in the nominal national income increases
from 26.8 percent to 36.9 percent in 2000. The impact of this development on the share
of private consumption expenditures is somewhat mitigated by an annual 0.6 percent
decrease in the relative price of capital goods, which in conjunction with fixed develop-
ment of real investment expenditures leads to a gradual decrease of the gross savings ratio.
As can be seen in Table 5, however, the projected development implies a slow growth of
disposable income for the household sector.

TABLE 5 Aggregate demand categories as a percentage share of GDP in constant and current prices.

Constant prices Current prices
Demand categories 1975 2000 1975 2000
Private consumption 51.8 64.6 518 44.7
Public consumption 26.8 254 26.8 36.9
Gross investments 22.3 25.7 223 18.5
Net exports --0.9 —15.6 —0.9 0.0

To sum up, the projection based on base case assumptions implies a considerably
slower rate of economic growth in Sweden in the future than during the first postwar
decades. Moreover, there is a significant shift of demand and reallocation of resources
from the industrial sector to the service sector.

4.2 Projected Sectoral Developments: The Base Case

Slow growth of the industrial sector as a whole does not prevent a substantial varia-
tion among industrial sectors. This can be seen in Table 6. The figures can be compared
with the annual growth rate of GDP, which amounts to 2 percent for the whole 25-year
period. As many as seven of the industrial sectors have higher projected growth rates than
2 percent; the most outstanding ones are paper products and electro-technical products.
Apart from the latter industry, however. the growth rates of the engineering sectors (11—
15), which are the growth sectors, are unfavorable considering the expectationsin Sweden,
as well as in other industrial countries. A rapid decline of the ships and boats sector is
expected and after five years has already been partially fulfilled, despite the rapid world

*The share of transfer payments in nominal national income is presently about 30 percent.
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TABLE 6 Projected annual growth rates of real production and of employment by sector 1975—
2000.

Projected growth rates in percent

Production sector Production Employment
Energy 1.8 -3.2
Agriculture, fishing, basic foods 2.1 —1.7
Forestry, wood, pulp, and paper 1.9 —0.1
Mining and quarrying —0.2 -33
Other foods, beverages, etc. 2.1 —0.7
Textile, clothing, leather 0.8 —2.4
Paper products 4.7 0.2
Chemical products 2.2 =32
Non-metallic mineral products 2.1 -—0.7
Metals -04 —5.1
Fabricated metal products 0.0 =30
Non-electrical machinery, etc. 0.8 —2.3
Transport equipment 1.1 —18
Electro-technical products 25 —2.6
Ships and boats -1.9 --5.0
Printing and miscellaneous products 2.1 —1.0
Hotels, restaurants, etc. 2.1 0.5
Construction 24 04
Wholesale and retail trade, etc. 1.7 —1.1
Transport and storage 19 -0.8
Financial and insurance services 1.9 0.8
Housing services 2.7 —2.6
Public services 1.8¢ 1.8%

@Assumed to be exogenously given.
bFollows from assumptions of zero rate of productivity change and no possibilities of factor substitution.

market growth rate. Consequently, it is the combination of bleak relative price develop-
ments and moderate productivity increases that explain this result.

Despite the absence of powerful external incentives for structural change embedded
in the world market scenarios based on Leontief, the typical stagnant industries are those
that were recognized as such in the later 1970s. Along with the ships and boats sector
mentioned above, we can expect negative growth rates for the mining and quarrying
industry and the metals industry. The forestry, wood, pulp, and paper industry continues
to have a relatively good growth performance, a result which appears attributable to
Leontief’s high world trade projections as well as to rapidly expanding deliveries to the
most spectacular growth sector: the paper products industry.

In summary, the structural adjustments within the industrial sector appear to con-
tinue with regard to stagnating industries, but the trends from the 1960s and 1970s for
some of the expected Swedish future growth industries are altered. This is especially
the case for the non-electrical machinery industry. It is the combination of rather *“pessi-
mistic”” world market scenarios for these industries and possibly the projected competi-
tive domestic market for primary factors of production (especially from service sectors),
that are probably accounting for this bleak outcome. Consequently, the small external
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incentives for structural change reduce the growth of the likely expansive sectors but do
not protect the problem sectors from stagnation or contraction. This result explains the
poor outlook for industrial employment. Even at the assumed historically low rates of
productivity increases, the industrial sectors cannot maintain their employment levels,
except in the expansive paper products industry.

In the following section we dwell upon this issue in more depth. Let us only direct
attention here to the discussion in the preceding section about the terms of trade increase
and the related slow growth of real exports compared with real imports, industrial pro-
duction, and GDP. These features would mark the ending of a long historical record of
export-led growth; Sweden would lose market shares rapidly, domestically as well as
abroad.

4.3 Macroeconomic Developments: Alternative Cases

At this point in the analysis of the projections, we have obtained a fairly evident
perception of the main causes behind economic development at large: reduced domestic
sources of ecomomic growth, smaller than expected external incentives for intersectoral
structural adjustments in the trade-exposed sector of the economy, and rapidly growing
world markets. It should also be clear by now why the alternative assumptions of cases
II-IV were chosen using increased productivity growth rates and decreased rates of world
market growth; both influence the industrial sector in the same way, by reducing the
pressures incurred through the improvement in Sweden’s terms of trade. Thus we alter
two of the three major growth pattern determinants mentioned above, but keep the third
(i.e., the incentives for structural change between industries) fundamentally unchanged.

Table 7 summarizes the projected development of the aggregate demand components
and the terms of trade between 1976 and 2000 in the base case and the three other cases
described in subsection 3.3. The results in Table 7 clearly indicate that the projected rates
of change of the macro variables are quite sensitive to variations in productivity and world
market assumptions. Although the variations made in these assumptions are arbitrary,
they are well within the range given by the uncertainty of the long-term projections
utilized in the construction of the scenarios. The results indicate that the uncertainty in

TABLE 7 Projected annual growth rates 1976 -2000 for selected macroeconomic variables.

Projected growth rates in percent

Variables Case 1 Case II Case II1 Case IV
Private consumption@ 29 4.0 2.2 36
Public consumptions 1.8 1.8 1.8 18
Gross investmentd 2.6 2.6 2.6 2.6
Exportsa 1.7 34 2.0 3.7
Importsa 34 37 2.6 30
GDP¢e 2.0 32 2.0 3.2
Terms of trade 1.9 0.4 0.7 - 0.6

SIn constant (1975) prices.
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these exogenous conditions leads to a significant uncertainty in the long-term projections
of GDP, real consumption, and other macroeconomic variables.

One of the most interesting results obtained from these experiments is the remark-
able difference the variations of underlying assumptions made in terms of changes in the
export growth rate. According to Table 7 the rate of export growth is mainly determined
by the productivity increase (compare cases I and II with cases II and III, respectively).
Observe here also that even this higher productivity growth rate falls below the earlier
postwar experience.

In summary, it is quite likely that the contributions to economic growth of the
overall productivity change are lowered in comparison with the contributions from fac-
tor accumulation in two ways: low sectoral productivity growth rates and small external
changes in comparative advantages. In this respect future economic development would
substantially deviate from past records. As has been shown by Kberg (1969) and in the
updated figures in IVA and [Ul (1979), the percentage contribution of the so-called
technique factor has increased over the postwar period at the expense of the contribu-
tions of capital and labor accumulation.

This shift in the role of factor accumulation is not at all a consequence of higher
accumulation rates. On the contrary, both primary factors of production increased more
in supply before the projection period than during it. Against this background it is inter-
esting to investigate the sensitivity of the projections with respect to the supply of capital
and labor. Such a sensitivity analysis for the results in the year 2000 can be easily revealed
in the form of elasticities of endogenous variables with respect to the total supply of
capital and labor (base case assumptions). The main findings are summarized in Table 8.
The elasticities are valid within a range of ¥10 percent for variations of the exogenous
variables in question.

TABLE 8 The calculated elasticity of GDP and real private consumption
with respect to selected exogenous variables.

Elasticity
Real private
Selected exogenous variables GDP consumption
Total supply of capital 0.33 0.35
Total supply of labor 0.74 0.83

Again the projections turn out to be quite sensitive to assumptions about exogenous
conditions. Apparently the conclusion that the Swedish economy has entered a period
with a significantly slower rate of economic growth than during the earlier postwar
decades holds only under scenario definitions I and III but not with more normal rates
of technical progress and higher capital and labor accumulation rates. In all projection
cases, however, the rate of GDP growth is lower than the 3.6 percent per annum during
the period 1950--1975.

Another important result obtained under base case conditions is that industrial
production is projected to grow more slowly than GDP in the future. This result, which
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represents a change in postwar trends, holds in all cases except case [V where industrial
production grows by 3.4 percent per annum and GDP by 3.2 percent per annum. In all
cases. however, total employment (in man-hours) in the industrial sectors declines by
more than 1 percent per annum. The overall impression given by the table is that the
best results for GDP and private consumption growth would be achieved if the supply
of labor could be increased. It can only be substituted for with a more than double rate
of increase in capital productivity.

4.4 Projected Sectoral Developments: Alternative Cases

As mentioned in the introductory part of this section the sectoral implications of
the four cases will be analyzed in terms of employment composition changes. The inter-
sectoral variation is not much affected by variations in the rate of productivity and world
market increases. In addition, a study of compositional changes in employment puts
more of the results in a policy perspective because of the priority of variousemployment
goals in Sweden. The full employment equilibria projected here, however, do not allow
an analysis of the full employment goal.

Table 9 presents the sectoral breakdown of employment in 1975 as well as in the
year 2000 according to the four alternative cases. Let us first concentrate our attention
on the broad changes in the employment composition.

The tertiary sector contributed to more than 60 percent of the national employ-
ment in 1975. About 25 percent of the labor force was occupied in the production of
public services. The base case projects the tertiary employment share to 76 percent in
the year 2000 with 39 percent in the public service sector. A service economy will
have arrived, and a large part of it will be organized as public services between privately
and publicly produced goods and services, according to the present division of labor in
Sweden.

Cases Il and 11l have in common a | percent per annum higher productivity growth
in all sectors. including the public sector. Evidently, this makes quite a difference in
terms of employment shares. Tertiary employment will then only expand from 62 to
about 70 percent, mainly because of the much lower rate of growth of employment in
the public sector. Its employment share of the whole tertiary sector increases from 40
to 44 percent compared with more than 50 percent in the base case projection.

Accordingly an overall and (in absolute terms) equalrise in the rate of productivity
growth improves the employment situation for primary and secondary sectors vis-a-vis
the tertiary and for private services employment compared with public services employ-
ment. Apparently, it is the decline in sectoral differences in the rate of productivity
growth that accomplishes this change in our results. The more optimistic the scenario
concerning productivity growth in the tertiary sector compared with the comimodity
producing sectors, the less the employment shift toward more service-producing jobs.

Finally, it is worth noting the changes in the composition of employment between
primary and secondary sectors. Table 10 gives a proper overview of the summary figures.

Only the ships and boats sector is excluded from the overview. According to all
projections this sector is the most dramatically declining one in terms of employment
shares, despite rather optimistic projections of world market growth rates.
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TABLE 10 Employment shares in selected sector groups in 1975 and in the year 2000 for cases 1
and II.

Employment shares in percent

Case I Case 11
Sector groups 1975 2000 2000
Primary and raw material based sectors (1, 2, 3,4) 134 10.1 12.6
Semi-raw material based sectors (5,9, 10) 4.1 22 2.7
Raw labor intensive footloose sectors (6,11, 16) 7.0 4.0 5.3
Paper, chemical, and most engineering products
(7.8,12,13,14) 12.6 7.5 9.4

The projected sectoral employment shares summarized in this way have the same
story to tell. The intersectoral changes in primary and secondary sectors are surprisingly
small. In fact the employment share decline is considerably smaller in the primary and
raw material based sectors than in the remaining categories of secondary sectors. This out-
come stands in sharp contrast to historical records for at least the last three or four decades.

Another contrast to past developments is that the chemical and engineering sectors
(9—15) have such a mediocre future. As mentioned earlier this result is mainly attributable
to the world market scenarios in Leontief (1977). These scenarios do not provide muchin-
centive for structural changes within the industrial sector. In fact it appears as if Leontief’s
relative price and market growth projections show an opposite tendency for future struc-
tural incentives than has been experienced in the last several decades. There is, therefore,
good reason to wonder whether these projections are compatible with both our general
knowledge about the secular trends and the projected trends in our own model toward a
more service producing economy.

5 REGIONAL IMPLICATIONS

The projected full employment equilibria presume smoothly adjusting commodity
and factor markets in the 25-year time horizon. Even though the time period is long,
there might be adjustment rigidities that are strong or long-standing enough to prevent
the projected reallocation of resources from taking place. Such rigidities may be endoge-
nous to the economic system or policy imposed. Compared with several other small,
open economies, Sweden differs in its spatial extensiveness; even the industries themselves
are spread over most of the country and scattered in many, often relatively dispersed,
villages or small towns.

The combination of a small, open, and spatially extensive economy may impose
adjustment rigidities in two ways. First, the geographical mobility of factors and products
may be more limited than in other small economies. Second, the regional population and
employment goals may have a relatively high priority compared with other goals.

This report focuses on the latter type of rigidity. Instead of making quantified pro-
jections of the regional developments associated with the projected national—sectoral one,
we have settled for a more qualitative approach. By comparing the regional implications
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of sectoral employment presented in section 4.4, it is possible to draw some general con-
clusions about the nature of the future regional labor market adjustment problems. The
magnitude of the adjustment problems suggests, in turn, whether or not the projected
developments are politically feasible in the sense that they could be acceptable with the
current goal priorities.

The discussion on this point must combine two regional adjustment problems. One
is historically associated with the contraction of the primary sectors in northern Sweden
and the other with the rapid metropolitan growth of especially the Stockholm region,
which is attributable to the expanding tertiary sector. Both these sectors incorporate
many production units that are not as footloose as the corresponding establishments in
the manufacturing industry.

The historical concentration of the tertiary sectors in metropolitan Sweden is shown
in Table 11. The three metropolitan counties surrounding Stockholm, Gothenburg, and
Malmoe in 1975 had about 36 percent of Sweden’s total population and 39 percent of

TABLE 11 Population and employment shares (in percent) for three metropolitan counties (Stock-
holm, Gothenburg and Bohus, and Malmoehus) in 1970 and 1975.

The metropolitan

All three county of Stock-

metropolitan holm, capital city

counties of Sweden
Production sector 1970 1975 1970 1975
Agriculture, forestry, fishing 15.6 15.7 34 34
Mining and quarrying 9.7 5.7 43 3.1
Manufacturing 31.0 30.1 134 12.5
Electricity, gas, heat, and water production 44 4 399 244 21.2
Construction industry 359 35.2 18.2 17.2
Wholesale and retail trade, hotels, restaurants 47.1 46.3 25.0 245
Transport and communications 474 48.7 255 254
Finance, insurance, housing services, consulting 61.1 578 40.6 38.2
Public services 423 43.0 242 247
Total employment in above sectors 38.3 38.7 199 20.1
Total population 36.1 359 18.3 18.2

SOURCE: Table 3.6 in Goteborgs kommun (1978).

its total employment. Their combined share of total employment was substantially higher
in each one of the tertiary sectors. This was particularly the case for the finance, insurance,
housing services, and consulting sector.* Moreover, most of this location bias was due to
the high shares of the capital city of Stockholm.

*The decline in the employment concentration of this sector between 1970 and 1975 is probably due
to a decentralization of certain large insurance companies and commercial banks. This decentralization
was made possible by the relatively early and rapid introduction of computers and computerized infor-
mation systems of Swedish insurance companies and banks.
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Against this background it appears safe to conclude that each one of the sectoral
employment projections in section 4.4 is bound to clash with present regional popu-
lation and employment goals, if each region roughly maintains its 1975 sectoral em-
ployment shares. The base case projections appear incompatible with the regional em-
ployment goals because it seems unlikely that enough successful policies can be organized
for the outmigration of the production of public and private services from Stockholm
to distant cities. All four cases also forcefully induce a more concentrated urban settle-
ment, even if the regional balance is restored through countervailing market forces or
policies.

Our conclusion is that the higher the rate of productivity growth in the tertiary
sector (especially in the public services sector) compared with the manufacturing sector,
and the more labor saving its technical progress, the better the possibilities are of both
attaining a rapid economic growth and restoring a more balanced development of regional
labor markets.

According to the sectoral projections, the main structural adjustment in Sweden up
to the year 2000 is associated with the declining importance of the manufacturing indus-
try compared with the tertiary sectors in particular but also with the primary sectors.
Since the primary sectors and the raw material based industries have a projected slower
employment decline than other manufacturing sectors, the adjustment pressures of
northern Sweden merely emanate from the same problem as all Sweden compared with
the metropolitan regions: the pronounced concentration of tertiary production in the
Stockholm area in particular and the disruptively strong projected expansion of such
production.

One feature of this projected sectoral development is the almost equiproportional
contraction of all parts of the manufacturing industry. Thus according to our projections,
there are no marked differences between the earlier expanding parts of the manufacturing
industry and those parts that have already been contracting for some time. This feature
of the projections, which is attributable to the chosen world market scenario, is in our
opinion rather unrealistic. All information about the emerging changes in the internation-
al division of labor in the world market for manufacturing products suggests strong incen-
tives to structural adjustments in industrialized countries. At present we must unfortu-
nately accept the sectoral projections. This implies that the regional adjustment associated
with these projections will be small unless both the interregional division of labor is dif-
ferent within the investigated industrial sectors and the growth rates differ a great deal
between the subsectors at more disaggregated levels. We know from the development in
the 1960s and 1970s that this is likely (Ohlsson 1979, 1980d). The projected sectoral
growth pattern, however, constitutes a break with earlier sectoral trends, which makes it
difficult to bring the analysis further on this point by utilizing information at more
detailed subsector levels.

In conclusion, the projected sectoral changes within the manufacturing industry
do not give rise to problems concerning major additional impacts from this sector on the
regional balance of the domestic labor market. The world market scenarios used for the
projections, however, leave much doubt about the rather optimistic outlook for raw
material and raw material based production as well as raw labor intensive production
compared with more technologically sophisticated products.
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6 EVALUATION AND POSSIBLE ELABORATIONS OF THE METHODOLOGICAL
APPROACH

The main purpose of this study is to identify possible future development paths for
the Swedish economy in a context where both world market conditions and domestic
factor accumulation and productivity growth are explicitly taken into account. A second
purpose is to apply a slightly new approach in the analysis of these issues. Thus after the
presentation of our findings concerning the substantive issues, it is appropriate to evaluate
the adopted methodological approach and to point out some future directions of research.

The basic idea in our approach is to focus on the interaction between domestic and
world market factors within a general equilibrium framework. This framework is repre-
sented here by a general equilibrium model of the Swedish economy. The model analysis
generated two results that are suitable points of departure for an evaluation of the approach.

The first of these is the projected improvement in Sweden’s terms of trade, which
takes place despite a considerable projected increase in oil prices. In a technical sense our
result is the combined effect of three factors: the relatively low values of the price elastic-
ity parameters in the import and export functions, a relatively fast projected growth of
world market trade, and a relatively slow domestic economic growth. That these were
the key factors was confirmed by an extensive sensitivity analysis of the results.

These findings suggest that it is important to take both the supply side (world mar-
ket prices) and the demand side of the rest of the world explicitly into account in the
analysis. Thus the terms of trade of the Swedish economy can be determined from world
market prices, in foreign currency units, only when the rates of growth in Sweden and
Sweden’s trading partners coincide. When this is not the case, which is the normal situa-
tion, projections of world market prices become an uncertain basis for projections of
the terms of trade.

Obviously our results for the projected development of the terms of trade depend
on price elasticity parameters in the import and export functions. A rather extensive sen-
sitivity analysis, however, with relatively large variations of the import and export price
elasticities around the adopted values, indicated a substantial robustness of the results
with respect to these parameters. Nevertheless the treatment of foreign trade in the mod-
el might be the crucial factor behind our results. This is because the very existence of
downward sloping price-dependent import and export functions can be questioned for a
country like Sweden, which to a large extent conforms to the concept of a small, open
economy.

In such an economy the producers in the tradeexposed sectors in general can be
regarded as price takers on international markets. Available econometric evidence, how-
ever, does not generally support the small, open economy assumptions for Sweden. We
will not dwell on this issue here* but only point out that both our results and the specifi-
cation of the model depends on the existence of downward sloping import and export
functions.

The other result that was interesting from the methodological point of view was the
limited structural change within the trade-exposed sector in our projections. Thus there
were only two trading sectors with a considerably different development than the trade-

*A fairly extensive discussion about this issue can be found in Bergman and Pdr (forthcoming).
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exposed sector as a whole. These were the shipyards and the metal industry. That is,
most of the projected reallocation of resources within the trade-exposed sector can be
regarded as an adjustment to comparative advantage changes that have already taken
place. This points to the basic difficulty with our approach: the projections of domestic
factor accumulation and productivity change might well reflect the same expectations as
those underlying the projections of world market prices and trade flows. If that is the
case the two sets of projections cannot be used to generate projections of future changes
in comparative advantages.

Thus our limited knowledge of the expectations underlying the projections of exog-
enous conditions used in this study makes it difficult to draw conclusions regarding future
structural change in Sweden on the basis of our results. There seems to be two ways to
approach this issue. One is simply to make a closer investigation of the scenarios for
domestic factor accumulation and, particularly, for productivity growth. Another is
to expand the representation of the rest of the world in the model in such a way that
world market prices and trade flows can be generated from explicit assumptions of pro-
duction accumulation, productivity change, and demand changes in the rest of the
world. These approaches are not mutually exclusive, and neither can be preferred on a
priori grounds.

It is clear that our approach rests on the assumption that the projection of world
market conditions is independent of the projection of exogenous domestic conditions.
Even if this assumption is satisfied one way or another, however, the usefulness of the
exercises presented in this report to a large extent depends on the properties of the model
used in the analysis. Obviously the model used in this study has definite limitations. A
general equilibrium model of the type used here,i.e., where factors of production can be
reallocated between sectors without friction, can be used to identify the degree of struc-
tural imbalance in the economy. If, however, the equilibrium allocation of resources at
one point in time differs considerably from that at another point in time, it can only be
concluded that some kind of structural change process must take place if both equilibria
are to be realized; the model does not say anything about the nature of this process.

Consequently, a desirable improvement of the model would be to incorporate some
of the rigidities that characterize the real world. The most natural elaboration of the
model in this context would be to incorporate a “‘putty—clay’ nature of capital, thus
giving the model an explicit time dimension and a specification such that sectoral real-
locations of capital take place through investments.® Further elaborations could involve
an explicit regional dimension and a subdivision of the labor market into a number of
more or less isolated submarkets.

From our results it is obvious that the public sector plays a crucial role in indus-
trial development projections. Little is known about the rate of productivity change of
the public sector and the determinants behind this change. Perhaps even more crucial
from the methodological point of view is that no policy imposed rigidities could be
taken into account. Nor is the role of the government in the formation of human and
non-human capital explicitly recognized in the projection model. Possible elaborations of
the public sector and the role of the government appear therefore as interesting future
avenues of research.

*This is done in the “‘dynamic” model presented in Bergman and Pér (forthcoming).
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DYNAMIC LINEAR PROGRAMMING MODELS OF ENERGY,
RESOURCE, AND ECONOMIC-DEVELOPMENT SYSTEMS

Anatoli Propoi and Igor Zimin
International Institute for Applied Systems Analysis, Laxenburg, Austria

SUMMARY

This report develops a unified dynamic linear programming approach to studying
long-range development alternatives in the energy sector. With the demand for energy and
the supply of nonenergy resources needed to develop the energy supply system given
exogenously, the report first seeks the optimal mix, phased over time, of different energy
technologies. Next, it considers the problem of finding, for primary energy resources, the
optimal mix over time of different exploration and extraction technologies. The third part
of the report uses an optimization version of a dynamic input—output model to study the
macroeconomic impacts of the energy sector. Finally, the report discusses the interactions
among these models, presents a general dynamic linear programming framework, and takes
up some related methodological issues.

INTRODUCTION

This report is an attempt to review and extend methodological research into the
development of complex systems. One very typical, and probably the most urgent,example
of this sort of problem is the analysis and planning of the long-term development of energy
systems. During the last decade, interest in energy problems has considerably increased all
over the world and we have witnessed significant progress in the field (A.A. Makarov and
Melentjev 1973; Hifele and Manne 1974;Hifele 1974;Hudson and Jorgenson 1975; Hifele
and Sassin 1976; Belyaev et al. 1976; Hifele and A.A. Makarov 1977; Hifele et al. 1977,
A A. Makarov 1977; Kononov 1977; Behling et al. 1977; Hoffman and Jorgenson 1977).
However, most of this work has been concerned with the detailed implementation of dif-
ferent energy models. As regards methodological mathematical analysis of the problem,
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we must of course expect a slight time lag at first, but preliminary attempts have already
been made (see, for example, Alta Conference 1975; Tomlin 1976).

Meanwhile, when we analyze the outputs of various energy models implemented in
different ways, many methodological questions arise: for example, how should models of
energy supply, resources, and the economy be linked into an overall (national) system;
what is the most appropriate form of world (“‘global’’) energy model -- a game-theoretical,
optimization, or simulation model; how does our uncertainty concerning future input data
influence our degree of certainty about the correctness of present decisions; etc. These
questions do not only relate to energy models but are also of concern for any problems
involving the long-term development of a complex system (Aganbegyan et al. 1974;
Aganbegyan and Valtukh 1975); one example is the analysis of the long-term interaction
between manpower and economic development (Propoi 1978).

This report tries to answer some of the questions outlined above. The first three
sections describe basic dynamic optimization models — of energy supply, resources, and
economic development — all formally presented in a unified dynamic programming frame-
work (Propoi 1973, 1976; Ho 1979). Section 1 considers models of Energy Supply Systems
(ESS); the demand for energy and the supply of nonenergy resources needed to develop
the ESS are given exogenously, and we seek the optimal mix, phased over a period of time,
of different energy technologies. Section 2 examines resource models. Here the problem
is to find, for primary energy resources, the optimal mix over time of different extraction
and exploration technologies. Section 3 describes dynamic linear programming models of
an economy; these are basically optimization versions of dynamic input—output models.

In describing these models, we have tried to concentrate on the most typical features
of each, omitting the various details of implementation in order to obtain three basic for-
malized models which could be useful for subsequent mathematical analysis. The internal
structure of the report follows on directly from this: in each of the first three sections we
start by considering a basic model and then examine some related real models which can
be viewed as modified versions of the basic model.

Sections 1-3 consider each model independently on a national (or regional) level.
Methods for linking different models (for example, energy—economy or resources—energy)
are discussed in Section 4, while Section S suggests a canonical form for the dynamic linear
programming problem to which all the models can be reduced. The report closes with a
recapitulation of the main conclusions and suggestions for further research.

This report is primarily a review, intended to give the various models a unified presen-
tation, thus providing a basis for further development of methods for the solution and
analysis of such models.

1 ENERGY SUPPLY MODELS

We begin with models of Energy Supply Systems (ESS) because ESS play central
roles in any study of energy resources. The main purpose of the ESS models is to study
major energy options over the next 25—50 years and longer, thus determining the optimal
feasible transition from the mix of technologies for energy production currently used (basi-
cally fossil fuels), to a more progressive and, in some sense, optimal future mixture of
technologies (nuclear, coal, solar, etc.) for a given region (or country). When considering
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ESS models, we will basically follow the Hifele—Manne model (Hifele and Manne 1974),
and then discuss different versions and modifications of the models.
In formulating Dynamic Linear Programming (DLP) problems, it is useful to identify

(i) the state equations of the systems with the state and control variables clearly
separated
(ii) the constraints imposed on these variables
(iii) the planning period T — the number of periods during which the system is
considered and the length of each period
(iv) the performance index (or objective function) gives some quantitative measure
of the performance of a program

We will now consider these four stages separately as applied to the ESS models.
1.1 Basic Model

1.1.1 State Equations
The ESS model is broken down into two subsystems: energy production and conver-
sion, and resource consumption. Hence, two sets of state equations are needed.

Energy production and conversion subsystem. The subsystem consists of a certain number
of technologies for energy production (fossil, nuclear, solar, etc.). The state of the sub-
system during each period ¢ is described by the values of capacities during that period ¢ for
all energy-production technologies.

Let

y{(t) be the capacity of theith energy-production technology (i=1,2,...,n)during
period ¢;
n  be the total number of different technologies for energy production to be con-
sidered in the model; and
v{(#) be the increase in the capacity of the ith technology over period r (i = 1, 2,

., h).
It is assumed that the lifetime of each unit of productive capacity, for example each power
plant, is limited: this limited lifetime, characteristic of facilities based on technology i, will
be denoted by 7,.

Thus, the state equations which describe the development of the energy production
and conversion subsystem will be as follows

y{e+ D=y ) +v () vt —T) (G=412,...,n,¢t=0,1,...,T—1) (1.1)
with the given initial conditions

y0 =y  G=1,2,...,n (1.2)
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The increase in the capacity of the ith technology, v,(¢), during the period preceding
the time horizon considered (¢ < 0) is also assumed to be known

v(—T) =), (D=1 (=1,2,...,n) (1.3)

where {v)(— 1), ...,v](— 1)} are given numbers.
Equations (1.1) and (1.2) can be rewritten in vector form

Y+ D=py@+v(t)—v(it—1) (1.1a)
y(0) =y° (1.2a)
Here

y@)= {yi(t)} is a state vector of the subsystem in period 7, describing the state of the

energy production and conversion subsystem i(i=1,2,. .., n)in this period;
v(t) = {vl.(t)} is a control vector, describing control actions affecting subsystem i(i =1,
2,...,n)in period ¢; and

={1} ((=1,2,...,n)

Resource consumption subsystem. State equations of this subsystem describe the dynamics

of cumulative amounts of extracted primary energy resources.
Let

zj(t) be the cumulative amount of the jth resource extracted by the beginning of
period (sometimes year) ¢, where j =1,2,...,m);
m  be the total number of different primary resources under consideration;and
qji(t) be the fraction of the jth resource (primary energy input) required for load-
ing the capacity of the ith energy production technology (secondary energy
output)in period ¢t (i=1,2,...,n;,j=1,2,...,m); qji(t)representsthe
conversion process j>i.

Generally, some capacity will not always be completely loaded; therefore we intro-
duce a new variable ui(t) which represents the degree of utilization of productive capacity
based on technology i (= 1,2, ...,n)in period ¢. It is evident that

ut) <y;(t) (i=1,2,...,n) 1.4)
or, in vectorial form

u(t)<y(t) (1.4a)

If we assume that the primary energy resource extraction during period ¢ is propor-

tional to the degree of utilization of energy-production capacity in this period, we can write
the state equations in the form

20+ =50+ £q,0) 40 (13)
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with initial conditions

z].(0)=z]9 G(=1,2,...,m) (1.6)
or, in matrix form

2(t + 1) = z(¢) + Q(2)u(2) (1.5a)
2(0) =2° (1.6a)

Here z(¢) is a state vector and u(¢) is a control vector. The subsystems (1.1) and (1.5)
are linked by means of the inequalities (1.4).

If the conversion process j — i is denoted by the matrix Q(f) = {§ ‘./.(t)}, then eqn.
(1.5a) should be rewritten as

z(t + 1) = z(£) + QL (Ou(d) (1.5b)

where GT denotes the transpose of the matrix 6

In some cases it is necessary to introduce variables representing stocks of the primary
resources extracted (inventory resources). Let Z (r) be such a variable for the jth resource
and w,(¢) the amount of this resource extracted annually. The state equation for the in-
ventory subsystem will then be as follows

Z(t+ 1) =72(0) + w(t) — Q()u(?)

In the above case, Z(¢) = O for all ¢, and w(f) = Q(#)u(t). This is a reasonable assumption
because, in the long term, one can neglect the accumulation of stocks of resources.

It should be noted that the real equations of the resource-consumption subsystem
are more complex [see Hifele and Manne (1974) and the discussion in Section 1.2].

1.1.2 Constraints
The state equations (1.1) and (1.5) specify the dynamic constraints on variables, but
we also have a number of static constraints on variables for each period ¢.

Nonnegativity . It is evident that no variables introduced into the state equations (1.1) and
(1.5) can be negative

W) =0, y(£)=20, u(t)=20, z(1)=0 (1.7)
Availability . To begin with, upper limits are imposed on the annual construction rates

v (B) <7 () (i=12,...,n (1.8)
where ii(t) are given numbers. In a more general form, these constraints may be written as

F(ew(t) < f(t) (1.9)
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where f(¢) is the vector of nonenergy inputs which are needed for the energy production
subsystem. The matrix F(¢z) denotes the amounts of these resources required for the con-
struction of one unit of capacity using the ith technology in period ¢. Limits on the rates
of introduction of new technology can also be written in the form of eqns. (1.8) or (1.9).
More general cases, where the time lags between investment decisions and actual increases
in capacity are taken into account, are considered in Section 3.1. In such a situation we
can directly link the ESS model with the economic model described in Section 3.

The constraints on the availability of the primary energy resources may be given in
the form

2(1) < (1) (1.10)

where Z(¢) is the vector of all available energy resources (resources in place) in period ¢, and
2(¢) is calculated from egn. (1.5).

The constraints on the availability of the secondary energy-production capacities are
given by inequality (1.4).

Demand. The intermediate and final demands for energy are assumed to be given for all
planning periods considered. Hence the demand constraints can be written as

L, uf0>d,0) (1.11)
or

D(0)u(2) > d(1) (1.11a)
where
d(t) = {d,(t)} is the given vector forall ¢ (¢+=0,1,...,T 1) of energy demand, both

intermediate and final (that is, including both the electrical and nonelec-
trical components of final demand); and

D(¢) = {dk,.(t)} is the matrix with components dki(t), defining either intermediate con-
sumption of secondary energy & per unit of total secondary-energy pro-
duction, or the conversion efficiency when producing one unit of second-
ary energy k from energy originally produced using technology i.

1.1.3 Planning Period

The planning period is broken down into T steps, where T is given exogeneously.
Each step is of a certain length (e g., one, three, or five years). Hifele and Manne (1974)
chose a planning period of 75 years and each step corresponded to three years, so in that
case T = 25. Since information on the coefficients of the model becomes more inaccurate
with an increasing number of steps it is useful to consider steps which are not all of equal
length. For example, Marcuse et al. (1976) decided on a planning period of 100 years,
divided into ten steps of varying length (the first five periods of six years each, the next three
periods of ten years each, and the last two periods of twenty years each).
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1.1.4 Objective Function

The choice of the objective function is one of the more important stages in model
building. Full discussion of the economic aspects of ESS modeling objectives is beyond the
scope of this report. Here we would like specifically to emphasize only two points: first,
in many cases the objective functions can be expressed as linear functions of state and
control variables, thus making it possible to use Linear Programming (LP) techniques.
Second, the optimization procedure should not be viewed as a final part of the planning pro-
cess (yielding a “‘unique” optimal solution), but only as a tool for analyzing the connec-
tion between policy alternatives and system performance. Thus in practical applications a
policy analysis with various different objective functions is required. For our purpose,
however, it is sufficient to limit ourselves to some typical examples of objectives.

Let us consider the objective function which expresses the total capital costs, dis-
counted over time, for both the construction and the operation of units of productive
capacity based on technology 7

J=5 5(:)[ 2 ct(u )+ 2 cf(t)v‘.(t):l (1.12)
r=0 i=1 i=1
where

c;‘(t) are the operating and maintenance costs for units of productive capacity based
on technology 7 in period ¢;
c:.’(t) are the investment costs for units of productive capacity based on technology
iin period t; and
B(r) is the discount rate.

We can express this in vector form as

T_
J=t§:ﬁ(r) (@), () +(e" (@), w(0)] (1.12a)

Note that the scalar product (c“(¢), u(t)) expresses not only direct operating and
maintenance costs during step # but may also indirectly include the cost of primary resources
consumed during this step. In a more explicit way, this cost can be written as (c“(¢),
Q(Hu(r)) , where ¢¥(r) should increase with the cumulative amount of resources consumed.
This leads to a nonlinear objective function. A reasonable approximation in this case is a
stepwise function for ¢“(r). Thus, ¢“(¢) in eqn. (1.12) can be a stepwise function, with
values for each step which depend on the values of cumulative extraction of resources z(¢)
[or on the difference Z(t) — z(r)] .

1.1.5 Statement of the Problem
To begin with, we introduce a number of definitions. A sequence of vectors

v={0),..., (T 1)}, u= {u(0),...,u(T- 1)}

are controls of the system; a sequence of vectors

y={00),....xD)}
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determined by eqns. (1.1) and (1.2) defines a (capacity) trajectory of the system; and a
sequence of vectors

z={z(0),...,z(}

determined by eqns. (1.5) and (1.6) is a (cumulative resources) trajectory of the system.,

Sequences of control and state vectors {»,u,y,z}which satisfy all the constraints of
the problem [for example eqns.(1.1)—(1.11)in this case] are called feasible. Having chosen
feasible controls v and u one can obtain, by using eqns. (1.1)—(1.3), (1.5), and (1.6), feas-
ible state trajectories y and z. Thus

J =J(»(0),2(0), v,u) = J(v,u)

A feasible control {v*,u*}which minimizes the objective function described in eqn.
(1.12) or the equation above will be called an optimal control.
We can now formulate the optimization problem for the energy supply system.

Problem 1.1. Given the state equations

Y+ )=y +v@e)—v@—1) (1.1a)

2(t + 1) = z(t) + Q()u(r) (1.53)
with initial conditions

y(©0)=y° (1.22)

2(0) = 2° (1.6a)

and known parameters
(=)= (7,...,n(— D=1 (1.3)

find controls {v,u}, and corresponding trajectories {y,z}, which satisfy the constraints
wt)=0;u(t) = 0;y(¢) = 0;and z(r) =0

F(tw(1) < f(t) (19)
u() <y(f) (1.42)
(N <Z() (1.10)
Du(t) = d() (1.11a)

and minimize the objective function

T-1
Jo,u) = EO BOK (), u@®) + (" (1), v(t))] (1.12a)
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Verbally, the policy analysis in the energy supply system model, which is formalized
as Problem 1.1, can be stated as follows.

At the beginning of the planning period, energy production capacities broken down
into several “homogeneous” technologies (fossil, nuclear, solar, etc.) are known [eqn.
(1.2a)] . There are various possible options for developing these initial energy production
capacities in the system during the period considered. These options are subject to con-
straints on the availability of primary energy resources [eqns. (1.5a), (1.6a), (1.10)], and
constraints on the availability of nonenergy resources [eqn. (1.9)} required for the con-
struction of new units of energy production capacity. Each of these options has its own
advantages and disadvantages, and the problem consists of finding an optimal mix of these
options, which, over a given period,

~— meets the given demand for secondary energy [eqn. (1.11a)]

— satisfies the constraints on the availability of primary energy resources and non-
energy resources [eqns. (1.9), (1.10)]

— minimizes the total costs (for both construction and operation) [eqn. (1.12a)]

There are two important vector parameters in the model, both of which are given
exogenously: the amount of nonenergy resources f(t) available during the planning period,
and the demand d(¢) for secondary energy. These values mainly affect the interaction of
the energy supply system with the economic development system (see Section 4).

1.2 Discussion

The version of an energy supply system (ESS) model considered above is somewhat
simplified, but nevertheless it reveals the major features of real systems. The actual imple-
mentation of the various ESS models is naturally more detailed and complicated;it depends
to a great extent on the general approach selected for the overall ESS model, and on the
assumptions about energy and the economy used for building its separate submodels. We
will not, however, pay too much attention to the physical peculiarities of different ESS
models but will rather try to emphasize the methodological characteristics of the various
models and their relationships to Problem 1.1. 1t should be noted that some of the notation
used below is different to that used in the original versions of the models to facilitate anal-
ysis and comparison.

1.2.1 Hifele-Manne Model

To illustrate the model described above, we will consider the Hifele—Manne model
(Hifele and Manne 1974; Suzuki 1975) in rather more detail. In the model a 75-year plan-
ning horizon is subdivided into 25 intervals, each three years in length. Total energy pro-
duction capacity is divided into two groups: new technologies, for which additional capacity
is being constructed during the planning horizon and some “old” technologies. We denote
the vectors of new and old capacities by y(r) = {yl.(t)} (i=1,2,...,n)and y (1) =
{yoi(t)} i=1,2,..., n,), respectively. The vector y(¢) refers to capacity installed or
added to during the planning horizon and based on such technologies as coal (COAL),
petroleum, gas, etc. (PETG), the light water reactor (LWR), the fast breeder reactor (FBR),
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electrolytic production of hydrogen (ELHY), etc.; the exogenous vector y(¢) refers to
the amount of capacity based on fossil fuels (coal, petroleum, gas, etc.) already available
at the beginning of the planning horizon. It is assumed that all units of new capacity are
retired after 30 years of service, and that they are operated at a constant rate throughout
the 30-year period. Thus, the state equations for the energy production subsystem can be
written in the form of eqn. (1.1), where i = COAL, PETG, LWR, FBR, ELHY, etc; ¢ = 0,
1,...,24;7,=10foralli;and v’.(t) is the increase in the capacity of the ith technology
in the three years included in time period ¢ [by assumption v () = 3V,(¥), where V(7') is
the annual increase in year ¥ =0,3,6,...].
Hifele and Manne (1974) assume a total loading of capacities

ult) =y L) (1.13)
In this case, the state equations for the energy consumption subsystem have the form
z].(t +1)= zl.(t) + a; [y].(t) + yoj(t)] ( = COAL,PETG) (1.14)

for coal and for petroleum and gas; in other words, the cumulative consumption z].(t +1)
of coal or petroleum and gas by the beginning of period ¢ + 1 is equal to the cumulative
consumption z(t) of this resource by the beginning of period ¢ plus the consumption by
the existing production capacity y(¢) +y (¢) during period ¢.
. ] .
For natural uranium (NU) we have the equation

gyt 1) = 240 + legyypwr O — ey nunc @)
+ by [PLwr @+ D) —vpyg (¢ ~10)]
+b%\1U [VHTR(I+ 1)_VHTR(I—10)] (1.15a)

Examining the terms on the right-hand side of eqn. (1.15a), we see first that natural uranium
is required in period ¢ for the current refueling of existinglight water reactor (LWR) capac-
ity; we note also that part of the total requirement can be met by using high cost natural
uranium (NUHC), which therefore appears as a negative term. Additional amounts of
natural uranium are required for setting up new LWR and HTR (high temperature reactor)
capacity three years later (in the next period, ¢ + 1); because the spent fuel is reprocessed,
uranium is effectively released when the LWR and HTR facilities are retired at the end
of their service lifetime of ten three-year periods [this accounts for the negative terms
v wr ¢ —10) and vy (¢ — 10), respectively] .

For natural uranium it is appropriate to speak of cumulative resource consumption,
but for man-made plutonium we must consider cumulative resource production, which
alters the sense of the state equation. For plutonium the state equation includes the fol-
lowing elements. The cumulative sum [zpy (;p(£ + 1)] of plutonium produced by the be-
ginning of period ¢ + 1 is equal to the cumulative sum [zPLUT(t)] of the plutonium pro-
duced by the beginning of period ¢, plus production [y yr (#)] from LWRs during period
t, plus the gain [ypgp; (£)] from fast breeder reactors (FBRs) during period ¢, plus amounts



DLP models of energy, resource, and economic systems 417

[Vegr(t — 10)] “reclaimed” from FBRs retired at the end of their 30-year lifespan, minus
consumption [vpgg (?)] for setting up new FBR capacity during period 7. Stating this
mathematically

— 1
zppur{t + 1) = 2p yp(®) + ap gV Lwr ()

+ap; yrYepLp® t OpLut PEBr (¢ —10) —Vpggr (] (1.15b)

It should be emphasized that these equations are given here only for illustration:
complete explanation of the equations would require a description of the nuclear cycle,
which would fall outside the scope of this report [for further details see, for example,
Hifele and Manne (1974)] . Here we will merely state that in matrix form these equations
may be written as

L+ 1) =Z(O)+ Ay, O) T Ay + Ay —1)
+ B, »(6)+B,w(t +1)—B,p(t —17) (1.15¢)

and over the long term they can in fact be reduced to eqgn. (1.5).
Demand constraints in the model (Hifele and Manne 1974) are written in the form

Dy(t) + Dy, (8) = d(¢) (1.16)
for final demand and
Dy(@)+D, vt +1)—v(t—17)] =0 (1.17)

for intermediate demand. Only two types of demand are considered, namely, for electrical
and nonelectrical energy. Hifele and Manne give the objective function in a linear form
similar to eqn. (1.12) for their model societies 1 and 2, and in a nonlinear form

T-1
I =2 [a,(0d] () +a, (72 (0] (1.18)

for their model society 3. In the last case it is assumed that demands [d (¢) for electrical
and d, (#) for nonelectrical energy] are responsive to prices and hence are endogenously
determined in the model.

1.2.2 ETA Model

The model for Energy Technology Assessment (ETA) is closely related to the energy
supply system model considered above. The model was developed by Manne (1976, 1977)
and represents a further development of the nonlinear version (model society 3) of the
Hifele—Manne model. ETA is a medium-sized, nonlinear programming model (with linear
constraints). It contains, for a 15-stage planning horizon (each stage 5 years long), a total
of 300 rows, 700 columns, and 2500 nonzero matrix elements. The model was solved
using MINOS — a general-purpose production code developed by Murtagh and Saunders
(1978) for solving large-scale nonlinear programs with linear constraints; the code is based
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on the reduced-gradient algorithm and, on an IBM 370/168, takes 70 seconds to solve the
first case and 30 seconds for each subsequent case (Manne 1976, 1977).

Formally, the ETA model constraints have the form of egns. (1.1)--(1.3) and (1.13—
(1.17). The objective function may be viewed in either of two equivalent ways: maximizing
the sum of consumers’ plus producers’ surplus, or minimizing the sum of the costs of
conservation measures plus interfuel substitution costs plus the costs of energy supply. In
the latter case it is essentially a combination of eqns. (1.12) and (1.18). Because the objec-
tive function is formulated in this way, ETA automatically allows for price-induced con-
servation and also for interfuel substitution.

1.2.3 MESSAGE
The models considered above (Problem 1.1) are formally DLP models of general
type (one-index models). By introducing energy flows (from supply points to demand
‘points) we arrive at DLP models of the transportation type (two-index models). The energy
models MESSAGE (Agnew et al. 1978a, b) and DESOM [see Marcuse et al. (1976) and
Section 1.2.4 below] can both be written in this form. It should be noted that such models
cannot be directly handled by transportation or network algorithms, and that therefore
conventional LP-packages were used for their solution (Agnew et al. 1978b; Marcuse et al.
1976). The extension of transportation algorithms to handle this particular type of problem
was reported recently by Krivonozhko and Propoi (1979).

MESSAGE (Model for Energy Supply Systems Alternatives and their General Envi-
ronmental impact) was developed by Voss, Agnew,and Schrattenholzer at the International
Institute for Applied Systems Analysis (IIASA) as an extension of the Hifele—Manne
model. The model differs from its predecessors (Hifele and Manne 1974; Suzuki 1975) in
that it includes all allocated secondary energy to end users, incorporates an increased num-
ber of supply technologies, makes distinctions between different price categories of natural
resources, and adds the costs of resources extracted to the objective function (Agnew et al.
1978a, b).

A simplified diagram of the MESSAGE model is presented in Figure 1. Each conver-
sion process is linked to the other blocks of the system by flows of energy inputs and out-
puts. Each primary energy resource is either converted into a secondary energy form by a
central-station conversion process (e.g., coal converted to electricity) or used directly as a
fuel by a decentralized conversion process or end-use technology (e.g., coal used for space
heating).

We will now describe a very simplified version of the energy flow model.

Let x].il(t) be the energy flow in period ¢ from supply category j (e.g., primary re-
source f) to demand category / (e g., end-use technology /) using conversion process i. Then,
following the usual procedure for transportation problems, we can define the supply of
energy / which should be greater than or equal to the given demand di(#)

/ZI (!j.”.x].ﬂ(t) = di(f) (1.19)

On the other hand, the total consumption w/.(t) of primary energy resource j in period f is
limited by the availability of this resource

5 Bj”xjﬂ(t) = w].(t) (1.20)
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z/.(t‘+ 1)=zi(t)+w/(t) (121)
() <Z(1) (1.22)

Here z/.(t) and Z.(¢) have the same meaning as in egns.(1.5) and (1.10). The degree of utiliz-
ation u () of process i is also limited by the available production capacity y )

/_ZI) 'y/.”x/.il(t) =ul?) (123)

u () <y{?) (1.24)
In egns. (1.19), (1.20), and (1.23) 1> ﬁiil’ and Yy are coefficients of energy-resource
conversion efficiency (for examples see the next sections).

The development of the production capacity subsystem is described by state equa-
tions similar to egn. (1.1).

We are now in a position to formulate a DLP model as follows.

Problem 1.2. Given the state equations

yi(t+1)=yi(t)+vi(t)—vi(t—1'l.) (i=1,2,...,n)

zl.(t+1):z/.(t)+wl.(t) G=1,2,...,m)
with the initial conditions

{0 =y{5 20) =z}; vt —T)=v}(t —T)

G=12,...,n;j=1,2,... ,m;t<Tl.)

find controls {x/.ﬂ(t)},{vi(t)} and corresponding state variables {y(¢)}, {zl.(t)} which sat-
isfy the conditions

ut) = ,',21 Vi <y )

wi(f) = géi,(t)x,-,-,(t)

< %; %;%ir(1)

vi(t) < 17i(t); zl.(t) < 2/.(t)

vi(£) >0, x/‘il(t) =05 y() = 0; zl.(t) =0
and minimize the objective function

T-1 n n m
J=2Z B(t)[ Zeju(+ Z c;."vi(t) + Z c/?w.(t):l (1.25)
=0 i=1 i=1 j=1 1)
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The typical dimensions of the MESSAGE model are as follows. The planning horizon
T is 65 years, divided into 13 periods of five years each. The numbers of each type of
constraint are: demand, 7 X T; resources, 5 X T, total availability of resources, 17 X 1;
intensity of resource extraction, 2 X T’; and capacity loading, 5 X T in addition, there are
35 X T equations for capital stocks. Together with the other constraints this gives us, in
terms of conventional LP problems, about 1100 rows and 1200 columns, with some 90
constraints for each period.

1.2.4 DESOM

DESOM (Dynamic Energy System Optimization Model) (Marcuse et al. 1976) was
developed at the Brookhaven National Laboratory and is an extension of the Brookhaven
Energy System Optimization Model (BESOM) which was a static, single-period LP model.
In DESOM the demand sector has been disaggregated into technology-related end uses
(22 mutually-exclusive end uses as defined by their energy-conversion processes). The gen-
eral structure of DESOM is similar to that outlined in Problem 1.2.

Let us consider the state equations for the development of capacity of type i in the
form

Y+ )=y ) +v ) —v(t — 1)~ v, () (1.26)

where the meaning of the control v,(r) and state y (r) variables is the same as in eqn. (1.1);
v, () is the exogenously given decrease in existing (old) capacity of type i during period ¢.

Marcuse et al. (1976) introduced a scenario variable a(t) which restricts the rate of
growth of capacity

y‘.(t + <o)y (¢) (1.27)

Generally o(¢) is greater than one, which implies that installed capacity may expand during
period ¢;if a(z) is less than one then capacity will decrease during period ¢.

Using eqn. (1.26) one can rewrite inequality (1.27) in the following form, which is
similar to the inequality given by Marcuse et al.

Yo £+ 1)+ Ztl vl.(g)<o<(t)[y0i(t) + X vl.(g)]

&=t-T; g=t-1-T;

where
1-1
yoi(t) = yi(O) - g§0 Voi(g)

is the inherited capacity (capital stock of old capacities) for conversion process i at the
beginning of period ¢ (given exogenously).

To link the production subsystem with the resource-consumption subsystem, Marcuse
et al. introduced demand and other constraints on intermediate energy flows. Each inter-
mediate energy flow has associated with it a demand efficiency and a supply efficiency.
The demand efficiency measures the energy loss as the intermediate flow is converted into
a final energy product; the supply efficiency measures the energy loss from the point of
extraction of the primary energy source to the intermediate energy flow.
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If we let x, ,(¢) be the amount of intermediate energy flow in period ¢ from supply
category k to meet final energy demand /, we can define

u,‘(t) = (1/A)(k,[)éﬂ(i)[xkl(t)/rkl] (1.28)

where

ry; is the load factor for intermediate energy flow from supply category k to final
demand category /;
A is the length of period, generally, A = A(r);
§U(i) is the set of indices (k, [), which defines the path of intermediate energy flow
from supply k to final demand ! associated with conversion process i; and
u,(#) is the amount of installed capacity for conversion process / required in period
t to deliverx, l(t), in other words, u,(¢) is the degree of utilization of conversion
process i in period ¢.

Evidently, the arnount of installed capacity available in period ¢ must be sufficient
to produce intermediate energy flows which utilize the capacity for conversion process
in period ¢

1/A b x, (Ofr, ] <yt 1.29
( )(k,I)GQ(i)[ kl kl] y,() ( )
which is similar in form to inequality (1.4).

Capacity is required to meet both base-load and peak demands in the electrical sec-
tors. Off-peak electrical intermediate energy flows that use capacity installed for peak re-
quirements are not included in inequality (1.29). For electricity-conversion processes

(I/A)(kvl)ég(,-)xkl(t)gqf‘yi(t) (1.30)
where g; is an overall load factor, applied to all electrical capacity, which states that a
conversion facility of type i can only operate for a proportion q; of the time.

By introducing intermediate energy-flow variables it is possible to write down demand
and resource constraints. The total amount of energy from intermediate energy flowsx l(t)
must be sufficient to meet the demands d/(¢)

Zdpxi (1) = d(1)

for each demand category /. Here the d; ; are demand coefficients representing the overall
technical efficiency of a conversion technology for some intermediate energy flow from
supply category k to meet final energy demand /.

On the other hand, intermediate energy flows X, l(t) in period ¢ define a demand for
primary energy resource j

Elsjklxkl(t)zwj(t) (1.31)
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where

Sier 21 supply coefficients representing the overall technical efficiency of the
conversion technology for intermediate energy flow based on resource j from
supply k to final demand /; and

wj.(t) is the amount of resource j used in period .

Introducing the cumulative amount z (¢) of resource j extracted by the beginning of
period ¢, one can write the state equation for the resource-consumption subsystem in the
form

— . = ,0
zj(t +1)= zj.(t) + wj(t), zj.(O) =2 (1.32)
which is similar in form to eqn. (1.5). It is also evident that
t
zj(t +1)= zj(O) + Z wj.(g)
g=0

Marcuse et al. (1976) built into DESOM upper and lower limits on cumulative re-
source extraction

z,<z(<Z,

<z : (1.33)

Ej is associated with the real world availability of resource j, whereas the lower limit z,
assures some minimum consumption. In addition to the constraints (1.33), DESOM con-
tains a restriction on the rate of growth of resource extraction, namely that the amount
of resource j extracted in period ¢t + 1 must be no greater than Bj(t) times the amount of
resource j extracted in period ¢

wj.(t +1< Bj.(t)wj(t) (1.34)

Generally Bj(t) > 1, to simulate the phasing out of a resource over time one can set Bj(t)
< 1 for later periods.

As in other models, DESOM contains environmental constraints, which are written
in the form

Zektm* O < By (0 (135)

where

€1, 1S the amount of emission of type m for intermediate energy flow from & to [;
and

E, (¢) is the maximum permissible amount of emission of type m in period ¢.

The objective of the problem is to minimize the total discounted cost, i.e.

T-1
I=Zz 7(t)[k21c,‘(,(t)xk,(t) R XAGAOR %‘cf (t)w,-(t)] (1.36)
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where
ck(t) is the cost for intermediate energy flows (undiscounted);
c?(r) is the annual cost during period ¢ for building capacity for conversion process
i;and
¢} (#) is the cost for resource ; in period ¢.
Consideration of the variables v,(¢) in the last time period is in fact incorporated in
DESOM but is not shown in eqn. (1.36).
Thus the optimization problem for the DESOM model can be formulated as follows.
Problem 1.3. Given the state equations
y[(t +1) =y,'(t) + V,'(t) - V,'(t - Ti) - Voi(t)
2t + 1) = 2/(0) + w,(0)
with initial states
v 0) =y}
— 0
z,.(O) =z
and known parameters
) = 0 (— — 1y = 0 (—
V( T,)_V( Ti)9~~'vv( 1)_V( 1)
Vo2 (r=0,1,...,T—1)

find controls {v(£)}, {wl.(t)}, {x,/()},and corresponding trajectories {y (1)}, {zl.(t)}, which
satisfy the constraints

P(0)> 03 x, (1) >0 y,(1) > 0; (1) >0
%dklxkl(t )=d)()

k?l Six ¥ (1) = wi2)

1/ A)EI e D <y(t)  GELM)
(I/A)Elxk,(t) <qpt) GEP)
gl.(t) < zj(t) <2/.(t)

i+ ) <adry(r)



DLP models of energy, resource, and economic systems 425

w (t +D< {3(t)w (1)

and minimize the objective function
T-1
— 1 2 3
J=Z 0 [Ec (O )+ 2 (0 + 26 (t)wj(t):l

On examination of Problem 1.3, one can see that it is very similar to those considered
earlier [if we exclude the special method of introducing the intermediate flows x,,(£)] .

As reported by Marcuse et al. (1976), the model without environmental constraints
had 130 row constraints and 750 variables per period. The first version of the model con-
tains a four-period optimization problem and it takes about 30 minutes to solve on an
IBM 370/155. A standard base case is being developed; this case will cover the 100-year
period from 1973 to 2073. It will consist of six five-year periods to provide considerable
detail from now until the turn of the century; three ten-year periods to allow for the sim-
ulation of large-scale introduction of fusion and solar technologies in the early 21st century,
and finally two twenty-year periods to reduce truncation effects.

A new version of DESOM, the MARKet ALlocation Model (MARKAL), has been
developed recently at the Brookhaven National Laboratory (Kydes 1978). MARKAL is
currently being used by the International Energy Agency in planning strategic energy op-
tions.

1.2.5 SPI Model

This model has been developed (A.A. Makarov and Melentjev 1973; Belyaev et al.
1976; A.A. Makarov 1977; Kononov 1977; Hifele and A.A. Makarov 1977) at the Siberian
Power Institute (SPI), Siberian Department of the USSR Academy of Sciences, to analyze
possible energy development strategies and to compare the trends in different branches of
science and technology. The model is part of a system of models for long-term energy devel-
opment forecasting (for a time horizon of 3040 years). As this system of models has
already been described at length elsewhere, we will discuss here only the more important
features of the SPI energy supply systems model.

The SPI model has a specific block structure with detailed descriptions, for each
region k and year ¢, of the production, interconnection, and conversion of energy at all
stages ranging from the extraction of primary energy (different kinds of fossil fuel, nuclear
fuel, hydro, solar, geothermal energy), via the production and distribution of secondary
energy (liquid, solid, and gaseous fuels, secondary nuclear fuel, electrical energy, steam,
hot water), to the production of final energy utilized in industry, transport, agriculture,
and the municipal and service sectors. For each year ¢ the model consists of oil, coal, gas,
nuclear, and electrical energy blocks; for each region & it consists of fuel and electrical
energy supply blocks. Each block can be generated, introduced into a computer, and up-
dated independently.

For each region & and year ¢ the balance equations for production and distribution
are as follows.

For primary energy a

]_(%)ag,.(t)x’;j(t) + E"’&k = 2: bk (t)xﬁ](t) + zb"" OxK @0 + & ()
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For secondary energy (3
kK e 3k (aok kk'o o ki K
a5, 0+ Bt (= T bl apes,(0+ Boft (g (0 +d(0)

For final energy v
k (nok (f — gk
Z ks (0 = o
The various terms in the balance equations have the following meanings.

xz ].(t),xgj(t), x’;}.(t) are, respectively, the amounts of primary (), secondary (), and
final () energy produced using technology j in region k and
, ,  yeart;
x’&k (t),xgk (¢) are, respectively, the (unknown) levels of transportation of pri-
mary (&) and secondary () energy from region k to region k' in
year t;
a’& ].(t), a’é ].(t), agj(t) are energy conversion coefficients;
bgti(t)’ bg (1) are energy conversion coefficients related to intermediate energy
, , consumption;
bg" o, b’ék (r) specify energy losses during transportation; and
dgl(t),dg(t),d’;,(t) are, respectively, demands for primary (o), secondary (), and
final () energy in region & and year ¢,

The constraints on nonenergy resources [referred to later in this report as WELMM
factors (Grenon and Lapillone 1976); see also the footnote on p. 27], which are similar
to inequality (1.9), are written in the form

k k k <
o Jiaf @O+ X fl 0+ 2 £ 00, (0<f0)
For each nonrenewable kind of primary energy acwe have a constraint
k -

j,kz,t XD <Z,
which is similar to inequalities (1.31)—(1.33).

It can be seen that these conditions, though much more detailed in form, have the
same structure as the constraints of the models discussed earlier. The description of the

dynamics of system development differs however in some respects. In the SPI model (A.A.
Makarov 1977), the equations linking blocks ¢ and ¢ + 1 have the following form

Zx M+ T xO=y(+)= T x t+D)+x(+1
]eJo l]() ]‘EJI U() y,( ) ]EJO ,]( ) l( )
where

i denotes a particular energy unit (plant, power station, etc.); and
j denotes the type of conversion process.
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The set of indices J, is associated with conversion (or production) capacity which
exists at the beginning of period # (“old capacity”) and the set of indices J is associated
with capacity which was built during period ¢ (“new capacity”); thus yi(t + 1) is the pro-
duction capacity of typei at the end of year ¢ (or at the beginning of year ¢ + 1);x,(¢ + 1)
is the capacity of type i which is dismantled in year ¢t + 1.

The above equations can be rewritten in a form closer to that of the state equation

(1.1)
,.ez[oxij(t +1) =],€§ox,'j(t) + jezjlxij(t )—x{t+ 1)

By comparison it is evident that the term E]-G_]ox,-,-(t) may be associated with the term y (¢)
in eqn. (1.1), whereas the term E].e xi/.(t) — x;(t + 1) corresponds to the term v,(¢) —
v,(t —7;) ineqn. (1.1). !

The other peculiarity of the SPI model is the objective function. The minimization
of the total discounted cost was not considered to be altogether adequate in view of the
uncertainty in prices. Therefore, the objective function of the model is given in the form
of discounted consumption of total expenditures of different material resources and man-
power (WELMM factors)

T-1
7= T TBOEWL0)

where the coefficient £(¢) converts the amounts of each resource i into a unified system
of units and §(¢) is a discounting factor.

The dimensions of the SPI model are 500600 constraints and 40005000 variables
for the long-range planning variant and 1200—1300 constraints and 60007000 variables
for the five-year planning problem. To solve these optimization problems a special program
package has been developed which gives a three- to four-fold reduction of computation
time compared to the conventional simplex method (A.A. Makarov 1977).

2 RESOURCES MODEL

The resources model is designed for the evaluation of long-term resource exploration
and extraction strategies. It also provides inputs for the energy supply model (see Section
1), essentially by establishing relations between available quantities of given natural re-
sources and their possible costs of production or extraction (Naill 1972; Brobst and Pratt
1973; Govett and Govett 1974; Kaya and Suzuki 1974; McKelvey 1974; Mesarovic and
Pestel 1974; Grenon 1976; Grenon and Lapillone 1976; Grenon and Zimin 1977; Ayres
1978; Kydes 1978).

We will consider the production of natural resources over a given planning horizon
at a regional (or national) level. The lengths of each time step and of the whole planning
horizon correspond to those in the energy supply model. The availabilities of various re-
sources are expressed in physical units and costs are measured in monetary units.

The model’s structure is similar to that of the energy supply model in the sense that
it is a DLP model in which the optimal mix of technologies for exploration and extraction
of natural energy resources is determined.
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2.1 Basic Model

2.1.1 State Equations

The model consists of two subsystems: the resource-accounting subsystem and the
capitalstocks subsystem. Using the definitions provided by McKelvey and others (Brobst
and Pratt 1973; Govett and Govett 1974; Kaya and Suzuki 1974; McKelvey 1974), the
first subsystem describes the movement of resources from the “speculative” to the “hypo-
thetical” category and from the “hypothetical” to the “identified” category. Both renew-
able and nonrenewable resources may be considered. The second subsystem describes the
accumnulation and depletion of capacity (capital stocks) for the exploration and extraction
of both renewable and nonrenewable resources.

Before continuing with the description of the resource model, let us consider a simple
example, which illustrates how the dynamics of the process will be described. Let x(¢) be
the total amount of nonrenewable resource in place at the beginning of period ¢. By applying
given extraction technologies it is only possible to extract a certain proportion of the total
amount of this resource in place. We will denote the extractable (or recoverable) amount
of the resource by £(¢): it is convenient to refer to £(¢) as a net value and to x(¢) as a gross
value. The relationship between the gross and net vaiues of the resource may be described
by

x(t) =2(1)/8
where 6(0 < § < 1) is the recoverability factor of the resource (for a fixed technology)
during period ¢.

Bearing this in mind, we can describe the process in three ways: in terms of gross
values, net values, or a mixture of both. Let u(¢) be the (gross) amount of the resource

extracted in period ¢, and & (f) be the (gross) amount of the resource moved during the
same period from the hypothetical to the identified category. Then the balance equation is

x(t+ D) =x(t) —u®) +u () (t=0,1,...,T—1)
It is evident that

x(t) >0 (for all f)
which is equivalent to

L ug<xO)+ T @) (= 1,2,...,T)
£=0 £=0

To obtain a description in “net” units, all the variables must be multiplied by 8. Due
to the linearity of the relationships

2t + 1) =20 —0(r) + B()
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In practice, a mixed description is generally used
x(t+ D =x@)—2@)/o@¢) +uls)

In this case, the condition
x()=0

is equivalent to

t {
T u(g) < 8[x(0) + 2 a(g)}
£=0

8=0

The value
L r. £
x0)+ 2 [ucg)—acg)]>(1 —6)[x(0)+g§0 )

denotes the (gross) amount of the resource remaining in place after ¢ periods of extraction.
From this point onwards we will use the mixed description but, for simplicity, we
will omit the “hat” sign on variable £(¢) (Grenon and Zimin 1977).

Nonrenewable resources. Let

x; (¢) be the (gross) amount {or stock) of an identified nonrenewable resource i at
period ¢;
u'ln ;(t) be the (net) amount of resource i extracted by technology m during period ¢
(extraction intensity);
Mil be the total number of extraction technologies which can be applied to non-
renewable resource i
u,zﬂ.(t) be the (gross) amount of resource i moved from the hypothetical to the iden-
tified category by exploration technology k during period ¢; and
K t’ be the total number of exploration technologies which can be applied to non-
renewable resource i.

Then the dynamics (in total amounts) of identified nonrenewable resources will be as
follows

X[+ )=x;(t)— u? .(t)/8:ni(t)+ké)K}u,2d(t) 2.

i
Here 8'1n ;(#) is the recoverability of resource i by technology m during period ¢.
For hypothetical resources (all variables are “gross” values) we introduce, in a similar
way

x}(¢) as the total amount of resource i in the hypothetical category in period ¢; and

u?(t) as the total amount of resource i moved from the speculative to the hypothet-
ical category as a result of exploration activity during period ¢.
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Note that in this case we do not single out different exploration technologies, in contrast
to the case of moving resources from the hypothetical to the identified category.

The state equations for this group of hypothetical nonrenewable resources will be
as follows

xl?(t+ 1)=xt?(t)— &) uf (1) +ui (1) 2.2)
Similarly, for the speculative category of nonrenewable resources

x}+ 1) =x7 ()~ u (t) + ui (1) 2.3)
where

x? (t) is the total estimate of resource i in the speculative category during period ¢;and

u:.‘(t) is the change in the estimate of resource i in the speculative category during
period ¢ as a result of improved scientific knowledge.

In the state equations (2.1)—(2.3), {x; (1), x] (), x] ()} (=1,2,...,N,) are state
variables for the nonrenewable resources subsystem, {u, (#), uj (1), u? (1), uf (1)} (meM;,
kEK;, i=1,...,N,) are control variables, andi=1,...,N,, where NV, isthe total
number of categories of nonrenewable resources considered.

Renewable resources. In a similar way we can write the state equations for renewable re-
sources such as solar, geothermal, etc., as follows

yi@+ 1)=yt.1(t)+k€2;<$vii(t) (2.4)

yie+ 1)=y,2(t) = 2 v (6) +v7 () (2:5)

y?(t+l)=y?(t)—vi3(t)+v;.‘(t) (i=1,2,...,N,) (2.6)
where

y; (#) is the total available flow of renewable resource i in period t;

yl? (t) is the total hypothetical flow of resource i in period ¢;

yi3 (#) is the total speculative flow of resource i in period ¢;

v,za.(t) is the intensity of exploration technology k applied to resource / in period ¢;

v?(t) is the total flow of renewable resource i moved from the speculative to the
hypothetical category as a result of exploration activity during period ¢;

v;.‘ (#) is the change in the estimated flow of renewable resource i in the speculative
category during period  as a result of improved scientific knowledge;

K'? is the total number of exploration technologies for resource i; and

N, s the total number of categories of renewable resources considered.
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In the renewable-resources subsystem (2.4)—(2.6), {yl' ), y? ), yl? Oi=1,2,
..., N,)are the state variables,and {v7 (), v} (0), v} ()} (k=1,2,...,K}; i=1,2,...,
N, ) are the control variables.

Initial conditions are assumed to be given for all resource categories

xl.‘(0)=xi"°; x?(0)=xl?’°; x; 0)=x}*° (i=1,2,...,N))
Q.7)
IO =y p2 )=y »} @) =y}  (=1,2,...,N,)

Dynamics of extraction and exploration capacity . Alongside the subsystems which describe
resource extraction and exploration themselves, it is necessary to introduce a subsystem
describing the development of resource extraction and exploration capacity. This can be
done by using equations similar to egn. (1.1). For the extraction part of the subsystem, let

z, (1) be the extraction capacity of type m in period £;
w, () the increase of the mth extraction capacity during period ¢; and

7,, the service lifetime of units of capacity of type m.
Then the state equations for this submodel will be as follows
zm(t+1)=zm(t)+wm(t)—wm(r—1m) (2.8)
where, in the general case, m €M ) U M2 , the union of two sets

M, (the total set of technologies for extracting nonrenewable resources); and
M, (the total set of technologies for extracting renewable resources.)

Initial conditions are given as follows
— 0
z,0)=z, (2.9a)

w, =1 )=w) (-7 ) (O<t<7 —1) (2.9b)
The dynamics of the development of exploration capacity can be described in a simi-
lar way, but for simplicity these equations are omitted here.

2.1.2 Constraints

The activities of exploration and extraction of natural resources are subject to a
number of constraints. In the sections which follow we will examine how the model deals
with physical, recoverability, availability, and demand constraints.

Physical sense. By virtue of their physical meaning, all the variables in the model are non-
negative
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X[ ()= 0; x}(1)=0; x}(1)>0
uy, ()= 0; ui (1)>0; u?(t)? 0; u} (1)=0 (2.10)
(i=1,2,...,N1; m=1,2,....M;k=12,...,K))
yi(©)=0; y}()=0; y} (1)>0 )
vy )= 05 v (6)=0; v ()= 0; v (1) >0

- 2.11)
z, )20, w ()20, mEM UM,

(i=1,2,. SNyym=1,2,.. . M, k=1,2,...,K,)

Recoverability. The recoverability of a resource is assumed to be associated with the type
of resource and the technology used for its extraction. As mentioned previously, the non-
negativity condition for nonrenewable resources may be stated as

x; (6)=0 (2.12)
which [from eqns. (2.1) and (2.7)] is equivalent to

gzo ) lu’m(g)/ﬁl @) <xM°+ 2 ke%:(lukl@) (=1,2,...,N) (212a)

For renewable resources the corresponding constraints may be written as

213"? v,‘m.(t)/ﬁfni(t)éy; ) (i=1,2,...,N)) 2.13)
Here v,‘m.(t) is the amount of the renewable resource i utilized by technology m EMI?
during period ¢ (the “extraction” intensity). In contrast to eqn. (2.1), this variable does
not enter eqn. (2.4) for renewable resources, because utilization of such resources (solar,
geothermal, etc.) does not influence their source.

From eqns. (2.4) and (2.7), condition (2.13) is equivalent to

v v, (D8 ()<y}°+ E & E,vk,(g) (2.14)

Availability. In their simplest form, these constraints can be expressed as upper bounds
on control variables

Uy () S i ((); () S T (0); ) (1) < 3] (1); f (D) <G (£) (2.15)
and

2 i OSTL(0); vE(O)<T; (0); v2(O)<T(0); vH(O)<T}(0) (2.16)
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These constraints are similar to those of inequality (1.8), and express very approx-
imately the availability over time of various technologies for exploration and extraction.

The development of a given resource system may often require the input of other
resources (such as land, manpower, etc.) which are external to the system itself (referred
to here as WELMM?* factors). These constraints can be written in a form similar to that of
inequality (1.9)

S}:i Pl ()b (6) <RV (r) (2.17)

E_rg€”(t)vgi(t)<R”’”(t) I=1,2,...,L;v=1234) (2.18)
q,i

13

where

RUI“(t),RUI Y(t) are, respectively, the amounts of nonrenewable and renewable external
resource / (or WELMM factor /), available in period ¢ for each group of
exploration activities v;
L is the total number of WELMM factors considered as external to the
model; and
r;’il“(t), rgll." are, respectively, the (normative) consumptions of nonrenewable and
renewable WELMM factor / per unit of productive output; and

SEM;,ifv=l; SEK;,ifv=2
q€1W?,ifU= 1; qEKl?,ifv=2

The subscripts s and g on the left-hand sides of inequalities (2.17) and (2.18) should be
dropped if v = 3 or 4. In practical terms, coefficients r/*(r) and rgf"(t) are negligibly
small for v=2, 3, or 4.

The other important type of availability constraint is connected with the linkage of
resource-extraction and production capacity: the extraction of resources during each period
is limited by the production capacity available

Zu, (<z,(t) (mEM)) (2.19)
v, <z, () (mEM,) (2.20)

where z, (f),m €EM ,and m €M, are defined from eqn. (2.8).

In its turn, the development of the extraction-capacity subsystem (2.8) may itself
be limited by the amount of resources available for construction of new capacity. In this
case, the control variables w, (¢) in eqn. (2.8) are subject to constraints which are similar
to those described in inequalities (2.17) and (2.18).

* Grenon and Lapillone (1976) originally used WELMM as an abbreviation for Water, Energy, Land,
Materials, and Manpower; however in this report we use the term “WELMM factor” to mean any
arbitrary resource which is external to the system in question.



434 A. Propoi, I. Zimin

Demand . Demands are exogeneous for the resource model. These constraints can be written
in the form

meEMgurlni(t)>d:‘l(t) (i=1,2,...,N) (221
13
for nonrenewable resources, and in the form

mEEM,? v:ni(t)>d;’(t) =12,...,N,) (2.22)
for renewable resources, where dj (f) and dj (¢) are, respectively, the demands for nonre-
newable and renewable resource { in period ¢.

It should be noted that accurate estimation of the demands d;‘(t) and d}’(t) is very
important in the resource model: this is because these parameters exert a strong influence
on the timing and corresponding costs of putting into operation new extraction techno-
logies and on the intensity of exploration activities, and therefore, finally, on the optimal
solution itself.

2.1.3 Objective Function

A variety of different objective functions is possible for the resource system devel-
opment. Following the ESS model procedure, we define the objective function so as to
minimize the total discounted costs required to implement a given resource-development
strategy

1 2 3 4 1 —
J'  ut ud ut v vt v vt w) =

T
s B(t){[ Z cllul (1) + E fur 0+ Z Ml (0 + Zc;.'“u?(t)]
1 1

m
(=0 i“mi

mi - mi

+{ iyl (1) + Ec” 2 (t)+Ec3vv3(t)+2c”v4(t)}+Ec m@O+Zchw, (1)
m,i m

+

1lu 11u 1 2lu2lu, 2 3lu 3lu 3 alu alu_ 4
5 Coni Tt Ui ) T Eck % ukl(t)+12ici r; ui(t)+lEici r u,.(t)]

b cllv 11v 1 (t) + E czlv 21y 2 (t) + anlv aly 3([) + Ec41v aly 4(0”’
m

mi mi mz ki ’kt

are exploration costs for nonrenewable resources;
are exploration costs for renewable resources;
¢ are operational costs;

are capital investment costs; and

1lu 1y

cmi *Ymi?

etc. are costs of WELMM factors (external resources).

Transportation costs can also be included in the model.
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2.1.4 Statement of the Problem
Finally we can formulate the problem of optimal development of the resource system

as follows.

Problem 2.1. Given the state equations for the nonrenewable resources subsystem
(i=1,2,...,N))
xj e+ 1)=xl.1(t)— Z ul (08, (t)+ E ukl(t) x; (0)=x;

My mi
x2(t+1) =xl?(t)-k ; up () +u} (t); x2(0) x}
L) =R OO+ a0 0 =
for the renewable resources subsystem (i = 1,2, . .. ,N2)
yie+1)=y; (t)Jr 2 Vk,(t) y ) =y}°
yir+1)=y (t)— - vi (6) + v (0); y1(0)=y}°
yie+1) =y?(t)—V,~3(t) + (), ¥} () =y>°
and for the extraction capacity subsystem (m € {1, . .. ,Ml} andm€ {1, ... ,Mz})
z,t+ =z, (O)+w, O)—w, (—1,) 2,0)=z)
w(t—1,)=wd (t—1, ) O<t<r,—1)
find controls {u,, (), uj (1), u} (t), u (£)}, ), (0, v; (), v (6),v} (1)}, and {w,, ()}, and

corresponding trajectories {x; (z), x (z), x} (1)}, {v} (t), ¥? (1), ¥} (1)}, and {z,, (1)}, which
satisfy the following constraints

(a) nonnegativity

u, (6)>0; u ()= 0; ) (1)=0; u}(1)=0
v:n[(t) 20; vi (>0 v? 0=0;v{(1)=0
X[ ()Z0; x}())=0; x}(1)>0

yi(®)=0; y1(1)=0; y)(6)>0

(b) recoverability

2@O>0  (=1,2,...,N,)

Zv:m.(t)/Sfm.(t)<y; 63 (i=1,2,...,N,)
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(c) external-resource availability
Z () <RV(r)
s,i st st
(=12,...,L;v=1,2,3,4)
vly v < pulv
qEJ_rql. (t)vqi(t) <R"(1)
(d) production-capacity availability
Eu <z, () (meM,)
20, ()<z,@)  (mEM,)
(e) demand
Eu:ni(t)>d:.‘(t) (i=1,2,...,N))
Ev,‘ni(t)>d;’(t) (i=1,2,...,N,)
and minimize the objective function (=1, 2, 3, 4)

Ju, v, w) = 2 ﬁ(:)[ Z (0 + T A0 + 2z, (0 + Zenw,,©

Sl

+ X Cvlu vlu v(t)+ 2 cvlv vlv v(t)]
v,ls,i vls,i

This particular objective function is given here only for illustration. Many other ob-
jectives, for instance, the minimization of the total production costs of primary energy
resources and effect of their use in the energy sector, are of practical interest, and some
examples of such modifications of the model are given in the next section.

2.2 Discussion

The formulation of Problem 2.1 is general enough to allow different modifications
to the basic problem. These modifications make it possible to carry out policy analyses
for extraction and/or exploration activities, for a single resource or for a group of resources,
for a region or a country; it is also possible to determine optimal balances of these activities
for nonrenewable and renewable resources. We will now consider some examples of these
modifications and particular cases of Problem 2.1.

2.2.1 Extraction and Exploration Model

First we consider the analysis of the interrelationships between extraction and ex-
ploration activities for a given nonrenewable energy resource (e.g., coal, oil, etc.).

The problem is as follows. For a given region (or country) there are known initial
values for identified and hypothetical stocks of the resource, classified in n different
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categories (e.g., onshore crude oil, natural gas, and offshore crude oil). There are also M dif-
ferent extraction and K different exploration technologies. The degree of utilization of
these technologies depends, during a given period, on the extraction and exploration capac-
ity available during the same period. The problem is to determine the optimal mix of extrac-
tion and exploration activities over a given planning horizon which is, at the same time,
balanced with the development of the exploration-, extraction-, and production-capacity
subsystems and yields the maximum output over the same horizon.
Using the conditions of Problem 2.1, this problem can be formalized as follows.

Problem 2.2 Let the initial stocks of identified and hypothetical resources be given,
respectively, as

1 — 41,0 2 — +2,0
x;(0)=x;"" and x;(0)= x; (2.23)
with state equations for extraction activities
X+ D)=x®)— Z ul ()8 (H+ Z uit 2.24
@+ D) =x() mEM‘_,,,,()/,,,,() vk, % (2.24)
and for exploration activities
2 — 42 _ 2 ~2
x;(t+1)=x;(1) kgKiuki(t) +u; () (2.25)
where i ?(t) is the increase in the hypothetical stocks of resource 7/ during period ¢ (the
discovery rate). In addition, let the initial values of the extraction and exploration capacities
be given, respectively, by
2, (0)=2,.° and z}(0)=z}"° (2.26)
with the state equations
1 — 1 1 B | a4l
z, (t+1)=2z, () +w, (1) w,t—1.) 2.27)
z(e+ 1)=z,2c(t)+wi(t)—w,2((t—1'}() (2.28)
The intensities of extraction and exploration activities, u’ln ;(#) and ui [, as well as

the intensities of construction of new extraction and exploration capacity,w; (¢) and w?(z),
are subject to budgetary and other resource constraints

mEl_ Ty Ot () + kZi ren(Oug (6 + IZ_Jr;IW(t)w; o+ .;Srl?lw(t)w,? (<R, 2.29)
?u:n O<z (@) ?uzi(t) <z () (2.30)
x(6)>0 (2.31)

Find nonnegative control sequences {u, ()}, {u;; (0}, and {w}(n)}, (W} (1)}, and
corresponding nonnegative state variables {xi1 o}, {xl? (1)}, and {zl.l 0}, {z,.’(t)}, which
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maximize the total output of resource i

T-1
J=2Z

> kul (1) (2.32)
=0 m,

.ot
{

where k; is the energy conversion factor for resource i. Here & ‘?(t) (the discovery rate) is
considered as a scenario variable.

2.2.2 Extraction Model

If the increase {i i(t)} of the identified resource is considered as a scenario variable
(but not as a result of controllable exploration activities), then the state equations for the
extraction system are simplified

x(t + 1) = x,(t) —u )8 (t) + & (¢); x,(0) = x] (2.33)

where # (¢) is the amount of resource / moved from the hypothetical to the identified
category during period ¢, and ui(t) is the total amount of resource i extracted during period
t (in this example, different extraction technologies are not singled out).

The development of the extraction capacity subsystem is described by a state equa-
tion similar to eqn. (2.27)

zt+ )=z +w@)—wft—1); 2,(0)=2) (2.34)

with the constraints

ul.(t) <z(t); ul.(t) =0; wi(t) =0, zi(t) =0 (2.35)
Zr}}'(t)wi(t) + Zrl',‘l(t)ui(t) <R(1); wi(r)=>0 (2.36)
x(1)=0 (2.362)

The problem is to determine the extraction policy for a given identified resource,
subject to constraints on extraction capacity (2.35), availability of external resources
(2.36), and recoverability of the given resource (2.36a), which gives the maximum total
output during the planning period.

The objective function may be written again as (2.32), or, if we introduce () as
the cumulative amount of the resource extracted

£+ 1) = £+ Sra(1); £0)=0 237)
as the maximization of £(7T).

2.2.3 Exploration Model

This model allows us to determine those exploration policies which will move the
maximum amount of resources from the hypothetical to the identified category. The sub-
system is a counterpart of the extraction subsystem and is described by the equations
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x,(t+ 1) =x,(0) —u ) + i (1); x%,(0) = x? (2.38)
2t + 1) =z () + w) —wt —7); 2,(0) =7} (2.39)
u ) <z(t); u(t)=0, z(t)=0 (2.40)
eru(t)wi(t) SR(1); wi(t)=0 (2.41)
x(t)=0 (2.42)
J= tTE:’ S (1) = max (243)

2.2.4 Cost Minimization

In the examples above the objective was to maximize the output from the extrac-
tion and/or the exploration subsystems. For many practical purposes it is also necessary to
calculate the relationship between the optimal cost J* and the cumulative availability of a
given resource [for example, for calculating cost coefficients in the objective function
(1.12) of the energy supply system model] . This can be done by using a simple optimiza-
tion model

%6+ 1) = 2,0 ~ w08 () + 1, (0; x,(0) =0
Zl-(f +1)= Z,‘(t) + W,'(t) - Wi(t - Ti); Z,‘(O) = Z?

£+ 1) = KO + Sk 0u0); §0)=0

g (2.44)
iEKl.ul.(t) =d(1); u(t)=0
u(t)<z(t); z(t)=0
x>0 )
J= ? ?[c;‘ O)ut) + ¢ (O)w, ()] > min (2.45)

This model differs from the extraction model in two ways: demand constraints are
included (2.44), and the objective function (2.45) is formulated differently. Resource
constraints (2.36) are omitted here because they are implicitly accounted for by cost coef-
ficients ¢ () and ¢; (¢) in objective function (2.45).

Clearly, in this simple model

Zrur(r)=d()
i
for optimal u*(r). Hence

E(t+ 1) = &) +d(r); £0)=0 (246)
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and
T-1
ET)=Z d@) (2.47)
=0

The problem is, therefore, to calculate cost—supply curves

J*¥=J[u*, «(T)] = p[z(T)]

It should be noted that the behavior of these curves is strongly dependent on the
behavior of the demand curve d(¢).

2.2.5 Dimensions of the Models
Finally, we will calculate the typical dimensions of the resources model. Let

be the total number of different countries in a region;

be the number of resource provinces within a country;

be the number of basins within a province;

be the length of the planning horizon;

be the number of different resource categories in a basin;

be the number of different technologies which can be used in exploration and
extraction; and

k be the number of WELMM factors limiting extraction.

IR

One can see that the model will have a total of (3] + m)KLM state equations, (2] + k + m)
KLM constraints (nonnegativity constraints are not included here), and 3imKLM control
variables for each period.

For example, consider a region consisting of only one country with two resource
provinces. Assuming that the average number of basins in a province is three, the average
number of different resource categories is two (for instance, crude oil and natural gas),
the number of different technologies is two, and the number of limiting WELMM factors
is two, we calculate that, for each period, the model would have 48 state equations, 48
constraints, and 72 control variables. Thus, for a problem of quite realistic size, the resources
model is manageable and can be handled even by standard LP-solving programs.

2.2.6 Resource Modeling under Conditions of Uncertainty

One of the intrinsic features of the resources model is uncertainty in the values of
various parameters, particularly for the speculative and hypothetical resource categories.
The conventional method for handling this difficulty is to consider these parameters as
scenario variables [e.g., ﬂf(t) in eqn. (2.25), or ﬂi(t) in eqn. (2.33)], carrying out numer-
ous computer runs for different hypothetical values of the variables.

A more sophisticated approach is to consider “maxmin” problems associated with
the given model. The maxmin approach allows us to evaluate upper and lower limits of
the objective function for optimization problems under conditions of uncertainty, and to
elaborate extraction and exploration policies which guarantee the required results within
a given range of uncertain parameters. Methods for solving maxmin DLP problems have
been considered by Propoi and Yadykin (1974).
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Yet another approach to the treatment of uncertainty conditions in resource mod-
els is the statement of the problem in a multistage stochastic programming framework
(Ermoliev 1978).

3 ECONOMIC DEVELOPMENT MODELS

In this section we present a model which simulates optimal behavior of the entire
economy of a given region for various different objectives. Interest in such models has been
increasing in recent years because they allow us to calculate various “optimal’ mixes of
the dynamics of such important economic indicators as production levels, capital invest-
ment, and levels of intermediate and final consumption of goods produced. A number of
different optimization models of economic development have been described previously
(see, for example, Kantorovich 1965; V.V, Makarov 1966; Ivanilov and Petrov 1970a, b;
Aganbegyan et al. 1974; Aganbegyan and Valtukh 1975). However, we will not analyze
all these models here, but will restrict ourselves to describing a multibranch industrial
model named INTERLINK (Zimin 1976a, b, 1977, 1980), which is conceptually based on
its predecessor, the m-model developed at the Computer Center of the USSR Academy of
Sciences (Ivanilov and Petrov 1970a, b). The model presented below may be viewed as a
simplified version of the original m-model.

3.1 Basic Model

3.1.1 State Equations
The system under consideration is broken down into two subsystems, describing
production and the development of capacity (or capital stock accumulation).

Production subsystem. The operation of industry is described in terms of n producing
sectors. Let

x;(t) be the cumulative production in sectori ({ = 1,2, ... ,n) up to period ¢;

u,.(t) be the gross output (production level) of sector i during period ¢;

v/(t) be the additional capital stock (plant, equipment, etc.) constructed in period
t;and

al.j(t) be the input—output coefficients (i.e. the number of units of i required to
produce one unit of ).

In addition, we assume that

7, is the time (number of periods) required to construct and put into operation
additional capacity in sector j;
bi/'(T) are capital coefficients representing the amount of sector i products required
to build unit capacity in sector j, to be available for production 7 periods later;
wl.(t) is the final consumption of sector { products during period ¢; and
s;,(t) is the net amount of sector i products exported during period ¢.
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Then the state equations describing the production subsystem can be written as follows
.
%t + 1) = x0) + u ) —é 4,0 (0) —é T=z; b (Tt~ T) = w ) ~ 5,0
G=1,2,...,n;t=0,1,...,T—1) 3.1

Initial inventories and preplanning controls are assumed to be given by

xi(O)'——x? (i=1,2,...,n;t=0,1,...,Ti—1) (3.2

vie—1)=v(—1) (=1,2,...,m1t=0,1,...,7,—1) (3.3)
Assuming that T = T for allsectors j(j = 1,2, ...,n) eqn.(3.1) can be rewritten in matrix
form

x(t+ D) =x()+ (I —A@®))u(t) — TZZB(T) vt — 1) — w(t) —s(r) (3.1a)
where

x(t) = {x, ()} isa state vector, u(t) = {u()};
v(t) = {v (O}, w(t) = {wt)} are control vectors; and
s(t) = {s;(t)} is considered here as an exogenous vector.

For some particular problems, the export/import variables must be considered as
control (or decision) variables. In these cases the net export s(t) is better represented as
follows

s()=s5()—-sT1) $()=0,5T1)=0)
where s'(¢) is the import vector and sT¢) is the export vector.

Development of capacity subsystem. Let

yl.(t) be the production capacity in sectori (i = 1,2, ..., n)at time ¢; and
d(t) be the depreciation factor in sector i during period .

Then the dynamics of production capacity may be written as follows

ye+ =1 —-d@OyO+tvi—1) (=12,...,n) (34)
The initial capital stocks (plant, equipment, etc.) are given as
yi(0)=y? (3.5)

Assuming again for simplicity that

=T (for all i)
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we can rewrite eqn. (3.4) in matrix form
ye+1)=[I=DO]y@) +v(—7) (3.42)

where D(z) is a diagonal matrix with d,(¢) on the main diagonal, and y(¢) = pra=1,
2,...,n) is a state vector for the production capacity subsystem.

3.1.2 Constraints

It is evident that any economic system operates within certain constraints; this implies
a range of physical, economic, institutional, and other limits to our choice of the control
variables which we will use in the model.

Physical Sense, All state and control variables are nonnegative

u ()= 0; v()20; w(t) = 0; x,(1) = 0; y()=0

(3.6)
(i=12,...,n,t=0,1,...,T—1)

Resource availgbility. The production system requires certain external resource inputs for
its operation. At their most basic, these are inputs of labor and primary resources. Both
constraints can be written in a similar way

(a) for labor resources
n
2L .(Ou)<l (b) k=1,2,...,K) 3.7)
i=1 kj 7 k
where

1, (¢) is the total labor of category k(k = 1,2, ..., K)available in period ¢; and
Ikl.(t) are the labor output ratios for sector ;.

(b) for other primary resources (described here as WELMM factors)

Sr OuOSH @ (m=1,2,...,M) 35)

J=1

where

r,(8) i the total amount of resource category m (WELMM factor m) available during
period ¢; and

r ml.(t) are specific resource requirements per unit of sector j production (resource—
output ratios) during period ¢.

In matrix form, inequalities (3.7) and (3.8) become

L()u() < 1) (3.7a)
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R(Ou(t)<r(t) (3.82)

Production capacity. The gross output of each sector is limited by the available production
capacity in that sector

ul.(t) <yl.(t) (i=1,2,...,n 3.9)
or, in vector form
u(t) <y() (3.92)

Inventory. These constraints relate to the possibility of accumulating limited stocks of a
given commodity *. For storable goods

0<x,(t)<Xx() (3.10)
where

X,(t) are the given stock capacities; and
x,(t) are calculated from eqn. (3.1).

For nonstorable goods we write, instead of inequality (3.10)
n n Ti
u(t)— Za(Out)— Z Zbrv(t—7)—wit) —s,()=0 (3.11)
j=r jerr=o 100 i !
or, in matrix form
?
=A@ u(®)— Z B(Dv(t—7)—w(t) —s()=0 (3.12)
T=0
It should be stressed that, in many practical cases, the accumulation of large stocks of goods
is either physically unreasonable or prohibitively expensive. Hence, {xl.(t)} values are small
in comparison to the outputs of the system. Therefore we can consider the balance equa-
tion (or bill of goods) in the form of an inequality [equivalent to inequality (3.12)]
f
[I—A]u@)= Z B(MDr(t — 1)+ w(t) +5(2) (3.13)
7=0
or as an equation
?
M—AO]u()= Z B(Dv(t —7) + w(t) + s(¢) (3.13a)
T=0

for both storable and nonstorable goods.

Consumption. Final consumption usually has limits for each sector i. In many cases it can
be represented by an inequality of the form

*In addition, note that here we regard such resources as manpower and electricity as nonstorable goods.
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wi(t) = g () w(r) (3.14)
where

wX(t) is the total final consumption of all goods; and
gl.(t) is the share of total consumption provided by sector 7.

The exogenously-given vector g(f) = {gi(t)} (i=1,2,...,n) predefines the profile of
final consumption over time. The introduction of a consumption profile allows one to use
a scalar control w(r) instead of the control vector w(r)

w(t) 2 g(t) w(r) (3.14a)
3.1.3 Objective Function

In the sections above, {u,y,w} = {ui(t), 1), wi(t)} are control variables,and {xy}
= {x,(1), yi(t)} are state variables. The choice of optimal controls depends on the choice
of the objective function for a particular problem. We will now consider typical examples

of the objective function.

Maximization of the cumulative discounted-goods supply. In this case, the objective
function (in monetary terms) is

J='3 Bw) (.15)
t=0

where (¢) is the discounting factor. If we consider only the last step of the planning hori-
zon then the objective function (in terms of products) will be

J=i_£i Y (Tyw(T) (3.16)
where the h;"(T) are weighting coefficients for different products.

Maximization of the final stock of goods

Jzéhf(T)xi(T) (3.17)
where the hf(T) are weighting coefficients (*“costs”) for x (7).

Maximization of the terminal values of production capacity

J= ZRMym (3.18)
where the hf(T) are weighting coefficients for y (7).

Minimization of total expenses. This criterion is similar to the objective functions
considered in Sections 1 and 2
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T-1
J= Eo BE( (@), u2)) + (" (@), v(®)) + (& (1), y(®))] (3.19)
where

(), & (t) are, respectively, operating and maintenance costs;
c’(¢t) is the investment cost; and
B(¢) is the discounting factor.

For storable goods [see inequalities (3.10)] it is desirable in some cases to extend eqn.
(3.19) by including storage costs.

Other objective functions are of course also possible (Kantorovich 1965; V.V.
Makarov 1966; Ivanilov and Petrov 1970a, b; Zimin 1976a, b, 1977, 1980). In addition, it
should be noted that control targets can also be expressed by additional constraints, such as

w(T) > &XT) (3.20)
x(T) = %(T) (321)
»(1)23(T) (322)

For example, one may wish to minimize the total costs [egn. (3.19)] under a given level
of final consumption as specified by inequality (3.20).

3.1.4 Statement of the Problem
For reference purposes we will now write down a typical optimization problem that
frequently occurs in economic models.
Problem 3.1. Given the state equations of the production subsystem
7_.
x@+D=x@)+ [I—-A@O)]u@)— ZBDv(—71)— w(t)—s() (3.1a)
T=0
and of the production-capacity subsystem

Y+ D=[I-D@O)]y@®)+r(t—7 (3.4a)

with initial conditions

x(0) = x° (3.22)
vi—P=»@r—-7 (0<:<7—1) (3.32)
y(0)=y° (3.52)
find controls 4 = {(0) , ..., u(T —1)},v= (p©),...,»(T—7— 1)}, and w = {w(0),

.» w(T — 1)}, and corresponding trajectories x = {x(0), ..., x(T)}and y = {y(0),...,
y(T)}, which satisfy the following constraints
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(a) nonnegativity

u@)=20; v(t)=20;, wt)=20; x(t)=20; y(1)=20 (3.6a)
(b) labor availability
L(Hu(t) <I(t) (3.7a)

(c) resource availability

R(Hu() < r(t) (3.82)

(d) production capacity

u(t)y<y(r) (3.92)

(e) storable goods inventory

x() < ¥(t) (3.10a)

(f) nonstorable goods inventory

[I—A®)] u(t)= T%OB(T) p(t — 1)+ w(t) + s(2) (3.13a)

(g) consumption

w(t) = g(t)w(t) (3.14a)
and maximize the objective function

J= TZ_:I B(r)w(t) (3.15)
=0

3.2 Discussion
We will now consider some modifications and extensions of Problem 3.1.

3.2.1 Conversion Model

In many practical cases it is necessary to take into account the process of reconstruc-
tion (or conversion) of productive capacity (Ivanilov and Petrov 1970a, b). In this case
three of the conditions given above should be replaced.

State equation (3.1) should be replaced by

n n Ti
x(t+ 1) =x) tut)— X al./.(t)u/.(t) —Z X bl.j(‘r)v/.(t —17)
/=1 f=1T=0
)l

- Zn: ZJ: bf/.(’r) v/s.(t —7) —w,(t) —s5,(t) (3.23)

J,$=1 T=0
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Here

v/s.(t) is the additional productive capacity in sector ; obtained from conversion of

some sector-s capacity started during period ¢;
bfj(t) are the capital coefficients of the conversion s —>/; and

i is the number of steps required for the conversion s ;.
The state equation (3.4) is replaced by
a Tf—l S & 5
Y+ )= L =4Oy 0 +re=1)= T T vie=n+ TEEWE-T) (24)
§=1T= §=

where kf.(t) is the conversion coefficient, which shows the increase in the productive capac-
ity in sector i per unit of conversion activity s —>1.

3.2.2 Capital Stock Subsystem
In some cases it is more convenient to describe the development of the production
subsystem in terms of capital stock rather than in terms of productive capacity. In these
cases, instead of state equations (3.4) or (3.24) we must introduce state equations
n T:"" .

ct+ D=1 -3OlcO+ri—1)— £ Trie—n+ L ie—1) (3.25)
§=1 T=0 $=1
where

cl.(t) is the capital stock in sector i during period ¢; and
d (z) is the depreciation factor.

In addition, the production capacity constraints (3.9) are replaced by

YOu O <cl)  (=1.2,...,n) (3.26)

where 'yl.(t) is the capital—output ratio. Finally, if no conversion activities are taking place
in the system, then the last term on the right-hand side of eqn. (3.25) should be omitted.

3.2.3 Simplified Model

We will now describe a simplified version of Problem 3.1, which may be of interest
for more long-range planning and more aggregated systems, such as the case of linking
energy and economy submodels. To simplify the model we assume that the period is such
that time lags can be ignored and we rule out the possibility of building up stocks of goods;
furthermore, we do not consider conversion or reconstruction processes. With these assump-
tions, the problem can be formulated as follows,

Problem 3.1a. Given the state equations for the capital stock subsystem in the form
c(t+ 1) = [I=D(n)] e(r) + »(r)

with an initial state
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¢(0)=c°

and subject to the following constraints

(a) balance equations

[1— A()]u(t) = B&)v(t) + w(t) + s(t)

(b) resource availability
L(Hu(t) <I(r)

R(Ou(t)<r(t)

(c) production

Tu(t) < e(r)

(d) consumption
w(t) = g(r)w(t)

find controls {p(¢), u(t), w(r)}, and a corresponding trajectory {c(¢)}, which maximize
the objective function

J= T§ B(ryw(r)
=0

3.2.4 INTERLINK Model

The INTERLINK model was developed at the International Institute for Applied
Systems Analysis (IIASA) by Zimin for modeling the economic development of a region
(or country) in the IIASA system of energy development models. It represents a version
of the dynamic multisector m-model (Ivanilov and Petrov 1970a, b); its structure is close
to that outlined in Problem 3.1 and it is described in detail elsewhere (Zimin 1976a, b,
1977, 1980).

The typical dimensions of the INTERLINK model are as follows: there are 17 state
equations (representing sectors of the economy) and 41 constraints for each period. Each
period is five years long and there are ten such periods, giving a total planning horizon of
50 years. The corresponding linear programming problem has approximately 600 rows
and 600 columns.

4 LINKING THE MODELS

In earlier sections of this report we considered three different models — of the energy
supply system, of the primary resources system, and of the economic development system;
the most important features of each model were formally presented in Sections 1, 2, and
3, respectively. Each of these models can be used individually for the assessment of energy,
resources, and the development of various technologies.
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However, this approach of separate, “piecemeal” analysis is limited in its possibilities
because many important features of the systems which derive from their interactions with
one another are missing. To overcome these deficiencies we need to build models of the
whole interacting energy—resources—economy system; we must therefore investigate ways
of linking individual models into a coherent whole. This new stage of energy-policy mod-
eling has started relatively recently (A.A. Makarov and Melentjev 1973; Dantzig 1975a;
Dantzig and Parikh 1975; Belyaev et al. 1976; Behling et al. 1977 ; Hifele and A.A. Makarov
1977; Hitch 1977; Hoffman and Jorgenson 1977; Kononov 1977; A.A. Makarov 1977,
Manne 1977). Two basic approaches* can be singled out here. In the first approach separate
models are integrated into a single optimization problem with one corresponding objective
function (Dantzig 1975a, b; Dantzig and Parikh 1975; Dantzig 1976). The second approach
is to investigate manually linking a number of independent submodels, each with its own
objective function (Behling et al. 1977; Hifele and A.A. Makarov 1977; Hoffman and
Jorgenson 1977; A.A. Makarov 1977; Manne 1977).

Both approaches naturally have their own advantages and drawbacks. The major ad-
vantage of the first, “machine” approach is that it allows us to take into account all the
constraints and interactions between the many factors which influence a given decision
and to combine them in some “optimal” way. However, building an integrated model obvi-
ously leads to a very large optimization problem which, although sometimes possible to
solve, is always very difficult to interpret.

The second, “‘manual” approach — in which information obtained from one sub-
model is interpreted by an analyst and provided as input to another submodel — is more
attractive but is much more time consuming and may sometimes lead to uncertainty as to
whether the “truly optimal” solution for the whole system has been obtained. Later in the
report we will refer to this as the ““iterative” approach.

It seems sensible to combine the best features of each approach and we will now
consider each in turn, starting with the integrated model.

4.1 Integrated Model

Considering the ESS and the economy models, we can see (Figure 2) that there are
two main links between them: the final demand for energy, which is an output of the
economy model, and the demands for nonenergy resources, which are outputs of the ESS
model. We will combine the ESS model (Problem 1.1) and the economy model (Problem
3.1) into one overall system, using the subscripts E for the energy sector and NE for the
nonenergy sectors.

For uniformity of presentation we assume that the industrial processes of both the
economic and the energy sectors may be described in terms of physical flows, Further-
more, in the model developed below we omit, for simplicity, time lags in the construction
and putting into operation of production capacity;in other words, we will use simplified
versions of the ESS and economy models.

* “Non-optimization” approaches fall outside the scope of this report and are therefore not considered
here (see Hitch 1977).
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Energy
p—p{ supply
system
Supply of Supply of
nonenergy energy
resources
Economy [

FIGURE 2 Linkage of energy supply and economy models.

4.1.1 State Equations

Production subsystem. This is a combination of state equations (1.1a) and (3.4a), for the
energy and nonenergy sectors, respectively, in their simplified form (we describe the depre-
ciation of capacity in the same way for both equations)

e+ 1) = 1= A Olyp(0) + v () @.1)
et 1) = [[= A Oy e +ryp @) (42)
with initial states
ye© = 43)
yne©® =2 (4.4)
Here y(¢) and y\g(¢) are vectors of production capacity for the energy and nonenergy
sectors, and v(r) and vy (¢) are the increases of capacity in these sectors during period ¢.

AE (¢) and Ay (#) are diagonal matrices whose elements are the corresponding depreciation
tactors.

Energy resource consumption subsystem. To describe the cumulative consumption of pri-
mary energy resources we will first use eqn. (1.5a) (instead of the more-detailed version
given in Problem 2.1)
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e+ D)=z ()+ Qe (ug(r) (4.5)
z:(0) = z‘]’3 (4.6)
0<zg()<zZ(r) 4.7

Here

zE(t) is the vector of cumulative amounts of primary energy resources extracted at
the beginning of period ¢
up(¢) is the vector of activities in the energy sector.

The upper limits Z;.(¢) may be estimated from the resource model (see Section 2).

4.1.2 Constraints

The most important constraint in the model is the balance between the production
of goods and their consumption. As in the simplified version of the economy model (Prob-
lem 3a), we rule out the possibility of building up stocks of goods, and therefore consider
the static form of these conditions. For energy output

— Afp(Oupp () + [T — AEOlug(t) = BEL (g (®) + BEOYE(®) + wi(®) + s, (1)
(4.8)

and for nonenergy products

[T — ANEO uy () — ANEug (1) = BRE()vyg(®) + BEE@() + wyp(6) + sz (1)

4.9)

We also have production-capacity constraints for energy sectors

up ()< yg(® (4.10)
and for nonenergy sectors

unp (D <yyp®) “.11)
[essentially similar in form to inequalities (1 .4) and (3.9), respectively].

Labor-availability constraints (3.7) are written in the form

Lyp(Dupp() + Lg(0)u () <I() (4.12)

and the constraints on WELMM factors [cf. inequality (3.8)] as

Ry (Dt () + Ry (Dug (1) < r(z) (4.13)
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Final consumption constraints (3.14) can be written as
wg (1) = gp () wl(?) 4.149)
wyg(?) = gyp (D) w(?) 4.15)
where the given vectors gNE(t) and g (¢) specify profiles of final consumption for non-
energy and energy products, respectively.

Finally, all the variables are obviously nonnegative

unp (@) 205 up(1)> 05 v ()2 0; vp ()= 0;

(4.16)
yNE(t) 20, yp(1)20; z()=0; w(@)=>0
4.1.3 Statement of the Problem
We therefore obtain the following optimization problem.
Problem 4.1. Given the state equations
Ye(t+ 1) = [I=Ap(O]yg@®) + v () (4.1)
e+ 1) = [I= Ay D]y + e (@) (4.2)
with initial states
ROEE 43)
e =2}E (4.4)

find controls {rp()}, {r\g(®)} and {up(®)}, {uyp(1)}, and corresponding trajectories
{y (), yyg ()}, which satisfy the following constraints

(a) balance equations

[1 — AEO]ug(t) — Agp(Ouyg(t) = BE(@vg () + BEL()rp (@) + wg (1) + ()

(4.8)
— ARE(ug(®) + [1— ANE@)]uyp () = BYE(0)vg(6) + BNE() (D)
+wyp(0) + sy () 2
(b) production capacity
up(t)<yg(® (4.10)

U () <yye® “4.11)
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(c) primary energy resource availability

25t + 1) = 2 (6) + Qp(ug (1) 4.5)
25(0) =2 (4.6)
2 (1) <E() (4.7)

(d) labor availability
L (0)ug(t) + Lyp(Duyp () <K1) (4.12)
(e) WELMM factor availability

Rp(Dug () + Ryp(Dung @) <r(®) (4.13)

(f) final consumption

wg (1) = g (1) (1) (4.14)
w0 = gyp (D) w(f) (4.15)
(g) nonnegativity
up() 2 0; uyp(0)20; vp(£)>0; vy (1) =>0;
(4.16)
V()2 05 yp(®) 205 2p(0) 2 0; w()=>0
and which maximize the objective function*

T4
J= Z Bt)w() 4.17)

=0

Problem 4.1 is, once again, a DLP model. Its solution , in principle, permits us to
investigate the interactions between a (more-detailed) energy sector and the nonenergy
sectors of an economy. As mentioned above, we can solve Problem 4.1 as one overall DLP
problem, or we can solve it by an iterative procedure, paying special attention to the links
between the ESS and the economy parts of the integrated model.

Clearly, in much the same way, the more-detailed statement of the resources model
(Problem 2.1) may be included in the integrated model instead of using the simplified
eqns. (4.5)—(4.7). We will not, however, develop this possibility here.

In the integrated model there is one important feature which, although clearly visible
in the scalar representation, cannot be seen explicitly from the matrix formulation of
Problem 4.1. In practise, each of the individual models which are to be integrated into a

* This particular objective function is chosen only for illustrative purposes. Many other objectives are
of course of interest for this integrated model.
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system may have different levels of aggregation. Moreover, if we are investigating the influ-
ence of ESS oneconomic development, the ESS model should be presented in much more
detail than the economy model. For this particular case, a special model has been developed
(see below) which determines the influence (or impact ) of energy developments upon the
economy as a whole.

Therefore, when attempting the linkage of energy, resources, and economy models,
one must take into account first, the means of linkage (machine or man—machine), and
second, the level of aggregation and specific features of each individual model.

4.2 Iterative Approach

We now consider the iterative interaction between ESS and economy model. The
general scheme is as follows.

On examining the integrated model described earlier (Problem 4.1), we see that it is
basically the economy model (Problem 3.1) partitioned into energy (E) and nonenergy
(NE) sectors. On the other hand, the ESS model is embedded in the integrated model. In
fact, eqns. (4.1), (4.3), (4.5)—(4.7),(4.11), and (4.14) are the same as in the Problem 1.1
formulation.

If we define the demand d(f) for secondary energy by

di (1) = ARE(Ouyp (1) + BER(Ovyp (1) + wp(6) +55() (4.18)
and let
D (6) = [1— AL ()] (4.19)

then we can rewrite eqn. (4.8) as

Dy (t)ug () = di () + BE(0)w (1) (4.19)

which, because of the smallness of the last term on the right-hand side, is similar to the
demand constraints (1.11) of the ESS model.

Let us further write down the requirements of the ESS for nonenergy products as
follows

E@ = BYE@wL () + AVE@u (1) (4.20)

Taking into account that the amounts of nonenergy products required for the operation
and maintenance of energy production systems [the second term on the right-hand side of
eqn. (4.20)] are small in comparison with the requirements for construction [the first term
on the right-hand side of eqn. (4.20)], it can be seen from eqn. (4.20) and inequality (1.9),
that

F(r) = BYE (D)
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Therefore, we can rewrite eqn. (4.9) as
[1— ANE@ s () = [NEO) + () @21
where

ARE(r) = BREOwpp (1) + wyp (6) + s3p () 4.22)

and ng(t) is defined from eqn. (4.20).

Thus, eqn. (4.19) represents the supply of energy required for the energy sector and,
as was mentioned above, is equivalent to the demand constraint (1.11) with di(¢) fixed;
and constraint (4.20) represents the amounts of nonenergy products required by the ESS
for a fixed value of fi(f).

On the other hand, eqns. (4.18) and (4.22), respectively, represent the demands for
energy and nonenergy products in the rest of the economy, while eqn. (4.21) shows the
supply of goods from the nonenergy sectors.

In addition, we can rewrite constraints (4.12) and (4.13) in the following form

Ly()ug () = I (0) (4.23)
Lyg (Duygp(®) =y () (4.24)
g () + by () <U() (4.25)
Rp(Oug(t) = rp(6) (4.26)
Ry (D (6) = g () 427)
rp(®) + rgp (O < r(0) (4.28)

Finally, we find that eqns. (4.1), (4.3), (4.5)—(4.7), (4.10), (4.14), (4.19), (4.20),
(4.23), and (4.26), with variables d.(¢), fg (1), 1 (¢), and ry(7) given exogenously, give
a complete description of the ESS model; similarly, eqns. (4.2), (4.4), (4.11), (4.15),
(4.18), (4.21), (4.22), (4.24), and (4.27), with variables d[.(¢), EE(t), Igg (), and ry (1)
given exogenously, describe the rest of the economy.

In the integrated model (Problem 4.1), variables d.(¢), ng(t),ng(t), I(0), g (),
rg(£), and ryp(¢), should be considered as endogenous; in this case constraints (4.21),
(4.25), and (4.28) are coupling constraints and the variables just mentioned [d(¢), etc.]
are coupling variables. _

Let us assume that we have some initial estimate of the energy demand dE(t) fora
given planning period 0 < ¢ << T — 1. Solving the ESS model (Problem 1.1) for this demand,
we can calculate the required increases in capacity FE(t) of the ESS during the period,
and the corresponding values for the production capacity jJE(t) and output (degrees of
utilization) & () < P (¢).

The requirements of the ESS in nonenergy resources, PEE(t), are calculated from
eqn. (4.21). Now we can solve the economy model (Problem 3.1) or the integrated model
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(Problem 4.1) with fixed ﬁE(t), FE(t), iE(t), subject to a certain set of assumptions about
the future development of the overall economy.

This solution yields degrees of utilization (gross outputs) #y(r) and the additional
capital investments ¥y (¢) required in the nonenergy sectors as well as a new value dx()
for the corresponding demand for energy [calculated from eqn. (4.18)]. If the old dE(t)
and new dE(t) values for energy demand coincide, the procedure terminates; if the values
do not coincide, then we must repeat the iteration with a recalculated demand.

Generally speaking, the solution obtained in such a way (if the process converges) is
not an optimal solution for Problem 4.1, but is often acceptable because it satisfies all the
constraints of the problem and optimizes (separately) two objectives [for example (1.12)
and (3.15)] for the energy and nonenergy sectors.

To obtain an optimal solution for the whole of Problem 4.1 by an iterative procedure,
one may use different methods of decomposition. In this case the dual variables (marginal
estimates), obtained from the solution of the economy model, define the corresponding
objective function for the ESS model [instead of using eqn. (1.12)] . The actual convergence
behavior depends on the procedure used and the method of implementation. It should also
be noted that for this procedure to be implemented the economy model should be suffi-
ciently disaggregated in order to provide the ESS model with shadow prices in sufficient
detail.

But, in practice, a single “optimal” solution of Problem 4.1 is not very valuable —
regardless of whether it has been obtained “automatically” by applying the simplex method
to Problem 4.1, or in some iterative way. Clearly, such a complex system requires a man—
machine iterative procedure with a detailed energy—economy analysis composed of separate
iterations. Let us now examine the points where human intervention is appropriate. These
are as follows

— Changing the objective function for the overall Problem 4.1 and for the ESS
model (Problem 1.1). [In fact, this is a vector-optimization problem (Alta Con-
ference 1975)].

—  Determining the energy demand d(¢) not from eqn. (4.18), but rather from a
special energy-demand model (see for example Beaujean et al. 1977).

— Determining the nonenergy resource requirements fEE(t) for the ESS by using
a special model (see Kononov and Tkachenko 1975).

— Changing the parameters of the model (especially those associated with assump-
tions on technological innovation and profiles of consumption).

Many of these points of human intervention may be considered as attempts to take
into account nonlinearities of the system.

It should be noted finally that the methodological problems of linking separate
models into coherent overall systems are of great practical importance and have not yet
been sufficiently investigated. Some of these questions are discussed at greater length by
Kallio et al. (1979).
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4.3 Discussion

4.3.1 Pilot Model

This model (Dantzig 1975a, b; Dantzig and Parikh 1975; Dantzig 1976) has been
developed by Dantzig and Parikh at Stanford University. It is a DLP model on a pilot scale
that describes, in physical terms, various technological interactions within the sectors of
the US economy, including a detailed energy sector.

The basic structure of the model is quite similar to that described by Problem 4.1.
Dynamic equations include capacity-balance constraints, retraining of labor force con-
straints. and constraints on raw energy reserves, cumulative discoveries, amounts produced,
and intermediate energy stocks.

The capacity-balance constraints are equivalent to eqns. (4.1) and (4.2). The retrain-
ing of labor force constraints specify educational and training capacities of the country
modeled and are written in the form [compare inequalities (1.27) and (1.34) in the DESOM
model described in Section 1.2.4]

p(t + 1)< Bp(t)

where the manpower vector p(¢) is partitioned into skill groups.

The resource constraints are similar to constraints (2.24)and (2.25) and are intended
to allow the inclusion of accurate values for the energy reserves, cumulative discoveries
(and amounts produced), and stocks.

The various static constraints represent energy-demand requirements, energy-proces-
sing and operating-capacity limitations, and environmental aspects. The energy and non-
energy sectors are linked by the balance equation constraints (4.8) and (4.9).

The objective function of the model maximizes the discounted vector of goods
received per person, summed over time. It can be expressed as

T
J= ,5 A M(2),p(0)]

where the matrix M(z) represents the consumption levels and the vector p(¢) is the distri-
bution of the population over different income levels.

When finally completed, the detailed model will include an 87-sector input—output
matrix, and the possibility of modeling the energy sector using approximately 150 equa-
tions per period. Thus, the number of constraints for each period in an integrated model
with a reasonable level of detail may be of the order of 400: 87 for industrial activity,
2 X 87 for capacity constraints, and about 150 for a detailed energy sector. A 20-25-
period model (for example, one covering a 75-year planning horizon in 3-year periods)
would therefore have between 8,000 and 10,000 constraints.

As noted by Dantzig (1976), such LP models would be among the largest built to
date. Therefore as a first step, a much smaller model which (Dantzig 1976) “incorporates
many, if not all, of the essential features of its larger counterpart™ has been attempted.
This pilot model is expected to have about 130 equations per period. For a 30-year model
(ten periods of three years each), there will be between 1,250 and 1,400 equations.
Initially, the model will be solved using the straightforward simplex method.
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4.3.2 IMPACT Model

This is an extension of the model developed by Kononov and Tkachenko at the
Siberian Power Institute (Kononov and Tkachenko 1975; Kononov and Por 1979). The
model is designed to investigate the influence upon other branches of the national economy
of long-term changes in technology and the structure and rate of energy development.

The model is described by the following equations [for more details, see Kononov
and Por (1979)].

The direct requirements of the ESS for nonenergy products are given by

AE@) = ARE@ug (1) + Tg:o BNE(r — vt —7) (4.29)

If we neglect the time lags 7 in construction, then eqn. (4.20) is obtained. In the original
version of the IMPACT model (Kononov and Por 1979), a “carried forward” presentation
is used; in other words

fEE(t) = AE‘E(t)uE(t) +T'§ EEE(T— ve(7) (4.29a)

where the matrix ﬁgE (7 — t) denotes the contribution for the construction of additional
capacity to be put into operation during period 7, where t <7<t + 7.

Total (direct and indirect) product (material, eguipment, etc.) requirements are
derived from eqn. (4.9) [or from eqn. (4.21), where]"{;J (¢) and fﬁ%(z) are obtained from
eqns. (4.22) and (4.29), respectively]

(1 — ANEO)]upg (1) = BRE@W o (6) + A E () + wyg () + sy () (4.30)

Using v (#) and »(z), one can also calculate the total direct and indirect capital invest-
ments. In addition, the model includes several equations for evaluating direct and indirect
expenditures of WELMM resources.

The model operates in the following way. Problem 1.1 for the given demand dg (*)
for secondary energy is solved. Initially, the nonenergy resource constraints (1.9) are not

taken into account. The solution of the problem gives the values ﬁE(t) and l-JE(t), which
are inputs for the IMPACT model. Using eqn. (4.29), one can calculate fIEE(t) for given
i1 (1) and v (¢). Substituting ng(t) into eqn. (4.30) and solving the linear equations
(4.24) with certain additional conditions (Kononov and Por 1979)*

VNE(t) = max{frn<int [uNE(t) _uNE(T)] ; 0}

one can find the indirect investment vNg(?) in the economy which the ESS needs to meet
the given demand d (¢).

Note that we have only described here the general scheme of the IMPACT model.
The particular implementation of this model depends greatly on the specific details of the
ESS and economy models to be linked.

* [t is assumed here that capital stock is not dismantled and does not wear out.
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4.3.3 SPI Model

The interactions between the energy and nonenergy sectors of the national economy
have also been analyzed at the Siberian Power Institute, part of the Siberian Branch of
the USSR Academy of Sciences. For this analysis a special multisector model has been
developed (A.A. Makarov 1977). The model describes the interactions of the energy (E)
sector with those nonenergy (NE) sectors which directly or indirectly influence the energy
sector. There are eight such nonenergy sectors producing a total of 31 types of product.

The mathematical formulation of the model is close to that described by Problem
4.1 [note that we use here a somewhat different notation from that in the original version
of the model (A.A. Makarov 1977)].

The development of the production subsystem is described by state equations which
are similar to eqns. (4.1) and (4.2)

E:yieE(t +1)= E 0,6y (1) + EvieE(t)

where 61.(1‘) is a depreciation factor. Note that the subscript e used in equations for the
energy sector denotes e different technologies for energy production. Thus the energy
sector is represented in a more disaggregated form in comparison to the nonenergy sectors
of the model.

The balance equations are written in the dynamic form [compare eqns. (3.1), (4.8),
and (4.9)]

for the nonenergy sectors
ZngU + D) = zing () T anp (Dyng (1) — /Z 4;Ne DY iNg(®)
_ IE Ebi/NE(t + T)v/.NE(t +7)— wiNE(t) —s;ng(®)
for the energy sector
gt + 1) =2,p(0) + 223, ()5 (0) — %ai/E(t)y/'NE(t) ~wi(O) = 5;p()
(For the energy sector the stocks are fuels.)
Here z,(¢) and z,.(¢) are the production inventories for the nonenergy and energy

sectors, respectively, at the beginning of period ¢; aiNE(t) and a;,(¢) are loading coeffi-
cients of production capacity, hence

uNg(D) = @ (DYing ()
Ui (1) = 8, (1), g (1)
where u,y () and u;, (¢) are the production levels (gross outputs) during period ¢.

As in the IMPACT model, a “carried forward” (7 > 0) presentation of the require-
ments for construction is used.
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Constraints on manpower and other limited resources are given in a similar way to
inequalities (4.12) and (4.13)

I.E E:rgie(t)yieE(t) + E Er]{:)t'e(t’T)vieE(T) + iy (Y g (©)

+ ZAFE (D <ry®)
T

The model is solved using an iterative mode.

5 DLP CANONICAL FORM

On considering the models described above, we can see that all of them can be re-
duced to a single canonical form (Propoi 1973, 1976).

Problem 5.1. Given the state equations

x(t+ 1)=A()x(s) + T% B(nu(t— 1) ¢.1)
with initial conditions

x(0)=x%; u@t—7)=u’@(t—1) o<r<t—1) (5.2)

and constraints

G(1)x(r) + D(t)u(t) < f(z) (5.3)
x(t)>0; u(t) >0 (5.4)
find the control 4 = {u(0), . .., w(T — 1 — 7)} and the corresponding trajectory x =

{x(0),. . ., x(T)}, which maximize the objective function

J(w) = [o(T),x(T)] + ?3: [(a(?) x(®)+ (b(2) .u(1))] (5.5)

Here the {u(r)} are control variables and the {x(¢)} are state variables.

One can see that either all the models considered in the previous sections can be re-
duced to this canonical DLP problem, or that the methods developed for the canonical
problem can be directly applied to the models. Problem 5.1 represents a DLP problem in
a canonical form and can be viewed either as a “staircase” linear-programming problem or
as an optimal control-theory problem. Hence, both methods — linear programming and
control theory — can be applied to the solution of Problem 5.1. These methods have been
surveyed by Propoi (1973, 1976, 1979).
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6 CONCLUSION

Different individual energy-—resource—economy models, and their linkage into a
coherent overall system, have been discussed in the preceding sections. It has been shown
that all these models may be reduced to a canonical form of the DLP problem. Therefore,
a unified methodological approach can be developed to analyze and solve the models. Very
briefly, several further possible directions for the methodological analysis of energy models
may be outlined.

a. Energo-economic analysis. In this report we have concentrated on analyzing the
common mathematical features of the models. The analysis of the physical structure of
each model — objective functions, constraints, level of aggregation, uniformity of data
bank, etc. — from the economic and energy-technology points of view is also of great
interest.

b. Vector-optimization methods. Clearly, a single objective function is not a realistic
way of modeling energy systems. This problem has been discussed, for example, by Ho
(1979).

¢. Duality theory. The shadow prices which are the solutions of the dual problem
provide a valuable tool for a marginal analysis of the model. The relevant duality theory
for the canonical DLP Problem 5.1 has been described by Propoi (1977). The further appli-
cation of this theory to energy models, as discussed in this report would be useful in many
respects.

d. Numerical-solution methods. As mentioned above, Problem 5.1 is an LP problem.
Hence, standard LP programs can be (and already have been) applied for the solution of
energy models. Special methods which take into account the specific features of DLP prob-
lems have also been developed (Ho and Manne 1974; Propoi and Yadykin 1975/1976;
Ho 1977; Ho and Loute 1977; Propoi and Krivonozhko 1977, 1978); see also the refer-
ences given by Propoi (1976, 1979). Preliminary versions of these algorithms show results
which are acceptable when compared to the standard simplex methods (Ho 1977; Ho and
Loute 1977).

e. Post-optimal analysis. Methods for analysis of solutions, including parametric
DLP methods, and sensitivity and stability analysis, are of great practical interest. A gen-
eral theory of linear and quadratic parametric programming has recently been developed
(Propoi and Yadykin 1978).

[ Implementation of the solution. The implementation of the optimal solution is
just as important as finding the solution. We must mention here the questions of realiza-
tion of the optimal solution as a program (that is, as a time sequence of controlling actions)
or as a feedback control (that is, as a current control action determined by the current state
of the system).
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g Linking the models. The development of methods for linking individual models is,
at present, probably the most important issue. Three main areas for investigation are

— Relations between long-, medium-, and short-term energy models (for example,
how the optimal solution of an aggregated long-term model relates to the solu-
tion of a more detailed short-term model);

—  Methods of linking individual models of energy, resources, and the economy
into an integrated energy model for a nation or region (some of these method-
ological questions have been discussed in Section 4 of this report); and

— methods of linking national energy models into a world model.

Various discussions, both of methodology and of actual methods for the computer imple-
mentation of linked models, may be found in the literature (see, for example, Moiseev
1975; Behling et al. 1977; Hifele and A.A. Makarov 1977; Hoffman and Jorgenson 1977;
Kononov 1977; A.A. Makarov 1977; Manne 1977; Moiseev 1977; Orchard-Hays 1977;
Kallio et al. 1979).
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Fedra, K., Mathematical Modelling — a Management Tool for Aquatic Ecosystems? IIASA
Research Report RR-81-2, March 1981.
Reprinted from Helgolinder Meeresuntersuchungen, Vol. 34, 1980, pp. 221-235.

Mathematical modelling may serve as a rational and powerful tool in the manage-
ment of complex ecosystems. However, ecosystem models are drastic simplications of the
real world. As a rule they are based on a rather incomplete and scattered knowledge of
the system in question. Furthermore, ecological systems and in particular marine systems
are characterised by a high degree of complexity, spatial and functional heterogeneity,
nonlinearity, complex behavioural features such as adaptation and self-organisation, and
a considerable stochastic element. Nevertheless, if management is to be based on predic-
tions from mathematical models — and it has to be based on some kind of “model” in at
least a broad sense — we need an estimate of prediction accuracy in terms of the manage-
ment variables and constraints. One possible approach to model uncertainty is a probabi-
listic interpretation of model predictions, generated by use of Monte-Carlo techniques.
Fuzzy data sets and ranges are used. The resulting model response allows the derivation of
measures for model credibility. Probability distributions can be computed for certain sys-
tem states under (un)certain input conditions, representing the effects of insufficient data
and structural uncertainty on model-based predictions. Such analysis indicates that pre-
diction uncertainty increases, not only with the uncertainty in the data, but also with
increasing “distance” from the empirical conditions, and with time. Present ecosystem
models can be a tool for qualitative discrimination between different management alter-
natives, rather than a credible means for detailed quantitative predictions of system re-
sponse to a wide range of input conditions.

Clark, W.C., Witches, Floods, and Wonder Drugs: Historical Perspectives on Risk Manage-
ment. [TASA Research Report RR-81-3, March 1981.
Reprinted from Richard C. Schwing and Walter A. Albers, Jr., editors, Socieral Risk
Assessment: How Safe is Safe Enough? New York: Plenum Press, 1980, pp. 287—
314.

Risk is a people problem, and people have been contending with it for a very long
time indeed. I extract some lessons from this historical record and explore their implica-
tions for current and future practice of risk management.

Socially relevant risk is not uncertainty of outcome, or violence of event, or toxic-
ity of substance, or anything of the sort. Rather, it is a perceived inability to cope satis-
factorily with the world around us. Improving our ability to cope is essentially a manage-
ment problem: a problem of identifying and carrying out the actions that will change the
rules of the game so that the game becomes more to our liking.
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To cope better is to understand better the nature of risks and how they develop. It
is naive and destructive to pretend that such understanding can carry with it the certainties
and completeness of traditional science. Risk management lies in the realm of trans-
science, of ill-structured problems, of messes. In analyzing risk messes, the central need
is to evaluate, order, and structure inevitably incomplete and conflicting knowledge so
that the management acts can be chosen with the best possible understanding of current
knowledge, its limitations, and its implications. This requires an undertaking in policy
analysis, rather than science.

One product of such analyses is a better conceptualization of “‘feasibility” in risk
management. Past and present efforts have too often and too uncritically equated the
feasible with the desirable. Results have been both frustrating and wasteful.

Another is an emphasis on the design of resilient or “soft-fail” coping strategies.
The essential issue is not optimality or efficiency, but robustness to the unknowns on
which actual coping performance is contingent.

The most important lesson of both experience and analysis is that societies’ abilities
to cope with the unknown depend on the flexibility of their institutions and individuals,
and on their capability to experiment freely with alternative forms of adaptation to the
risks that threaten them.

Neither the witch hunting hysterics nor the mindlessly rigid regulations character-
izing so much of our present chapter in the history of risk management say much for our
ability to learn from the past.

Beck, M.B., Hard or Soft Environmental Systems? IIASA Research Report RR-814,
March 1981.
Reprinted from Ecological Modelling, Vol. 11, 1981, pp. 233-252.

Recent trends in lake and stream water quality modeling indicate a conflict between
the search for improved accuracy through increasing model size and complexity, and the
search for applicability through simplification of already existing models. Much of this
conflict turns on the fact that that which can be simulated in principle is simply not
matched by that which can be observed and verified in practice. This paper is concerned
with that conflict. Its aim is to introduce and clarify some of the arguments surrounding
two issues of key importance in resolving the conflict: uncertainty in the mathematical
relationships hypothesized for a particular model (calibration and model structure identi-
fication); and uncertainty associated with the predictions obtained from the model (pre-
diction error analysis). These are issues concerning the reliability of models and model-
based forecasts. The paper argues, in particular, that there is an intimate relationship
between prediction and model calibration. This relationship is especially important in
accounting for uncertainty in the development and use of models. Using this argument it
is possible to state a dilemma, which captures some limiting features of both large and
small models.

Hifele, W., A Global and Long-Range Picture of Energy Developments. IIASA Research
Report RR-81-8, May 1981.
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Reprinted from P.H. Abelson and R. Kulstad, editors, The Science Centennial Re-
view, Washington, DC: American Association for the Advancement of Science,
1980, pp. 156—164. The article was originally published in this form in the Centen-
nial Issue of Science, Vol. 209, 1980, pp. 174—182.

Most studies of energy supply and demand ignore either global interdependence or
the long time spans necessary to adjust to new energy sources. The International Institute
for Applied Systems Analysis has therefore studied on a global scale, for seven major
world regions, the balance between energy supply and demand for the next 50 years.
Reported here are the results for two benchmark scenarios. In the “low” scenario world
energy consumption increases from today’s 8.2 terawatt-year per year to 22 terawatt-year
per year in 2030; in the “high” scenario, consumption increases to 35 terawatt-year per
year. The study showed that time will be the limiting constraint in adapting the energy
supply infrastructure to changing resource availability; resources will be available until the
second half of the next century, but a strong shift will be required to low-grade fossil
fuels such as shale oil and tar sands. Each scenario studied indicated increased environ-
mental problems associated with increased use of fossil fuels, and potential geopolitical
problems associated with the world distribution of resources.

Miser, H.J., Operations Research and Systems Analysis. IASA Research Report RR-81-9,
May 1981.
Reprinted from P.H. Abelson and R. Kulstad, editors, The Science Centennial Re-
view. Washington, DC: American Association for the Advancement of Science,
1980, pp. 121—128. The article was originally published in this form in the Cen-
tennial Issue of Science, Vol. 209, 1980, pp. 139—146.

The science of man—machine operating systems, which includes operations research
and systems analysis, has achieved a substantial body of theory and application over the
last 40 years. Its current strength prompts it to attack difficult large-scale problems while
challenging the other relevant sciences to unite, not only with each other and operations
and systems research, but also with society, to deal with some of the most widespread
and important problems of our time.

Weingart, J.W., The Helios Strategy: An Heretical View of the Potential Role of Solar
Energy in the Future of a Small Planet. IIASA Research Report RR-81-10, May
1981.

Reprinted from Technological Forecasting and Social Change, Vol. 12, 1978, pp.
273-316.

Over the next hundred years there must be a worldwide transition from reliance on
fossil fuels to the use of some combination of long-term and abundant primary sources
for the production of heat, electricity, and synthetic fuels. The rate at which such options
can be developed and employed, as well as the maximum rate at which they can provide
energy at a sustained rate, will place important constraints on the rate and limits to growth


























