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A Note on the Estimation of Polynomial Distributed Lags

Johannes Ledolter

Methods of estimation of polynomial distributed lags in econometrics and procedures relating tree ring growth data to climatic and hydrologic data are shown to be equivalent to a method first described by R.A. Fisher in 1924 [3].

1. Estimation of Polynomial Distributed Lags:

Almon [1] considers the following model:

\[
\begin{align*}
Y_i &= X_i^T \beta + \epsilon_i \\
\beta &= T \alpha
\end{align*}
\]  

(1.1)

(1.2)

where:

\[X_i = (x_i, x_{i-1}, \ldots, x_{i-p})\]

\[\beta' = (\beta_1, \beta_2, \ldots, \beta_{p+1})\]

\[\alpha' = (\alpha_1, \alpha_2, \ldots, \alpha_{m+1}) \text{ with } m < < p\]

\[
T = \begin{bmatrix}
T_0(1) & \cdots & T_m(1) \\
T_0(2) & \cdots & T_m(2) \\
\vdots & \ddots & \vdots \\
T_0(p+1) & \cdots & T_m(p+1)
\end{bmatrix}
\]

where the \(T_i(\tau)\ 0 \leq i \leq m\) are chosen such that

\[
\beta_\tau = \alpha_1 + \alpha_2 \tau + \cdots + \alpha_{m+1} \tau^m.
\]

In matrix notation we get

\[
y = X\beta + \epsilon
\]

\[= XT_0 + \epsilon\]

(1.3)
where
\[ \mathbf{Y}' = (Y_{p+1}', Y_{p+2}', \ldots, Y_n') \]
are deviations from the mean
\[ \mathbf{\varepsilon}' = (\varepsilon_{p+1}', \varepsilon_{p+2}', \ldots, \varepsilon_n') \]
\[ \mathbf{X}' = [x_{p+1}', x_{p+2}', \ldots, x_n'] \]

The disturbances \( \mathbf{\varepsilon} \) are assumed to be independent, centered around zero and with constant variance.

The least squares estimates for the parameters in the polynomial distributed lag model are given by
\[
\hat{\alpha} = (T'\mathbf{X}'\mathbf{X}T)^{-1}T'\mathbf{X}'\mathbf{Y} \tag{1.4}
\]
\[
\hat{\beta} = T\hat{\alpha} = T(T'\mathbf{X}'\mathbf{X}T)^{-1}T'\mathbf{X}'\mathbf{Y}
\]

It was shown by Cooper [2] that this direct approach of estimating the distributed lag model is equivalent to Almon's [1] approach using Langrangian interpolation techniques.

2. Fisher's Model

Fisher considered a similar problem as presented in section 1. He studied the influence of rainfall on the yield of wheat. More than 60 yearly observations on wheat yield at the same experimental plot and weekly averages of rainfall for this time span were available.

Fisher considered the model:
\[ Y_i = x_i'\beta + \varepsilon_i \quad 1 \leq i \leq n \tag{2.1} \]
\[ \hat{\beta} = T\hat{\alpha} \tag{2.2} \]
\[ x_i' = T\phi_i \quad 1 \leq i \leq n \tag{2.3} \]
where
\[ x_i' = (x_{i1}', x_{i2}', \ldots, x_{ip+1}') \]
are the rainfall data for the \( i \)th year.

\[
\beta' = (\beta_1, \beta_2, \ldots, \beta_{p+1})
\]

\[
\alpha' = (\alpha_1, \alpha_2, \ldots, \alpha_{m+1}) \quad \text{with} \quad m < < p
\]

\[
\rho'_i = (\rho_{i1}, \rho_{i2}, \ldots, \rho_{im+1}) \quad 1 \leq i \leq n
\]

\[
T = \begin{bmatrix}
T_0(1) & \cdots & T_m(1) \\
T_0(2) & \cdots & T_m(2) \\
\vdots & & \vdots \\
T_0(p+1) & \cdots & T_m(p+1)
\end{bmatrix}
\]

In matrix notation the model can be written as

\[
\gamma = X\beta + \xi = XT_\alpha + \xi
\]

(2.4)

\[
X = \hat{X} + E
\]

where

\[
\hat{X}' = [\hat{x}_1, \hat{x}_2, \ldots, \hat{x}_n]
\]

\[
E' = [x_1 - \hat{x}_1, x_2 - \hat{x}_2, \ldots, x_n - \hat{x}_n]
\]

and

\[
\hat{x}'_i = T_{\alpha}'_i = T(T'T)^{-1}T'x'_i \quad 1 \leq i \leq n
\]

(2.5)

Thus, the model becomes

\[
\gamma = XT_\alpha + \xi = \hat{X}T_\alpha + \xi
\]

and since

\[
ET_\alpha = X[I - T(T'T)^{-1}T']T_\alpha = 0
\]

\[
\gamma = \hat{X}T_\alpha + \xi
\]

(2.6)
The least squares estimate of $\alpha$ is given by

$$\hat{\alpha} = (T'X'XT)^{-1}T'X'y$$

Substitution of (2.5) gives

$$\hat{\alpha} = (T'X'XT)^{-1}T'X_y$$

and

$$\hat{\beta} = T\hat{\alpha} = T(T'X'XT)^{-1}T'X_y$$

which coincides with the expression in (1.4).

In his paper [3] Fisher also introduced the concept of orthogonal polynomials. Since at the time Fisher wrote this paper computations had to be done by hand, the introduction of orthogonal polynomials was of great help. It is easily shown that by using orthogonal polynomials

$$T'T = I \quad \sum_{j=1}^{p+1} T_i(j)T_k(j) = \begin{cases} 1 & \text{for } i = k \\ 0 & \text{for } i \neq k \end{cases}$$

the estimate for $\alpha$ is derived by:

1) regressing $x_i$ on $T$ for $1 \leq i \leq n$ to derive the coefficients $\hat{\beta}_i$

2) regressing the $y_i$ on the $\hat{\beta}_i$ to get $\hat{\alpha}$.

3. A Further Comment

Models of the type discussed in sections 1 and 2 are also applied to the study of tree ring data. Biological models for the relationships between variations in tree ring widths and variations in temperature and precipitation are discussed in [4,5]. These transfer function models between the yearly tree ring growth and climatic and hydrologic variables are derived in a method similar to the one described by Fisher.
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