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Introductory Remarks by the Institute Director

H. Raiffa

The research program at IIASA started up in the summer of
1973 with the arrival of our first scientists, and by this
summer we should be about 60 strong in the scientific area.
The research projects include nine principal areas of research.
Three of them are service-oriented: methodology, design and
management of large organizations, and computer systems and
sciences. Then there are what we call the six "applied" pro-
jects: integrated industrial systems, urban and regional sys-
tems, ecology, bio-medicine, energy, and water resources. We
think of the research program as being conducted in a sort of
matrix format, where we have our applied projects from energy
all the way to the industrial projects, and then the remaining
three projects involving methodology, computer sciences, and
organization systems are conceived to be service oriented. 1In
these service-oriented projects we hope to incorporate a wide
range of skills by employing applied mathematicians, computer
scientists, people in managerial sciences and behavioral sciences,
policy analysts and including even lawyers. historians, etc.

If we look at the energy project, there are now about 10
or 12 people that are primarily in the project itself, but that
group is enhanced by a group of service-—oriented people who
work in relationship with the energy project, as well as in
the water and ecology areas. Now, some of you might wonder why
we chose to have nine projects when we have such a small pro-
fessional staff here. The choice of a project is a combination
of science and politics, and it was very difficult to get agree-
ment on one or two topics. I think by having a menu of inter-
related projects we are able to have an acceptable program,

But this presents terrible problems for us. What we hope
we will do in our research strategy is have a four-pronged
attack.

We are busy at this point building up our inhouse research
capability and we hope to draw scientists from all our national
member organizations. We are now 13 institutions from 13 na-
tions supporting ITASA, but gradually we will expand at the
rate of 2 or 3 new national member organizations per year.

The first phase of our program is the building up of our
inhouse research activities. The energy project is probably
the most advanced in terms of the time-table of our projects.
We have an asymmetric rate of development of the various pro-
jects. We are hoping that IIASA eventually will become part



of a network of research institutions and we hope that we will
be able to work in collaboration with other international as
well as national institutions. One of the international insti-
tutions with which we collaborate in the energy area is obvious-
ly the International Atomic Energy Agency (IAEA, located here
in Vienna), but in other projects we will be dealing with the
UNESCO, WHO, WMO, and other members of the U.N. family. Then
there are institutions like IFAC, IFIP and others of similar
ilk where we can hope to work out some collaborative effort.
But in addition to collaboration with international institu-
tions, we hope that we will have a strong linkage with insti-
tutions within nations. Thus, for example, the Institute of
Control Science in Moscow is a natural link to us, and many

of the things that we will be doing here they will support in
terms of their research organization. We hope in the meteo-
rological area, for example, to get cooperation with such in-
stitutions as the British Meteorological Office, NCSR in
Boulder, Colorado, the Hydrometeorological Institute in the
Soviet Union, etc.

We have an obligation not only to do research of our own
and in collaboration with others, but to be what we call a
sophisticated clearing-house for information--we have an ex-
change agency role: to find out what is being done in differ-
ent places that is of relevance to our research program here,
and to be catalyst in that kind of dissemination. One way of
informing a wider community of the research efforts that are
going on, on topics of relevance to our research program here,
is to have international conferences and working seminars, of
which this is one. I hope that through this means we will not
only be able to get an exchange of information, but that maybe
some of the activities that are done here in the next two
days will be the source of collaborative efforts of our re-
searches here and research institutions elsewhere.
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Introductory Remarks by the Energy Project Leader

W. Hafele

When the idea arose to have an energy project here
at IIASA, the intention was to accomplish two things
simultaneously: first, to make a substantial contribution
to the problem of energy as such, and second, within this
effort, to develop methods to deal with energy systems,
that is to say methods that permit dealing with the system
aspect of energy. The methodological requirements for
this task are high, and the hope is that in dealing with
energy we can learn something of relevance to the
methodology of systems analysis.

Against this background the Energy Project is
concentrating not so much on a detailed investigation of
a specific aspect of energy; neither are we concentrating
on the question of how to improve the performance of a
transformer, for example, or of a nuclear reactor. There
are wide communities, engineering communities and others,
in the world that are highly capable of fulfilling these
tasks. Our function as we see it is to identify problems
such as the question of interface, and others that still
have to be identified or that come up if the scale of
energy activities becomes wide and eventually global in
nature. Thus we have learned that energy production is
the major area of interest, but also the handling of
energy is of concern, or what we call the embedding of
energy into various spheres, such as the atmosphere, the
hydrosphere, and the sociosphere. As a consequence we
are addressing ourselves to a number of questions that
were not necessarily explicitly and extensively studied
in the past. For instance, we are trying to identify
the effect of waste heat on the climate, we are trying
to understand the establishment of standards that are
typical of the development of technology, and we are
trying to do something about risk evaluation, with the
understanding that they are the driving forces of modern
technology.

The goal which we hope to achieve eventually is to be
of help to the decision maker. That is to say, we have to
evaluate and execute methods that allow for the comparison
of options. They are options for the provision of long-
term enerqgy, for instance, the nuclear option, the solar
option, or the geothermal option.

All this then immediately leads to the identification
of the timing of the problem: which problem is first,
which is second? 1In what respect can we take a little time
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and carefully prepare ourselves for a very challenging
problem which might face us slightly later in the time
ahead? Quite often it has been observed that it is
easy to predict certain features of the future. Yet

it is by far more difficult to say when they are going
to happen. Let me state that I, for myself, had
anticipated an energy crisis in the foreseeable future,
but at the time I did not understand that it would
arrive so soon. For these reasons the identification of
the timing of the problem in our judgment is a major
goal for systems analysis in the field of energy.

A specific conclusion of an evaluation of timing
would be to identify the following strategies: What
is to be done on which time scale and in what perspective?
To what extent, for instance, is energy conservation
possible? What is the phasing of various actions to be
taken in the energy field? Here we need some sensor that
tells us about possible reactions, for instance, to
energy conservation steps, or about the nature of the
consequences if the partition between electric and non-
electric secondary energy were changed.

We feel that this sensor that helps us to assess the
evaluation of timing and strategies is energy modelling.
I am very grateful, therefore, for the possibility of
being w.th you today, and I am happy that for two days
we have the opportunity of dealing with the problem of
mathematical modelling of energy demand and supply. If
this is done in a sophisticated manner, these techniques
can be used for the identification of necessary steps,
for instance, in the R & D field, in investments or with
regard to necessary infrastructural improvements. We
cannot afford to do it by trial and error. We rather
have to do it on the basis of mathematical modelling.
The purposes of this conference are two-fold: on the
one hand, it will familiarize us with the latest
accomplishments in that field, and, on the other hand,
it serves as a platform of exchange, or what Prof.
Raiffa called "hopefully sophisticated but nevertheless
a clearinghouse."

This meeting today has two formal morning sessions,
where several papers will be presented as indicated in
the agenda. This afternoon there will be discussions in
working groups, and, with a sufficient number of
historical rooms available, it will be possible to have
four parallel sessions that will concentrate on various
specific topics as they come up in the discussions. At
the end of the morning discussion, perhaps all of us
should discuss which topics should be central to the
afternoon discussions. Naturally, in organizing a
conference, one is well advised to prepare possible
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suggestions and to emphasize possible subjects for
discussions. Let me repeat, however, that these
proposed topics can be discussed, if so desired,

but we do not necessarily have to stick to them.

On Wednesday afternoon we will try to have a con-
clusion or a discussion of further research topics.
This would allow everybody to make statements or
observations, if he desires to do so, and this brings
me to the end of my introductory remarks.



PAPERS PRESENTED
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Electricity and Energy Systems

Daniel Blain, Robert Janin, and P. Bernard

The most characteristic feature of the development of
electricity consumption in France during the twenty years
1950-1970 is its regularity. Indeed, during this peried, a
fairly clearly marked dichotomy could be observed in the
power market, in which two separate and distinct sectors
were apparent: the fossil energy sector (coal and liquid or
gaseous hydrocarbons), on the one hand, and the electricity
sector on the other.

There were doubtless some links between these two sec-
tors, owing to the fact that the second had to obtain sup-
lies from the first for producing secondary electric energy,
which expanded fairly rdpidly due to the fact that hydraulic
sites capable of being equipped economically became progres-
sively exhausted. But there were hardly any downstiream
links in the system, owing to the fact that the structure of
final uses for power in the two sectors proved to be remark-
ably stable. And so, whereas different fossil-type energy
sources competed very actively on the heating market partic-
ularly, the growth of electricity took place essentially in
captive markets, where the use of electricity was practical-
ly not contested: 1lighting, teletransmission systems, elec-
trolysis, metal refining, power for small and medium sized
units.

Whereas there were sometimes links between these two
sectors (for rail transport, for example), they were not nu-
merous and were insufficient to jeopardize the co-existence
of the two sectors, as each one operated in its own particu-
lar field.

Power market prospects indicated that this stability
would gradually disappear and indeed it was suddenly broken
by the recent increase in the cost of fossil-type power:
the two sectors are no longer clearly separate. Competition
between all forms of energy will dominate the energy system,
owing to the new competitive aspect of electricity on the
heating market. A change of this kind in the situation has
serious consequences on the structures and internal organiza-
tion of electric power producers. It alsoc makes it neces-
sary to re-examine completely the methodology concerning
forecasts in the 1light of new conditions brought about by
the increase in the use of electric energy.
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In the present communication, it is proposed to illus-
trate in the first place how the methods used for forecast-
ing requirements and programming were adapted to past growth
conditions. Further on, an indication will be given of how
they should be adapted to suit present conditions.

1. The Trend of Past Evolution

The strategy of the development of electric energy came
within the context of fairly regular world economic evolu-
tion. The successive relay of specific uses comprising the
particular field for electricity was also a regulating factor
in the development of the total demand. The forecast demand
could therefore be based on certain fairly clearly determined
1inks between variables. On the other hand, the sustained
rate of spontaneous demand induced firms producing, trans-
porting, and distributing electricity to develop a strategy
that merely accompanied this demand and satisfied its re-
quirements. In this context, it was perfectly legitimate to
consider that demand would develop exogenously.

It was therefore feasible to use forecasting models of
the statistical type which took the essential of this evolu-
tion into consideration. By their very nature, they pos-
sessed the great advantage of enabling errors to be measured
and a confidence level to be assessed. In these conditions,
the forecasting methods were well adapted to the requirements
of decision makers, in the terms of a fairly simple procedure
--at least in principle--consisting notably in:

- defining the cost of failure; and
- combining supply with demand, both being random.

It could justifiably be maintained that this system led
to the best possible definition of the volume of supplies
required.

More analytical models were not excluded when required
to satisfy requests for more specific information. However,
without denying their utility, it must be stated that they
only played a minor role.

1.1 Econometric Models

The various different econometric approaches possible
all share a common characteristic: they all depend on the
hypothesis that the structural relationships identified by
observation in the past will be maintained in the future,
in such a way that future identification of the explanatory
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variables retained is sufficient to determine the evolution
of the endogenous variable.

As for the explanatory variables they may take different
forms. They may consist of time alone (autonomous models).
They may be other variables, such as a representative parameter
of economic or industrial activity, the cost of electric pow-
er, demographic evolution, etc... (conditional models).

In a general manner, the various different possible ap-
proaches were tested. In practice, the models finally
adopted--because they appeared to be the most pertinent under
analysis--were fairly simple in form.

1.1.2 The Overall Approach

Its main interest lies in the simplicity of the hypoth-
esis used. In effect, it implies that the mechanism of the
growth of all electric power consumption (losses either in-
cluded or excluded, varying with each case), considered as a
whole, will remain unchanged, or, at least, that any changes
in rhythm likely to affect them in the future will be mutual-
ly compensated for.

The most interesting model from this aspect is a condi-
tional model of the adaptive type, in which the structural
relationship retained is the 1ink between increases in the
total consumption of electricity, exclusive of losses, and in-
creases corresponding to the gross internal production in
volume. Losses are added afterwards.

For the period 1964-1973, the following equation is
obtained:

a¢ = 1.66 A2d:De o 268 + e (R = 0.86)
(0.37) PP (2.13)
where

ég represents the annual growth rate of the
total consumption, exclusive of losses,

Ap.1.b. the annual growth rate of the p.i.b. in

p.1.b.
volume, and

€ a white noise .

1.1.3 Semi-Global Methods

Although attractive in itself, the simplicity of the
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hypothesis retained in the overall or global approach fails
to make it possible to determine the diversity of the evolu~
tion--although confirmed~~of the main components of the total
demand. In particular, evolution in France over the last ten
years has revealed a fairly marked difference in the growth
rate between:

- the industrial sector, where consumption has devel-
oped at a moderate ratej; and

- the agricultural sector, both domestic and tertiary,
where the increase rate of consumption was clearly
greater,

Under these conditions, 1t appeared necessary to explore
the evolutlon of each of these demands by means of distinct
models on the period 1964-1973,

LOG C = 0.0998 t + 4.0972 s (R = 0.998)
(6.0004) (0.0163)

proved to be insufficient to take the evolu-
tion of non-industrial consumption into con-
sideration.

LOG C = Logarithm of the annual consumption of elec-~
tricity in the agricultural sector, both
domestic and tertiary,

t = time (t = 0 in 1974).

As for consumption in the industrial sector, it appeared
that the variations in the volume of the added value in indus-
try explained its evolution reasonably well. The model used
then leads us to the following equation for the period 1964-
1973:

C . .77 AVAL

- 7 + 0,70 +e , (R = 0.57)
(0.39) AL (2.5)
in which
é%»= the annual growth rate of the consumption 8f
electricity in industry.
AVAL _ ¢y f the value added b
VAT e annual growth rate o e value adde y

industry, measured at constant prices, and

a white noise.

m
1]

As with the overall or global approach, losses are deter-—
mined afterward.
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The variance of total consumption is calculated by com-
bining the variance of each component resulting from each par-
ticular model.

In the past, this semi-global approach confirmed the
global approach fairly well, as the reference results coming
from these different models produced relatively well grouped
average figures for total medium-term consumption.

1.1.4 The Introduction of Elasticity to Power Prices

The models described up till now only use figures re-
presenting the volume of economic or industrial activity as
explanatory variables. However, in the total demand, it was
possible to discern several fairly diversified uses with respect
to their technico-economic characteristics (high or low
voltage supplies, load duration curve for each different use),
and, in consequence, with respect to their price. Besides, these
different prices did not necessarily evolve in a homothetic
manner: for a firm applying a tariff policy reflecting. costs,
the component elements of the cost for each one of these uses
were not necessarily the same, nor more generally affected
by the same influences.

This analysis should logically lead us to question the
existence of elasticities of consumption in relation to price
and to measure them. However, the difficulties inherent in
this kind of research work must be stated here:

a) as elasticity in prices of electricity could ob-
viously not constitute the only explanation for the evolu-
tions recorded, it was essential to define a structure of
reputedly homogeneous uses in respect of a small number of
parameters;

b) attention had to be given to the possible co-line-
arity between the various variables;

¢) prices other than those for electric power could
influence consumption development. If the price of combus-
tibles could be neglected because of the partitioning of the
energy market, the existence of a number of crossed elastic-
ities was nevertheless conceivable: the price of electric
household equipment, for example, for a large fraction of
domestic consumption, or--and a relevant case will be seen
later--the wages for certain industrial uses (mechanization
of tasks);

d) some uses might prove to be sensitive to climatic
conditions; and
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e) finally, and in a more essentlal manner, supposing
that it Is possible to estimate elasticities with respect to
prices, interpretation of results would never be very easy.
The reason for this 1Is that since the number of unit costs
decreases with the quantities supplied, most of the tariffs
applied are degressive with the quantities consumed by the
user. So the existence of a link quantity versus price could
just as well represent a characteristic of the supply curve
as a characteristic of the demand curve.

Nevertheless, failing any very sensitive influence, cal~
culations reveal significant but small links between prices
and consumption.

For example, there is a connection between the evolution
of consumption of electricity in industry for modulated uses
(mainly motive power) and the relation between the price index
for this type of electricity supplies and the hourly wages
index, a connection improved by the introduction of a one year
lag. The equation is as follows:

S L1l ég—'i%- 0.26 —Ai—i;;—"i , (R =0.85)
(0.12) T (0.12) -1
in which
QHTM = the modulated high voltage consumption,
p.i.b. = the gross national production in volume,

IPEW = the ratio electricity price versus hourly
wages.

In the Appendix, a complete presentation of the results
obtained for the four main operating categories will be found.

1.2. Analytical Models

There is a great temptation to push analysis further and
to try to get a detailed breakdown of the consumption of elec-
tricity, by isolating, for example, each of the different
branches of industrial activity, so as to discover the total
consumption by means of summation.

Actually, one has to face many difficulties with this
approach, for example, the multiplication of hypotheses on
the development of each sector of activity; difficulties
very quickly become insurmountable owing to combinations of
different random variables. Finally, forecasts obtained by
aggregation of partial results are essentially based on the
present nomenclature of the branches. This nomenclature will
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inevitably be modified in the future as technical processes
evolve. In consequence, one has to do without permanent
statistical compensation which operates between expanding
and declining branches without taking into consideration the
successive relay between uses, which we have already dis-
cussed, and the "creative destruction,”" which, according to
Schumpeter, can be identified with economic growth.

Must all types of analytical approach be rejected glob-
ally? Certainly not. First of all, these approaches give
a possibility of crosschecking information, however imperfect
it might be; on the other hand, they are essential in cases
where specific information is required. As an example, let
us note forecasts concerning the evolution of load -duration
curves, an element that cannot be disassociated from fore-
casts concerning power consumption, i.e. the necessity to
localize future consumption inside a given territory.

Finally, analytical meodels are often likely to supply
precious information for modifying, in one direction or an-
other, the forecasts produced by econometric models. An
illustration of this is supplied by an analysis test on in-
creases in intermediate consumption of electricity (agricul-
ture, industry, transport, tertiary sector) in three component
parts:

1) varying like general economic activity;

2) linked to modifications in the weights of various
branches of activity, which are caused by structural changes
in the final demand; and

3) 1linked to the evolution of the technical coeffi-
cients in each branch and reflected in the consequences of
the consumption of electricity of changes in production
processes.

Studies of this type make it possible to quantify the
incidences of electricity development due to alleviation of
industrial structures: increases in the relative importance
of light industries consuming little power at the expense of
heavier industries; estimates of any accelerations that
might be expected as a result of modifications to technical
production processes; and in a more general manner, detection
in good time of any new facts likely to influcence future
consumption in a significant manner.

In conditions governing the growth of electricity in the
past, as described above, the analytic approach only played
an accessory role. The fact is that demand developed in a
regular manner and exogenously placed econometric approaches
in a favorable position. Uncertainties concerning the total
were very limited and electricity producers could proceed to
"adjust" their programs within a system where stability reigned
(the term "adjustment" is furthermore significative 1n this
connection).
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2. New Conditions Governing the Growth of Electricity
Consumptilon

For some little time now, however, signs of a new situ-
ation have become apparent. Faced with the medium- and long-
term prospects concerning the prices of different types of
power, producers of electricity expected that the partition
separating the fossil energy sector and the electricity sec-
tor on the power market would gradually disappear. They had
drawn an important conclusion: prospects concerning the
cost and reliability of supplies made cost-effectiveness a
rather fast development of nuclear power production. Never-
theless, this development would depend on a sufficient surge
in the consumption of electricity, particularly in the heat-
ing market, which, as we have seen, has been reserved up till
now for the fossil energy sector. Hence, a first decision:
it is no longer enough just to follow demand; it becomes
essential to take the appropriate commercial and promotional
steps to activate this demand.

A decision of <his kind, which announced the end of con-
ditions in which demand was formed entirely exogenously, brought
about an initial upset in the system: the notion of a struc-
tural invariant began to fade away. But it was nevertheless
fair to assume that this would be gradual and temporary, as
long as the growth of the demand is disturbed.

The considerable increase in the price of fossil energy
has still further upset forecasting methodology. It means
passing from a system with fixed frontiers to an open system,
in which there is no "natural" limit to the expansion of
electrical energy and which is dominated by the substitut-
ability existing between different energy types. In the
matter of power, economic choices have always been long-range
choices. It is therefore up to government authorities to fix
a medium- and long-term price on this market. Governments are
capable of inducing present and future choices in conformity
with the general power policy they intend to follow, partic-
ularly in making the necessary substitutions possible in the
best possible conditions.

In so far as forecasting is concerned, inertia and time
constants forbid the pure and simple abandonment of the methods
used up till now. In the medium term, radical transformations can
only have an effect on the system's margin, since everything
that already exists constitutes, by its very nature, a more
stable kernel which past decisions have shaped in a manner
difficult to r-verse.

On the other hand, in the long term, it is easier to dispose
of the initial situation: the relative prices will be called



-22-

upon to play a determining role, and, owing to the quasi-total
substitutability between the different forms of power, distri-
bution of the market is much more open. In this distribution,
the massive advent of nuclear power will enable electricity

to play an important role initially. For a longer term,
though, other operating modalities must not be neglected.

The electricity sector, as regards both demand and pro-
duction, is thus faced with new uncertainties, and, in order
to remove uncertainties on the distribution of markets inside
the power sector, one is inclined to "globalize" the problem.
This globalization constitutes a radical breach of present
forecasting methods: instead of a forecast for electricity,
which i1s quasi-autonomous and which scarcely takes into ac-
count the interplay between the different forms of power, the
extension of the problem aims at determining, on a national
planning basis, the best possible distribution of the final
demand for power.

An approach of this kind has not yet been formalized,
but research work is beginning in this direction. It con-
sists of the following: based on a forecast for final uses,
without pre-determining the form or forms of energy to be
used, the different chains are followed up to intermediate
and primary forms of energy; the best possible distribution
from the poin' of view of the community is then examined.

The criteria for estimating the best solution to a prob-
lem of this kind should be to take qualitative aspects into
consideration, such as reliability of supplies of primary
energy or external effects (nuisances). In so far as easily
quantified aspects are concerned, it should be possible to
take into account the various costs defining each chain:

a) the cost of supplies of fossil energy and nuclear
combustibles;

b) investment and operating costs in the production
process of electricity (and possibly of hydrogen) and costs
involved in other processes for transforming fossil-type com-
bustibles; and

¢) finally, an important innovation in the approach
suggested--investment and operation costs incurred by final
consumers--depending both on the type of energy used and
operating cost-effectiveness.

The main parameters governing the problem are as follows:

1) evolution of the cost of fossil=-type and nuclear
combustibles;
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2) the results and cost-effectiveness of water elec-
trolysis;

3) the cost-effectiveness and arrival date for hydro-
gen turbines;

4) the cost-effectiveness and arrival date of thermo-
chemical water dissociation processes; and

5) the "asymptotic" levels of demand for different uses.

All of these are uncertain parameters, inducing us to
look for an answer not in the form of one single decision,
but in the form of a strategy dependent upon the realization
of the various parameters.

The output of such a model would be the evolution of the
demand for intermediate forms of energy (electricity, hydrogen,
natural gas, petroleum products, heavy fuel, coal). Knowl-
edge of these time series is essential to the producer of
electricity: by providing the targets most suitable to the
community's interests (meaning less waste), it can serve as
a basis for:

a) 1its commercial policy, and

b) investment and production decisions.

It thus appears that new conditions governing the growth
of the use of electricity mean that the problem of distribution
of markets inside the complete power sector must be globalized.
This entails a great change compared with previously
used methods. This will indisputably require that, to a far
greater extent than in the past, the conditions governing
competition between the various forms of power will have to be
examined with special attention. These conditions can only be
appreciated if comparisons between complete chains are made,
beginning with primary energy and extending to final use.

The field of this analysis will, from now on, be consid-
erably enlarged. The future position of the power system it-
self within the whole economic system cannot be determined with
any certainty and will depend to a very great extent on the
behavior of the community and the policies adopted.
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ELECTRICITY AND ENERGY SYSTEMS

Appendix

The Effect of Prices on the Demand for Electricity

Energy in general and especially under the elaborate
form of electricity takes a great part in the economic¢ growth
of the developed countries.

The demand for electricity follows a very steady trend
in the medium range (it doubles approximatel; every 10 years);
but this trend goes with a diversified growth of the differ-
ent uses of electricity. When one tries to point out the
effect of prices on electricity demand, one meets two kinds
of difficulties, due:

- first to the necessity of defining a2 homogeneous repar-
tition between the uses; and

- secondly to the dependencies between most of the explan-
atory variables.

1. Methodology

1.1 Structure of Uses

Four uses are distingulshed:

1) lighting and domestic uses;

2) motive power for industry;

3) electrolysis and specific industrial uses; and
4) integrated electric heating.

The statistical data available lead often to over-~
simplification. One can consider that the first usage cor-
responds to the low voltage demand, even though one finds
motive power in the low voltage sales and lighting in the
high voltage. The second type ("industrial modulated demand")
is defined as the residual part of the high voltage sales.

The third type ("flat uses") covers industrial sectors char-
acterized by a rather regular load duration curve. One must
comsider the demand for the fourth use as negligible in the
past.
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1.2 Dependent Variables

To build a multivariable explanatory model for the elec-
tricity demand, one meets problems due to the fact that most
of the explanatory variables (GNP, industrial added value,
household consumption, electricity prices, general level of
prices, wages...) are not independent.

This leads to consideration of the rates of growth and
not the absolute levels of the different variables.

2. Explanatory Variables

Use (1)

The growth of the low voltage demand is in relationship
with the number of consumers (i.e. practically the size of
the population) and with the household equipment. It seems
that the utilization of new household equipment is respon-
sible for the growth of the demand, so that one may retain
household consumption as an explanatory variable. So far as
one considered that the operating cost of electro-domestic
equipment had no effect on the buyers' decisions, the actual
growth of low voltage demand is weakly correlated with tariff
increases (real and nominal). The partial correlation co-
efficients are respectively .19 and .48, and the correlation
may be improved by considering a moving average of deflated
increases over 2 or 3 years. This refers implicitly to a
behavior which would adapt itself to the past tendency of
prices.

Weather severity is the last explanatory variable in-
troduced because of its effect both on extra heating and on
luminosity (hence on lighting uses).

Use (2)

As for low voltage sales, the evolution of motive power
uses in industry may be related, in the medium term, to the
substitution of capital goods for labor, although there may
be fluctuations in the rate of utilization of production
capacities. * As a matter of fact, one may point out a rela-
tionship between the deflated price of electricity and the
relative price of electricity vs. wages. The correlation is
introducing a time lag of one year for prices.
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Use (3)

For a certain number of uses gathered in this group,
electricity has no practical substitute (e.g. for aluminium
production), and is often a determinant part of production
costs.

There is actually a strong correlation between the pro-
duction of the different sectors involved and their demand
for electricity. One must of course take into account tech-
nical progress which tends either to increase or to decrease
the specific consumption (e.g. steel or aluminium).

A decreasing trend in the rate of growth of this third
use is due to international competition: one may observe in
this type of big electricity consumer a tendency to look for
new locations in areas where both mineral resources and elec-
tricity are cheap and abundant.

Apart from the GNP, the best explanatory variable is the
nominal index of high voltage electricity prices.

3. Results

The statistical data cover the period 1952-1972. All
the regression coefficients are one non-zero at the level of
significance of 5 per cent. Durbin and Watson's coefficients
are also 'satisfactory.

Use (1)
Variables:
QBT : Low voltage consumption (in TWh)
ICM : Index of household consumption, in volume
(1,000 in 1952}
IPRBT : Index of real prices for low voltage sales
(1,000 in 1952)
ITBT : Index of low voltage tariff
CRC : Weather severity coefficient
.1
TPMBT,,, = 3 [IPRBT + IPRBT_, + IPRBT_z]
_ 1
IPMBTOl =5 [}PRBT + IPRBT_l]
21
IPMBT12 5 [IPRBT_1 + IPRBT_2]
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Log QBT = 1,85 Log ICM - 3,94 (R = 0.999)
AQBT _ AICM -
38T © 0.63 “Tom * 8.3 ACRC + 6.26 (R = 0.71)
AQBT _ AICM ATIPRBT
_@T = 0.56 —IC—M + 8.4 ACRC =~ 0.06 TD-R—B_T + 6-53
(R = 0.71)
AIPMBT
AQBT _ AICM - 012
—QB—T— 0‘36—I—C'ﬁ+ 7.9 ACRC 0.66WB—TOE
+ 7.02 (R = 0.80)
AIPMBT
AQBT _ AICM 01
-—m = Oc18 —-IC—M + 8.0 ACRC = O.LIS T}\m
+ 7.96 (R = 0.82)
The best regression is:
AIPMBT
AQBT _ AICM _ 12
W = 0.58 “TCH 0.39 —I—P—,MB—T—E + 8.7 ACRC + 6.11
(R = 1.82)
(0.19) (0.17) (2.6) (1.0)
Use (2)
QMTM : Modulated high voltage consumption (in TWh)
IPIB : Index of the gross internal production in
volume
IPRHT Index of the real prices of high voltage
supplies
IPEW Index of the relative prices electricity
Vs, wages
Log QGTM = 1,29 Log IPIB + 2.73 (R = 0.9987)
AQHTM _ ATIPIB (R = 0.78)

oETw - 193 ~TPIB
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AIPEW

~qmmw - 11 TpiE 7 2% Trpw (R 7 0-82)
AQHTM _ ATPIB _ ATPRHT _
—QuTH - 122 ~rprg "~ 038 “fpray (R = 0.83)
ATPRHT
AQHTM _ ATPIB _ -1 -
o = 1+31 ~IprE - ©-2Y “TPRAT, (R = 0.8L)
The best regression is:
AIPEW
AQHTM _ AIPIB _ -1 i}
—OETW - 1.11 TPTR 0.26 _T?EW:T (R = 0.85)
(0.12) (0.12)
Use (3)
QUP : "Flat" uses (in TWh)
IPIB : Index of the gross internal production in
volume
ITHT : Index of the high voltage tariff (1,000 in
1952).
Log QUP = 1.095 Log IPIB - 4.60 (R = 0.984)
QUP = 14.96 + 2,14 (t - 1952) (R = 0.998)
AQUP _ AIPIB _
507 - 110 “Fr1m (R = 0.46)
AQUP ATPIB

L)
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The best regressions are:

AQUP _ ;g0 AIPIB 5 510 ITHT + 10.18
WP " o.ue) FIB T (50003) (4.15)
(R = 0,73)
AQUP AIPIB
= 1,32 - 0.218 QUP . + 6.76
WP = (5.k3) IPTB (olouy) o "L (2.78)
(R = 0.81)
4, Conclusion

In the past the effect of prices may be considered as
rather weak. However studies in terms of elasticities can be
undertaken, keeping in mind that their conclusions are very
uncertain,
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A Comparison of Mathematical Models for Long-Term Planning of

the Economic Operating and Extension of a System of Power Stations

G. Modemann and P. Winske

1. Introduction

The aim is the sufficient, reliable and cheap supply of
electrical energy taking care of the environment. That means
a technical and economic task concerning the whole expected
life time of the next plants that are going to be installed
and whose external conditions are changing. These large invest-
ments need aids for decision making.

For this purpose methods of Operations Research have been
developed in the 1950s and 1960s which require large and fast

digital computers. The task comprises the following structure:

Step 1. analysis of the system electricity company or public
electricity supply;

Step 2. mathematical description and finding of data;

Step 3. model construction, i.e. a logical-mathematical
construction;

Step 4. simulation of the behaviour by means of OR algorithms;

Step 5. interpretation of the results.

The most important problems are:

1. quantification of the objective function, that is the fore-
cast and finding of weights for partial aims in terms of
costs;

2. quantification of restrictions, that is forecast and finding
of technical and economic limits; and

3. finding suitable methods of optimisation. To dodge into
parameter studies does nct mean that one does not have to

make decisions.
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Description of the three models and optimisation

methods used

Comparison of the three principal different models as
far as methods and results go:

In the first two models (LP Linear Programming and
NLP Nonlinear Programming) the variables are con-
tinuous, in the third (DP Dynamic Programming) they
are discrete. A model with mixed integer-continuous
variables has been started but this will not be dis-

cussed today.

What the three models have in common:

All three are zero dimensioned or point models which
means one takes for granted the ideal operating of
the power plant system without elements of energy
transfer.

In [M] the high-tension mains of the German Federal
country North-Rhine-Westfalia were included in order
to get an optimisation of the plant location within
the frame of the installation problem. This was only

possible in a model with discrete variables.

Analysis and forecast of quantity and characteristic
of .the electric energy demand. In these programs

they are calculated in separate sub-programs.

Quantity. For the models LP and NLP the demand of the

FRG is forecasted in a global way, basically dependent



2.0.1.2

o
o
n

-33-

on consumption per person [Fig.l and Eﬂ . For the
model DP the demand was determined according to
forecasts by sectors e.g. industry, household,
commercial, etc. This, however, was not influenced

by the method DP.

Characteristic. The common ordered annual load
diagram can hardly be used, for example, because

the peak 1load in summer is identified with the lower
medium load in winter. This is wrong for installa-
tion problems because even in the future the planned
shut down periods should lie in the months of low
load. Because of this th=s daily generating diagrams
were used, namely workday, 8aturday, Sunday, for a
typical month of each season of the year; that means
12 diagrams for a basic year. The change of shape

of the daily diagrams was forecasted for the planning
horizon. After certain substeps, which are different
for the three models, a demand of power was found
[Fig.} and 5] divided in load sections, i.e. ordered

annual generating diagrams.

Technical and economic parameters for the calculation
of energy production costs which influence the result
fundamentally and which are identical for the three
models as far as possible for the comparison in
Chapter 3. The following parameters are all dependent

on time.
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2.0.2.1 Technical parameters: For LP and NLP, average value
of electric net power of units of each type; effi-
ciency; calorific value; burn-up of nuclear power

plants.

2.0.2.2 Economic parameters: direct and indirect costs
of installation, 1life time of plant, rate of interest,
operating and maintenance costs, fuel costs; the
calculation of the nuclear fuel cycle costs is done

in a separate computer program.

2.0.2.3 Energy-production costs in fixed and variable portions.
The fixed costs are only dependent on the type's
installation capacity. The costs of investment
for those power plants which were existent before
the planning horizon were not taken into account
because they do not influence the result of optimi-
sation.
The variable cests only depend on the quantity of
energy which is produced by the existent and newly
installed power plants.
Both fixed and variable costs are discounted at the
beginning of the planning horizon in order to be able
to compare costs at all, in the following marked *
With all models optimization means minimisation of

the total energy-production costs.
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Restrictions can be divided in two groups:

1. Restrictions which necessarily result from the
general character of the planning task or from
the structure of the model.

2. Restrictions which can te used in order to take
account of special conditions in case of certain
planning problems, among others: a) maximum
or minimum energy of a type, e.g. coal; b) minimum
or maximum capacity of a type, e.g. nuclear power
plants of the second generation; ¢) nuclear fuel

balances, e.g. plutonium.

Reserve capacity: When giving longterm forecasts of
energy demand it does not seem sensible to consider
short term differences. For the calculation of the
necessary reserve power the random failure is estimated
for the time of the annual peak load. In a special
program a reserve capacity of 11-12% of the annual
maximum power was calculated [5].

As run-off-the-river power plants have to be treated
specially they are not mentioned in this paper al-

though they are included in the models.

Linear Programming (LP) [1]

In this model optimal decisions were calculated for
every year of the planning horizon. It is the con-

dition of LP to grant only linear forms of the variables.
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Restrictions in power and energy of single types
of power plants.
(a) disassembly AA. of power plants Pi(t)iPi(t—l)—AAi(t)
NJ
e. .(t)
. . . N\ . i,] < L.(t)
(b) power restrictions: Pi(t) = gJ T;ﬁET€7 i
1
breeder reactors for example.
(¢) minimum consumption of fuel-type, for example
hard coal
NJ
. < .
EJ ei,j(t) < Ei(t'
1
Example.

To conclude, Fig. 4 shall illustrate the kind of
results which are essentially determined by the in-
put data. It shows the optimal distribution of the
net electricity production and the maximum net capac-

ity in West Germany until the year 2000.

Non-linear programming (NLP) [2]

As opposed to the model talked about in .1, in this
model 1t was not the aim to find out a sequence of
optimal partial decisions but to minimise the overall
costs K* which are summed up in the whole planning
horizon. 1In order to minimise the objective function

a method of general convex optimisatior. is used.
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Because of this, the power areas in the annual

diagram are portioned in rectangular sections.

Annual generating diagram.

On the basis of the daily diagrams (2.0.1.2)
utilisation factors nj are found out for each load
section, whose power portions of the maximum net
capacity are calculated by dividing quantity of

energy Ej by nj; See equation:

NJ _1
E.(t) z E.(t)
1 1 . _
T P nl(tj ML n-(tzJ =Ll Pres

o "max J
2

As shown in the annual generating diagram in Figure 3
the utilisation time in the second load shape is
augmented by adding the pumping energy because the
base load range 1s filled up by definition to its
technical limit. After the lcss is subtracted, the
pumping energy generation of thermal power plants

is allocated in the peak load (the hatched areas in

Fig.3).

Objective function.

Variable ei'j(t) Quantity of energy of type 1 in the
bl

load section j in the year t |MWh/a|

Coefficient: kfix{ J.(t) + kvar{ J.(1:): specific
3

3

generating costs of the type i in the

load range j in the year t |DM/MWh|
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ty, < t < te planning horizon; NJ = number of load
ranges

NW (number of thermic plant types) + NP (number of
pumping storage types = 1)
= NI (number of all power plant types).

Now the objective function:

te te NI NJ
-
Ty . = - . .\, - *
Z(e) Et min K (et) Et min El % kflxi,j(t)+kvar i,j(t) ei,j(t)‘
€.
ta 7 ta 1 1

to minimise the power production costs K*(gt) in [DM/a].
There are also models whose total costs are minimized

in the objective function within the planning horizon, e.g.[6],

2.1.3 Restrictions.
2.1.3.! Energy balances for every year t without the second

and last load section (NJ - 2):

NW

2nd load section:

n
- 1
E2(t) = Ekorre(t) Ekorr2(t) 25 E

1
-——e (t)
npt NI,NJ >

2

last load section NJ:

NW

Eyg(t) = Z e, Ng(8) * ey ng(®)

1
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That i1s because the objective function as well as

the restrictions depend partially on the variables

of a non-linear kind. Of all the known methods for
solving convex optimisation problems the CRST method
of [7] seems to be the most efficient one. Its main
thought is transferring the restricted minimisation
problem to an unrestricted one. The method SUMT

of FIACCO-MCCORMIC [8] was used with a little adapta-

tion.

Annual generating diagram.

The necessary convexity can only be given if you
have a monotonously falling load shape in this dia-
gram [Fig. 5]. It consists of several trapezoid-
shaped load sections whose contents of energy have
been found out as in 2.1.1. With this, however,

the maximum and minimum power and utilisation time
of the basic daily diagrams limit the sections'! base
load and peak load. The two medium load sections
have to contain the quantity of energy that was
found out. What was said in 2.1.1 applies analogously

to the hatched areas of pumping energy.

Objective function.

Variable Xi j,p Power of type 1 in the load section
bl 3

at the end of period p |mw!

Coefficient: kfix* | p: specific fixed costs of the

+3
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type i installed in period p caused ir the remaining
time horizon |DM/MW|

kvar*, specific variable costs of the type i

i,j,p°
in the load section j, caused in period p, |DM/MwWh]|.
It is sensible as far as economy goes, and for the
convexity of the objective function necessary, to
insert the plant types in the diagram in the sequence

of increasing specific variable costs [Fig- 5]-

Now the objective function:

N NP NI NJ
Min K* (x) = Min }p }i {kfix¥* (A. + X: & = X: .
¥ ) §- § 1,p( 1,p § 3,50 1,J,p-l))
N
+ 73 kvar* ., e x, . o+ T, . }
L i,i,p " M3, T Ti,4,p
A NIJ X s
- _ L j,p L j+l,p i
with T, . =T . + 2 2 L ox, . _t -—5iLB
1,J,P L j+l,p ’L 3,p (§ £,3,p )

In these form:ilae there are pure and mixed quadratic
forms of variables. The complete production costs K*
which come up in the planning horizon consist of two
parts: The first depends on the new installed capacity;
the second on the produced quantity of energy in the
generating diagram. To limit the maximum number of
variables N = NI - NJ - NP, the planning horizon was
divided into periods p (here - 30 years into six

periods). Within each period one considers a con-
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tinuous progress between the status of the beginning

and the end of the period.

Restrictions.

First of all as opposed to 2.1.3 one has to satisfy
power balances

7ix for j = 1+++NJ and p = 1s+=NP

.o > P .
1 1,J,b — LJ:p

With the ordered insertion of plant types the energy
balances had been satisfied. The pumping storage
type 1s treated analogously as in 2.1 and the

restrictions are similar to those in 2.1.3.

To conclude, Fig. 6 shall illustrate again the optimal
distribution of the net electricity production and
the maximum net capacity in West Germany until the

year 2000,

Dynamic Programming (DP) [3,4]

In this model, for a medium term, a sequence of
decisions to install new blocks will lead to a mini-
mum of electricity production costs. Its planning
horizon (for example 10 years) which is short com-
pared to the other models seems to be sensible
because of the micro structure. This method is based

on BELLMAN's optimisation principle L9].
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Explanation of method:

The divisibility of the system in steps is essential
for DP because the calculation effort is growing
exponentially with the number of variables but only
linearly with the number of steps. Such a step with
one decision variable and one state variable is

shown:

leeeN

"

X X, = tn(xn—l,Dn) for n
| N,

Obj. function: fn(Xn)

D

2.3.2

n

Fig. 7 illustrates this method: Starting from an
initial state point X, only the optimal path back to X
will be selected for every allowable state point in
every step. After one has reached the last step N,
from every final state point the sequence of decisions

which is overall optimal can be named.

Objective function.
Decision variable xin: block power of the type i in
the period n |MW|
state variable Pn: power in period n |MW|
grid: ordinate state variable Pn,
abscissa period n
coefficient: kf‘ix*n (xi) specific fixed
costs in the period n for an

extension decision xi (DM/MW)

mln(rn(Xn_l,Dn) + fn_l(Xn_l))
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o N .
z (P) = min {(K*(P _,,xi ) + Z

. (Pn-l)}
xi
n

n-1

n-1
. N . . - . P e etk (s
with K*(P _,xi ) %ng {Atnj gnj kflxnj(ﬁnj)} + At exiekfix*(x1)

\

v

a b

*
+ Kvarn(Pn

N

1t x1n,TDn) .

C

The discounted costs K* of every period n consist of
three terms:

a) the fixed costs caused in period n from the blocks

ﬁnj which had been newly installed since the start
of the planning horizon;

b) the fixed costs caused in period n from the
decision to install the new block xin;

¢) minimum variable costs of the operating plants
with the total power P-1* xin in the daily
diagrams of the period n.

2.3.3 Restrictions.
The balances of energy and capacity which were named
in 2.1.3.1 and 2.2.3 have to be satisfied. Special

restrictions are as analogous as possible to 2.1,3.2

and 2.2.3%.

2.3.4 Results and example.
The insert optimisation has to be done for every

path in every step and should only last a short
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execution time. For this in [3] a mod: ?ied rranczh

and bound method of DP has been developed. In a

bicentric tree two blocks respectively form a new fictitous

blocck on the next level considering their allowable
operating states; the new fictitious block allots

the power optimally to the real blocks under all
possible diserete loads. For the insert optimisation
tion of the thermal plants the daily diagrams are
pilanned according to figure 8: the expected portion
can be determined in a more detailed way with the
hydrothermal insert optimisation or the basis of the
results of the therma. insert optimisation.

To conclude, Fig. 9 demonstrates the optimal distri-
bution of the net electricity production and the maxi-
mum het capacity for the federal country North-Rhine

Westphalia from 1972 to 108.%i.

Comparison of the three models

Resul*ts

Tc get comparable results for the three models it is

very important that:

~. the data input are as equlivalent as possible

2. the intended limitations of the range of possible
solutions are realized as equivalent as possible

by means of the restriections of the models.
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The discussion of the results is limited to the

differences which were caused by the models,

Case LP - NLP [10]

The results of this case of comparison are explained
with the help of figure 10 and 11 showing the optimal
shape of power in West Germany until the year 2000.
A great difference is noticed in the shape of time
of the 0il and nuclear power. With LP the LWR is
strongly installed and from 1985 its power remains
constant whereas the oil power is decreasing steadily.
With NLP the power shape shows the same tendency but
its level of power is halved. The oil power is
increasingly installed from 1975 to 1985 and from
then on to the year 2000 its portion is decreasing
strongly but stays considerably above the reference
level. The contrary extension with NLP has the
following reasons:
1. Integral optimisation with which restructuring
of insert of power plants which occurs later
is taken into consideration from the beginning.
a) The electricity production costs of the oil
power will be lower from 1995 on than those
of the LWR with a utilisation factor n = 0,85.
b) From the newly installed nuclear capacities
of the second generation in later years the
LWR is going to be shifted to the medium load

section.
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Improved simulation of the insert of plants

with help of the trapezoid generating diagrams.
With the shift of plants from one section to
another one gets a continuous alteration of the
utilisation time, i.e. the costs, whereas with
the LP there is only a salient alteration of the
utilisation time, which is why the o0il power will
have a lower portion in 1980 and why the LWR has
a larger share with LP. In LP the known rect-
angular shape of generating diagrams is used

and the result is a consideration of pumping
storage which is not totally representative, be-
cause all plants of the second load section

take part in the generating of pumping energy

but their share is not a result of variable costs
as with the NLP. Because the mixed costs of the
pumping energy are higher in LP, fewer pumping
storage plants are installed. This tendency

can be seen in the figures but it should be

noted that the lacking peak load is produced by
the GT.

On the other hand, in NLP the pumping storage
power comes off too well because in this case

it is pretended that the cheapest power plants
of the 2nd load range supply the largest quantity

of pumping energy. However, a free capacity
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of these plants is taken for granted which in
reality should not exist. The result of all
this is in NLP, the pumping storage plants have
too low variable costs and come off too well

in the competition with GT. Probably, the real
increase of capacity of PS will be lower than in

NLP but still higher than with LP.

Case NLP - DP [11]

Considering the federal country North-Rhine Westfalia

of West Germany and a planning horizon of ten years,

figures 12 and 13 the shape of time vs. power and

energy of the single plant types is shown. In the

DP results the single power plants are drawn to-

gether into types. The results of both models couin-

cide remarkably, only the portions vary. In both

models the increase of power is supplied by LWR but

the DP share is larger. That results from

1. step-wise optimisation which can take integral
effects int: account only under certain con=-
ditions;

2. the more detailed consideration of load shape
by means of characteristic daily diagrams;

3. Dblockwise consideration which makes it possible
that the variable costs of each block can be

considered as a function of the inserted power.
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Therefore in the NLP the integral effect of the
optimisation is exclusively a result of shifting
single plant types in higher load ranges during the
planning horizon. The cost data stay constant in
the planning horizon and the normalised generating
diagrams show hardly any change at all. Towards
the end of the planning horizon the shifted plant
types produce more energy with NLP than with D as
shown in fig. 13. So, in NLP for the LWR only a
smaller portion of energy is remaining. This again
leads to an increase of its power. Towards the

end of the planning horizon the GT shows a strong
increase of capacity in NLP and the reasons are
probably the inaccuracies in the consideration of
peak load and the faults caused from breaking up

the calculation.

Data and computation effort

1. Effort for finding and processing of data.
It is roughly the same in both continuous models
and the amount of data is still easy to survey.
For the discrete model the amount of data and the
effort increase rapidly because of the necessary
micro structure.

2. Computation effort.
The calculations for all models were eXecuted

on the CDC 6400 of the Rechenzentrum der RWTH
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Aachen, which has a maximum core capacity of
96K. The core storage and execution time for
the examples given in chapter 2 can be seen in

table 1.

Criteria for the distinction of the three models

Table 2 summarises the characteristics of important
points of view,

These criteria may be helpful for a user in order

to find the appropriate method for his problem.
Commercial questions or matters of public planning
can play a decisive role. The industrialist is
mainly interested in medium term micro structured
results which concern his control and decision
periods. The public planning on the cther hand needs
mainly macro structured results which integrally
take into account the interdependence in the whole
planning horizon.

If the models are judged according to the essential
interests of the two groups of users one can see

the following clearly.

The DP model seems to be suitable mainly for com-
mercial purposes. For public planning the NLP model
seems to be the better one. The LP model seems to
be mainly one for long term planning employed by

commerce. This is our recommendation. Note, how-
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ever, for users' special problems an altered recom-

mendation might be more suitable [5§.3].

A new frame of our studies is our working in common
with other groups in a project of the Ministry of
Research and Technology of the FRG with the title
"Forecasting the electric demand as a function of
economic and social development and its supply with

the help of nuclear power".



[1]

(2]

[3]

[4]

(5]

(]

[7]

Ce]

Recker, M.:

Meurin, G.:

Bieselt, R.:

Bieselt, R.:

Alt, H.:

Harde, R.:
Memmert, G.:

Carrol,

C.W.

Fiacco, A.V.:

McCormic, G.P.

-51-

References

Beitrag zur Bestimmung eines wirtschaftlich
optimalen Zubaues und Eilnsatzes von Kraftwerken;
Dissertation an der RWTH AC, 19681

Beitrag zur langfristigen Planung des wirtschaft-
lichen Ausbaues und Betriebes eines Kraftwerkver-
bundes durch integrale Kostenminimierung;
Dissertation an der RWTH AC, 1972

Bau und Einsatz von Kraftwerken;

Studie der RWTH AC! im Auftrag des Wirtschafts-
ministers des Landes NRW;

Schriftenreihe: Energiepolitik des Landes Nordrhein-
Westfalen

Gemeinsame Einsatz- und BAusbauplanung des Kraft-
werkparks und Hochspannungsnetzes eines Versor-
gungsgebietes mit Hilfe modifizierter Optimierungs-
verfahren der Dynamischen Programmierung;
Dissertation an der RWTH AC, 19741

Entwicklungstendenzen der Sicherheit und notwendigen
Reserveleistung beim Verbundbetrieb der Kraftwerke;
Elektrizitdtswirtschaft 1970, S. 672 ff

Modelluntersuchungen Uber Aussichten und Konsequen-
zen der Verwendung von Kernenergie zur Elektrizit&ts-
erzeuwgung;

Atomwirtschaft - Atomtechnik 1966, S.164 £, S.210 £

The Created Response Surface Technique for Optimi-
zing Nonlinear Restrained Systems;

Operations Research 1961 H.2, S, 169.

Minimization: A Primal-Dual Method RAC~-Tp-69,
The Research Analysis Corporation, Bethesda,
Md., USA, Sept. 63.



[9] Bellman, R.:

[10] k&ntje, K.:

[11] siinderhauf, R.:

-52-

Dynamic Programming;
Princeton University Press 1957

Vergleich zweier prinzipiell unterschiedlicher
Optimierungsverfahren zur Berechnung des
wirtschaftlich giinstigsten Einsatzes und Zubaues
von Kraftwerken;

Diplomarbeit an der RWTH AC, 19701

Vergleich zweier Kraftwerkausbau und -betriebs-
modelle;

Diplomarbeit an der RWTH AC, 19741

1

Rheinisch-Westfdlische Technische Hochschule Aachen

Institut filir Elektrische Anlagen und Energiewirtschaft

Lehrauftrag Leistungsreaktoren



-53-

Abbreviation

General

A = Energy

a = Pumping Energy

kg = Energy generation costs

P = Power

Tl,J = Utilisation Time of the Load Range j

\Y = Electric Energy per Capita and Year

Xl,j = Power of One Plant Type in the Load Range j.
In each load range the plant types are arranged with
decreasing variable costs.

Plant Types

BK = Lignite

EG = Gas

GT = Gas Turbine

HTR = High Temperature Reactor

LW = Run-of-the-River Station

ILWR = Light Water Reactor

81 = oil

PS = Pumping Storage Station

SBR = Fast Breeder Reactor
SK = Hard Coal
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Table 2 Characteristics
model
R . Lr NLP DP
criterion
planning area unlimited unlimited limited by
| number of
power plants
planning horizon >15a >15%a ~5+15a
planning step year period period
(e.g. 5a) (e.g.1/4a)

plant installation

continuous,

continuous,

in types

discrete,

in blocks

consideration of
the pumping-storage
station

in types

increasing

—»

as one type

restriction of the

energy production

simple to

consider

simple to

consicder

difficult to

consider

restriction of the

power generation

e

s

simple to con-
sider (e.g.
declaration of
one plant instal-

lation sequence)

image of the energy

annual genera-

annual GDD

daily GDD

consumption tion duration (trapezium)
diagram (GDD)
(rectangular)
costs for types, for types, for blocks dis-

function of

function of

tinquishing of

time time each block of

the type), func-
tion of time

number of variables some 1000 <~ 150 installed ~15
existing ~-150

kind of optimization | stepwise integral stepwise

exactness of the -

system representation increasing

core storage required —

increasing

exaecution time

1ncreasing

-
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Discussion

The participant who opened the discussion asked
how they consider the shut down periods of the different
plants. Mr. Modemann replied that this is done by a reserve
capacity which in this study comes up as 11 to 12%; details
of the calculation are given in Ref. [5] of his paper.

Another delegate then asked if social and environmental
costs had been considered in the model. Mr. Modemann replied
that they had not, but noted that they will do this in a new
studv which has to be done for the Ministry of Research. Then
this delegate claimed that the results will change tremendously
because, for example, the storage cost of plutonium for more
than 1,000 years is infinitely high. One way to manage this
problem is to reduce the energy demand.

Mr. Janin (France) then made two comments: First, he
remarked that they are studying many of these kinds of models.
They found that the crucial point with these models using
linear programming is to get the energy storage problem prop-
erly programmed in. Now they use control theory which seems
to be much more efficient. Finally, he asked whether these
models are used to get a very precise forecasting of the plant
capacity which has to be installed in the near future, or
to find out the extension of nuclear power stations in the
future. Mr. Modemann replied that these first studies have
been done to forecast the nuclear power plant installations.
But, as he noted, the nonlinear programming model is used for
the long run and the dynamic programming model for the short
and medium run.
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A study of Infcasiiruckurai Impact on Long Range

Iﬂ@‘w"

7 e 2 om e ot i
Acad. Sovriloviah

The problem nf long range eneirqgy transpork is a very com-
plicated one. It is closely : J to the development of in-
frastructure, especially vhﬁn encIray Tesourac are transported
from less vopulated reoicas are transported through
regions with the least develor TUuCtu Such problems
exisgt in the USSR, as well as i 1hﬁUSLL 11ized countries
reglons. For this reason,

developlnq natural resources
S research and development con-

the USSR is carrying out
on long range energy trans-

nected with infrastructure!?
portation. Up to now only soma problems were evaluated in these
investigations, and 2 the method nf concrete designing
was used. As a resul possikle Lo relate the com-
plete studies of this ¢ SANG 3 ms analysis; at pre-
sent, only information concerning concrete investigations of
this problem is available.

Because the conditions of infrastiuciural 1mhdgf on long
range enerqgy transportation are typical {not only for the USSR
but also for other countries which avw exploring or trying to
explore energy resourres in new areas), I hope that this topic
will be of interest to all parcicipants.

In the USSR, the problem of long _uﬂdO Gneng Lransporta—
tion in the form of electricity, as oS 11 fuels, is
especially important. The bullk u1L1y ané about 75% of
the population are concentrat e Turopcean part of the
USSR, including the Ural industyiasl area w“ﬁch is located at
a distance of 2,000 to 4,000 Xxm from the biggest deposits of
cheap fuels and abundant hydlu-r sonrces in Siheria. Drastic
measures to speed up the =conomic development of Siberia with
the construction of big ergy consuming industries have helped
to increase energy consumpition in the Eest:; however, a shortage
of energy resources in the European ¥ of the USSR remains,
and the deficit grows rapidly. The ore we face the complex
and challenging problem of transf mr”Jng huge gquantities of fuel
and electric energy from East to Wesh. In the first place,
this involved north~western Sibarian oil and gas which can be
extracted economically on a very large scale. The transport
of 0il is not as big a problem, since the oil fields are con-
centrated in rathexr small areas Trom which we already have two
oilpipes, 100 and 120 cm in diameter. 7The second pipe has a
capacity of over 100 miliicn tons per year. The transporta-
tion costs of these bhig pipes normal?‘ do not add too much to
the price of o0il, even at diu g to 3-4,000 km. But
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this region was initially an unpopulated swamp and forest,
with almost no existing infrastructure. For the transporta-
tion of all equipment needed by people as well as o0il pro-
duction, the big river Ob was used; but due to the climate
navigation on this river is only possible in the summer (a
very short season).

The difficulties grew with expansion of o0il production,
adding still another problem. The amount of gases released
by 0il also grew with o0il production. In the beginning these
were burned on the production site, but this burning of such
large guantities was later proven to be an uneconomical method,
and thus the decision was made to build the costly, though
necessary, railroad to transport liquid gas and all other goods.
Last year, when the oil production in this area reached approxi-
mately 100 million tons, the first line of this railroad was
completed between Tobolsk and a new town, Surgut. In the near
future, this line will continue to Nizhnewartowsk, on the bank
of the Ob river. (The present population of each of these towns
is around 50,000 people.) Several plants for gas processing
are now under construction, each plant producing a different
product. Dry gas and methane will be transported to a large
thermal power station in Surgut. The capacity of this plant
is over 1,000 MW today and it will be doubled in the coming year.
Propane and butane in liquid state will be transported under
elevated pressure by railroad to petrochemical plants. Be-
cause 80% of this area is swampland, transportation of equip-
ment from the banks of the river is possible only in the sec-
ond half of the winter when the swamps are frozen.

Today we have a permanent route by rail to the biggest
0il fields and town, Surgut. In addition, we have an increas-
ing though expensive (due to the construction over swamps)
network of paved roads for auto transport. The entire region
is also covered by an electrical grid connected with the Ural
energy system by a 500 kV line. This was initially constructed
to supply the o0il field areas, but now the surplus of electri-
city from Surgut's power station goes back to the electrical
system of the Ural. Today, however, there is some development
of infrastructure in this region.

Other conditions are stiil in existence in gas fields located
approximately 600 to 1,000 km to the north. Proven resources
of dry gas in this region near the Polar sea are large, but
there exists almost no infrastructure. Transportation of all
equipment and goods is possible only in a very complicated
manner:

1. Dby ships via the Polar sea, which can be passed only
in the latter part of the summer;
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2. by small rivers up stream--only in the following
spring, at high water; and

3. only in the second half of the winter through frozen
swamps, which added together makes almost two years
total transport time.

During any other time of the year, transportation is only pos-
sible by using helicopters, a very costly method. Under these
present conditions, new constructions are limited to the min-
imum needed for gas production and transport. Only a small
number of completed towns, generally located near the sea shore,
grow rapidly. There exists a large pipeline from one of these
towns to the gas network, and others are under construction.
Explorations of other gasfields are carried out mainly on an
expedition basis--only workers and a small number of assistants
for service are living in limited new houses and trailers spe-
cially designed for the extremely cold climate. One team works
in a very small village in the far North for two weeks at a
time; then they are transported to their families who prefer
living in larger towns. While a second team moves into the
remote village, the first continues working in the large town.
With the rapid increase of gas production it will be necessary
to improve the transport system to accelerate the progress of
construction of pipelines, compressor stations, etc. Big ques-
tions have arisen in connection with the transport of natural
gas itself, which is about six to seven times more expensive
than oil.

Development work is now in progress in the USSR to make
gas transport more efficient. We are already using 140 cm dia-
meter pipes with maximal pressure at _about 75 atm and such a
pipe can carry (30-35)109 standard m3/year. Even with this
annual figure, the price of gas must be very significantly
increased for distances of 3,000 to 4,000 km. Proven resources
of natura% gas in north-western Siberia are very large, about
14.1012 and the future annual output could be as high as
(500~600)103 m3; this output would require 15-20 new pipelines,
but natural conditions (swamp, permanent frost, and almost no
infrastructure at the present time), at least in the first 600
to 1,000 km of the route, make construction very difficult.
Investigations on developing new methods of natural gas trans-
port are now in brogress, and should be considered as future
possibilities. These might include the use of bigger pipes
or the liquefaction or methane near the gasfields, followed
by the transportation of this liquid gas in pipes under pres-
sure at temperatures as low as ~110 to -120°C. 1In the Case of
ligquid gas transportation, the number of pipelines will be
reduced by several times. However, introducing such a method
needs extensive research and development and huge capital in-
vestments in production of new equipment. The cost of such
research and development is difficult to calculate in advance,
and a limited number of such super-pipelines produce some dif-
ficulties in using linear mathematical models for optimization
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of all new transport systems.

Another example of the problems of connections between
long range energy transportation and infrastructure concerns
the explorations of the Kansk-Achinsk area in central Siberia,
where huge deposits of exceptionally cheap brown coal have been
found. It would be possible in the future to increase the
mining of coal there to one billion tons annually under fa-
vorable conditions: open-cut mines with deposits reaching
depths of 30 to 60 and even 100 meters. The capacity of each
mine could yield 40 to 60 million_tons per year, and the ratio
of removed earth to coal is 2-3 m>/ton. JUnder these conditions
the price of coal at the site will be very low, 1 to 2 roubles
per ton of raw coal or, at low calorific value in the range of
3040 to 3820 kcal/kg, about 2.5 to 3.5 roubles/ton of reference
fuel (HCE). With such low prices of coal at this site and par-
ticularly cheap hydroenergy resources in the same area, Central
Siberia is a zone well suited for the development of large in-
dustries with high rates of power consumption (for the produc-
tion of Al, Mg, Ti, etc.).

Apart from local consumption of this coal, it is necessary
to transport energy to the European part of the USSR. Basically,
there are two solutions to this problem, both of which are pre-
sently being studied. The first is to increase the calorific
value of coal (by converting it to semi-coke and mixing fine
particles of this product with tar) up to 6500 kcal/kg and to
transport this fuel by railways or pipelines. The second is
to generate electricity at the mine and then transmit it to the
West. Both ideas need extensive research and development be-
fore being put into practice on a large scale basis.

A new method of semi-coke production has been established
today in a pilot plant only. An experimental industrial in-
stallation with an annual capacity of one million tons of raw
coal is under construction. Within this project are several
big installations with 30 to 50 million tons/year capacity.

It is necessary to develop HVDC* lines for 1500 to 2200 kV for
the transportation of electrical energy, since the 750 kV AC
lines used today would be an uneconomical solution. Intense
research and development in this field gives us reason to be-
lieve that the first power line of the new type may be in opera-
tion in the early 1980's. In the problem of utilization of

this Kansk-Achinsk brown coal, we have quite a different set

of connnections with infrastructure from those for the oil and
gas of north-western Siberia. Deposits of this coal are located
near the great trans-Siberian railroad and only short supplemen-
tary roads must be added.

*HVDC: high voltage direct current.
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Of course, the organization of such enterprises at a pro-
duction level of several hundred million tons of coal annually
{including the extremely high productivity of each worker), as
well as the construction of 14 to 16 electric power stations,
each with a capacity of over 6,000 MW, means creating an exten-
sive new industrial region. The transportation line itself will
not produce too great an impact on the rather developed infra-
structure of the long route. The line is specially connected
with the EHVDC* lines which will only carry electricity from
the initial to the final point, almost without connection with
the electrical grid of the country being crossed by these lines.

The problem of raw coal or semi-coke transport is quite
different. 1If it is to be transported by railroad, then it is
necessary tc take into account that such a way is a universal
type of transport. There are difficulties in distributing all
of the capital investments and expenses between the main bulk
of coal for transportation, for which this railroad is designed,
and the other users, because the latter gain additional benefit
from new railroads.

If the means of transport is to be a pipeline for a coal-
water slurry mixture, or for coal transportation in containers,
this specialized type of transport adds little to the infra-
structure of the country crossed by such a pipeline. Also,
in this case it will be possible to supply the users with semi-
coke at some point along the pipeline, and not only at the final
point as in the case of the EHVDC line.

Under such conditions, long range transportation of elec-
tricity and fossil fuels is, for the USSR, a substantial part
of the entire energy complex, and must be included in the sys-
tem of models used for the optimization of the complex future
development. In the first stage of investigation, optimal rates
of production of electricity, heat energy, and all other types
of fuel must be established, as well as distribution rates of
production between the biggest coal, gas, and oil fields; op-
timal rates of construction of thermal, nuclear, and hydrosta-
tions must also be investigated. The result of this work is
the optimal development of the energy complex for the USSR and
for each big economic area.

For such work we use, as a rule, several types of linear
mathematical models. These models include expenses for pro-
duction, transport, and utilization of different energy re-
sources, and the optimization of distribution of each type of
resource between consumer groups and economic areas. As a re-
sult we have the so-called "closing expense" or "price of op-

*EHVDC: extremely high voltage direct current,
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timal planning"” for each type of fuel in a number of economic

regions.

Because of the long range of transport, these prices
change very significantly in the various parts of the USSR,
They are very low in Central Siberia, and very high at the
western borders of the USSR. For example, the price of coal
will be 2.5 to 3.5 roubles/ton in Central Siberian power plants,
and 20 to 28 roubles/ton at the western border.
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Discussion

One delegate asked whether iron can also be found in the
region where there is plenty of coal. Mr. Styrikovich said
that they have iron in the central European part of the USSR.
Therefore, they have a transportation problem because a large
amount of coke is required; up to now transportation has been
by rail.

Another participant made the comment that in the USA
there is increasing concern over the burning of coal, particu-
larly in populated areas, because much of it is high sulphur.
Furthermore he inquired if they had included in this analysis
the shipping of coal to the European part of the USSR, and the
effects of environmental problems associated with coal burning
there. Mr. Styrikovich replied in the affirmative and remarked
that coal has very low sulphur content and that the large
power stations will not be situated near towns. Therefore, they
have some proof that the standards will not be exceeded if
high chimneys are used--and the highest chimney today is 320 m.

Mr. Raiffa then noted that he had been fascinated by the
presentation and that he hoped that some of the presentation
could be followed up with research effort at IIASA, as they
are concerned with many of these problems. Further, he re-
marked that in October they plan to start a series of confer-
ences on major integrated planning efforts. He mentioned
that he had spoken to Prof. Gvishiani and Prof. Ananichev
about the problems, and that they decided the first of this
series would handle a problem in the USA; the problem
with which they hope to deal will be inter-urban planning of
the Tennessee Valley Authority, called TVA. Then he pointed
out that they had further decided that future conferences
should be devoted to problems of very complicated systems
planning efforts in the development of the Siberian region.
Mr. Raiffa then came back to the problems with the gas and
oil fields that Mr. Styrikovich had raised, and remarked
that it would be an ideal subject for such an international
conference, because many of the systems problems they are
facing in the USSR have counterparts in the north-west region
of many other countries as well. Mr. Styrikovich replied that
it would be very helpful to study the problems of these
remote areas. Then Mr. Raiffa mentioned that they decided to
feature problems of national settlement policies and problems
of developing the infrastructure of remote areas. Finally he
noted that this is a theme which is running through many of
their projects and would, therefore, be a good case study.

Mr. Hafele had a question about the exploitation of the
large energy resources in the USSR. He asked what the planning
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horizon is in order to get that kind of energy transportation
on a large scale. Mr. Styrikovich replied that the planning
horizon is 17 years which means they will be planning until
the year 1990.

Mr. Lopez-Polo (UNO) asked whether he had understood
correctly that there is a direct current line with 1500 kV
under construction. Mr., Styrikovich said there is and remarked
that the first line of this planned superline is a direct
current line with 1500 kV. There is no problem with
high voltage as there are lines for alternating current with
750 kV, and these are working out very well in many countries.
He mentioned further the necessity to get a new direct current
line with 2400 kV in order to manage the large distances in the
future, and this brings up insulation problems and environmental
problems as well, which are now being investigated. Finally,
he noted that there are also some projects of underground
superconductivity cables for dense population areas and for
rather short distances in the beginning.
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Strategies for a Transition from Fossil to Nuclear Fuels

Wolf H&fele and Alan S. Manne

The paper "Strategies for a Transition from Fossil to
Nuclear Fuels" is not reproduced here, but is available as
a separate document from the International Institute for
Applied Systems Analysis. Its publication listing is:
RR-74-7, June 1974.
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Discussion
One participant had three questions: (1) why only three
types of reactors are considered in the model; (2) whether

a construction constraint is used for nuclear power plants;

(3) whether the prices of different fuels are treated as constant
in the model. Mr. Hafele offered to answer the first two
questions. The answer to the first one was that there are

many possibilities in combining reactors with a nuclear fuel
economy. But, as he stressed, with that model they wanted

to study the transition from a fossil to a nuclear fuel econo-
my for a typical case. Therefore, they used these three types
of reactors in order to give one typical example for a nuclear
fuel economy supplying electricity on the one hand and thermal
energy on the other hand. The angwer to the second question
was that they did use a construction capacity constraint at

the very beginning but that the construction capacity is now
one of the results. Then he reported one of the results they
have obtained with the model. He noted that if one has a
reactor with a high breeding rate, then the construction
capacity for various reactor types comes up to be smooth, while
in the case of low breeding rate the construction capacity for
the LWR turns out to be highly peaked. Then Mr. Manne responded
to the third question; at first he remarked that there is no
simple answer to that question. He noted further that constant
prices in the sense of 1974 dollars are something like a GNP
deflator if countries are going to inflate every year. So

he pointed out that the concept, rather than prices, is first of
all an inflation corrector. Furthermore, he talked about
changes in relative prices. He noted that the oil and gas

cost of $10 per barrel is exogenous. But there is a limited
amount available. Therefore, the scarcity value of o0il and

gas that rises with time is treated endogenously. Now the

rise with time is not nearly as dramatic in that case as the
scarcity value of plutonium. So plutonium is endogenously
priced. The scarcity value of o0il and gas is also endogenous,
but it is obviously influenced by how much one assumes to be
available. If one assumes that infinite amounts are available,
then it is clear that the price would be $10 per barrel for
perpetuity, but if a finite amount is available, then it has

a somewhat rising price.

Mr. Styrikovich (USSR) came back to the question of ther-
mal energy supply and remarked that in a chemical industry in
the FRG there is one LWR in construction which is proposed for
the supply of electricity and process heat. Mr. Hafele replied
that the LWR indeed can also be used for supplying thermal
energy at low temperature, which is particularly used for heat-
ing purposes; but thermal energy transport can only be done
properly for short distances. Further, he noted that the idea
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of this model is to use nuclear process heat as endothermic
chemical reaction heat. So one has to transport energy in

a chemical form and this can be done essentially independently
of the distance. In this case the energy transportation
problem becomes an ordinary transportation problem,

Another delegate remarked that there is a very great in-
centive for the model society to develop the HTGR type of
process which could lead to synthetic fuels. Then he asked
whether the large amount of coal in the USA makes it rational
that the US government budget does not include any money for
that sort of process.

Mr. Hafele replied that it is important to make a dis-
tinction between the supply of coal on the one hand and the
supply of o0il and gas on the other hand. He noted that only
the supply of o0il and gas is considered in the model. Further,
regarding the reserves of coal, o0il and gas, he remarked that
one can say that hydrogen technology has to be used much sooner \
in Europe than in the USA, and that the model is representing
a situation similar to that of Europe. Then Mr. Manne added
that, in addition to the obvious discrepancy between the USA
and the European situation on coal, it should be recognized
that a lot of difference in the viewpoint related to the dif-
ference in the planning horizons. He remarked that if one only
has his eyes fixed on the next 10 or 15 years, as in the "operation
independence” project, then one does not look beyond. Therefore,
in this case the best thing, of course, is to pump out all the
0il and gas as fast as one can. But this is perhaps very short-
sighted, and the whole "operation independence" project is
probably a very short-sighted way of enabling one country to
get out of its energy problems quickly. Furthermore, he noted
that if one looks at a somewhat wider range horizon, then
one might come to a slightly different conclusion than the
emphasis on coal even in the USA. Then he stressed that, in
other words, the model is considering the nuclear options
versus the fossil options and that one is considering the
hazards of a very dirty technology such as coal and shale--shale
is probably dirtier than coal--versus one that has radio-
active release problems. This means that the model has to
find the best solution between something like billions of tons
of particles or hundreds of tons of plutonium. Thus, he finally
remarked that the problem is a choice between lesser evils.
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WORLD ENERGY SUPPLY ANALYSIS

R. J. Deam

(1) SUMMARY

In September 1972 an Energy Research Unité was set up at
Queen Mary College, University of London,to construct a World
Energy Model. A model inccrporating the petroleum and natural
gas sector has been formulated in lincar programming form, comprising
some 4000 rows and 16000 columms. This has been experimented with
in many ways to study, amongst other factors, the effect of a possible
policy change, not only on the Sovercign State malcing it but the rest
of the world. This paper, as a demonstration, illustrates one such
policy change - the effects world-wide if we assume up to 30% of
the natural gas demand in the USA wasreplaced by naphtha, No 2
furnace fuel oil or Low Sulphur fuel oil. We are not concerned how
this may be brought about, e.g. by pricing legislation, but only
with the effects.

(2) THE MODEL

(a) Basic concepts and objectives

The Unit set itself up with the following explanation and
charter:

"It has been well established that an oil company system can
be reduced to linear programming form which, when solved to optimise
some economic criterion pertinent to the circumstances, leads to
practical meaningful results. The system is one of economics, the
logistics being bounded by sets of constraints not only physical
but also social and political in mature. The World energy system
is similar to the company system, except that the former is more
heavily bounded by political and socjial constraints; the repeated
attempts of national governments to formulate energy policies are
at the same time confirmation of the heavy political and social over-
tones and of the need for some improved framework for dccision-making
1f real crisis is to be averted.

g JIts members are: Prof R J Deam, Dr M A Laughton, J G Hale
J R Isaac, J Leather, F M O'Carroll, P C Ward, S P Lumby and
P L Watson



-80-

It is our belief that World energy is a social/political/
econonmic system, which can be formulated in linear programming form,
and hence solved, to give all policy-makers a valid common frame-
work. Thus, through knowledge, better policies may be made, and
major painful confrontations avoided.

The o0il companies, like other energy suppliers, compete and
trade within the given and future World system, which we believe
is determined to a marked degree by political considerations. 0il,
coal,and to a more limited extent gas are readily transported on
a World scale; the national policy of one Country will affect
supply/prices and hence competition in other Countries.

It is our belief that national energy policies cun only be
investigated within a world-wide framework, and that this is more,
not less, true of the countries which import, consume and export
large quantities of energy.

The linear programming systems used by o0il companies have
emerged slowly over the past two decades. The concepts and techni-
ques built into such large, integrated systems cannot be described,
nor their lessons learnt fully, without a great deal of time and
some contact with the industry. The organisation of data, the
computer routines, the methods of sensitivity analysis, the LP
mathematics and so on, all are necessary parts of the whole, and
each is a subject in its own right.

Here it is proposed to gloss over the mechanics and to suggest
both the uses to which a World Energy Model may be put, and by
inference,the reasons for its development.

Our demonstration model, incorporating 2 crude sources, 2
refineries auad 3 markets, has been described elsewheref. This
model shows how such an integrated oil company can be represented
in linear programming form which may be solved for minimum cost.
Within the system both refineries, although owned by the same Group,
are competing for the same market which is allocated to each refinery
on a minimum cost criterion. For example, the solution gives rise
to the cost of each product at each refinery. If one adds the trans-
port cost of each product from each refinery to cach market, nowhere
is it cheaper to depart from the optimal allocation. Given a perfectly
competitive situation - with the allocation of the market to the
cheapest source - the framing of the problem and solution would be
identical were the refineries to be owned by different companies.

4

Reference 1 of present paper
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The methods and philosophy applied to a single company are almost
exactly applicable to the industry as a whole, subject to the
assumption of perfect competition. Thus with the added reasonable
assumption that competing forms of energy can he described in linear
programming form, the great bulk of our knowledz: and experience is
applicable to a World Energy Model.

It is not intended to extend the time-horixoa of the model,
either in its static or multi-time period forms, hieyond about 15
years., It will thus be able to take account of innovations in the
employment. of resources by existing technology, but not of the
possible emergence of new technology. On the basis of our previous
experience of planning models we believe that a time-horizon of this
order is sufficient to enable the currently necessary decisions to
be placed in their temporal context, and that little is to be gained
by attempting to foreshadow the decisions of several decades hence.

Political constraints whether legal or fiscal (e.g. fuel oil
tax) create a restricted environment within which perfect competition
is assumed in our proposed models. An important feature of the model
is that it will evaluate these barriers to compctition. It is likely
that a political constraint imposed by one nation will incrcase the
cost of energy to other nations. For example, the social desire
for a low sulphur in fuel o0il in New York could have a marked upward
effect on fuel oil prices in Europe.

" The entrepreneur vill no doubt use World energy models to deter-
minc nds optimum market share and to reveal where prices are signifi-
cantly departing from the perfect competition of equilibrium condition.
-The energy models on solution will give rise to cequilibrium prices
as a matter of routine. Where actual or predicted prices significantly
differ from equilibrium ones, opportunity exists to prosper by help-
ing to restore equilibrium. '

It is of vital interest to measure the effect of changing the
charges levied by the Organisation of Petroleum Exporting Countries
. (OPEC), and to determine the extent to-which these charges may rise
before painful confrontation occurs. The model could investigate
the numerous aspects of this problem. Perhaps the most important
use of a World energy model is to attempt to ensure the smooth supply
of future energy at reasonable cost. Careful prediction of the
nature and timing of fuel substitutions could save much wealth. The
damage that could be caused by precipitous or ill-considered national
policies to this smooth future supply would affect us all and needs
expouncing.

The assumption of perfect competition, perfect knowledge of
competitors' reactions, plans, etc., is idealistic. The goodness
‘of fit will indicate the competitiveness of the industry and also
highlight those areas where deviation is large. These lalter areas



-82-

could be subjected to physical (e.g. installation of new processing
plant) and/or political intervention with advantage.

Enough has been said to indicate that the need for a World
energy model exists, that most of the methodology and philosophy
underlying the project are wecll known, and some possible uses have
been indicated; the major prcblem is now one of assembling world-
wide energy and economic data and not the least vital is a clear
statement of political constraints imposed on the energy system.
Experiments with the model and analysis of its solutions will soon
identify those variables and constraints of importance and hence
concentrate the mind." :

Since then a model of the world petroleum and natural gas:
sector has been built and many runs made. )

(b) Brief description

The model considers the world as 25 discrete geographical areas
(Canada 2, USA 3, France 1, Scandinavia 2, and so on}, 22 of which
are also refining centres. The remaining 3 relate to Soviet bloc
participation in the world scene with regard to exports of oil and
gas.

52 different crude oils are represented in the model, the
selection of these being based on the relative importance of crude
types due to their location, guantity available, quality or political
significance. -

22 refining centres are considered. Available capacity in each
area is based on the inherited situation, with future capacity being-
determined by the model to achieve the least cost satisfaction of.
area product demands. The processes considered, with their
abbreviations are:

(1) Crude oil distillation CcDU
(2) VYacuum distillation VDU
(3) Catalytic cracking ccy
(4) Catalytic reforming CRU
(5) Alkylation ALK
(6) Kero and gas oil hydrocracking - H/C
(7) Distillate (incl. GO} hydrofining H/F
(8) Residue desulphurisation RDS
(9) Residue coking COK
(10) Natural gas liquifaction LNG
(11) LNG re-gasification Regas
(12) SNG production SNG

A comprehensive range of refined products can be produced in
each area, each product being manufactured according to relevant
specifications or restrictions.
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The model is constructed so that the export crude o0il represented
can move to a wide range of possible refining areas in six size cate-
gories of ships (restricted by sizes of ports and harbours). The
total fleet inherited can at a price be expanded by additions in
each size category to achieve least cost satisfaction of product
demand. Inter-area movements of refined products are allowed in
three size categories; these can also be expanded at a price.

(c) Basic assumptions

The economic model makes three basic assumptions.

(1) It is shown elsewhere (refs 2, 3) that it is possible to
construct equilibrium price equations between various
forms of energy taking into account technology and
economic factors; e.g. the price of regular motor
gasoline could be equal to the price of naphtha plus the
cost of reforming it.

The point to note is that, given the full technical model,
equilibrium prices are indeterminate. The position is as
if we had three unknowns but only two equations to deter-
mine them. For example, given the two equations:

X +y+2z=23
X -y -2z = 1

we cannot determine the unknowns, x,y and z, because the
equations can be satisfied by infinitely many sets of
values. However, if the value of one of the unknowns is
given, the other two can be determined.

Because the number of equations is only one less than the
number of unknowns the indeterminacy is one-dimensional.
Only a single external condition is needed in order to
solve it. This one-dimensional indeterminacy is the situ-
ation found in energy models- (and OPEC, the real world).
This we accept at the outset since we must assume onec
external price, the price of light Arabian crude, to
determine the equilibrium prices of all products, crudes
and natural gas. Accordingly, these determined prices
are not absolute, but, since we are interested in the
effect on prices of a policy change, the resultant differ-
entials, as will be shown later, are reclatively insensitive
to the assumed external price and hence are in practice
realistic. Since we cannot determine absolute prices, but
can determine changes in prices,we concentrate only on
these differences.
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Qur basic assumption, reasonable when first made, but now
outdated, is that the marginal crude, Arabian Light, is

_optionally available at £14.50/tonne, or g1,96/barrel FOB.

Perfect knowledge and competition in the wholesale product,
crude and natural gas market; this aspect is fully dis-
cussed elsewhere (refs 2,3).

Energy demand is increasing and this assumption is not
likely to be challenged as a long-term trend. This allows
us to determinc, not estimate, and in essence we take a
future demand pattern and determine the least cost solution
of meeting it. We leave it to the reader to decide when
the stated demand will be reached.

The solution dectermines a host of factors: supply logi-
stics, equilibrium prices, etc., that should prevail when
the demand pattern is rcached. Significantly, we deter-

mine the capital budget for new refinery plant, oil tankers

and so on. Since the lead time for new plant ‘etc. is
in the order of 3 years, whether we are looking 5 or 7
vears ahead is not significant, when making investment
decisjons. We do not stop to consider this important
point as this is discussed in Reference k.

Basis of runsy

In the preliminary runs we have taken the world situation, as at
the end of 1972, as given, and taken a demand pattern for.a period
five years ahead in 1977. Whilst we accept the total demand pattern
the split between products is allowed to vary within the model via
economic substitutions. The one variant case we discuss later
forcefully illustrates this point.

The current model has the following basis:

(1)
(2)
(3)
(4)
{5)
(6)
(7)
(8)

A product demand pattern for 1977

Existing 1972 refinery plant and tanker capacity

Crude Productions for 1977

Product specifications for 1977

Yield data on crudes, blending indices, etc.

Operating and capital costs of new refinery cquipment
by areas and also for tankers by size catcgory, as seen
in 1977

Port and harbour constraints as seen in 1977

Current political constraints as seen in 1977.
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(e) Output information

The output from each run is very voluminous, amounting to some
600 pages of computer print out, or 8 1lbs. of paper. Since it is
impossible to report all the information (or for the reader, at
first, to absorb it), we highlight some of the information in
appended tables. As wc are mindful of this American audience,
we have chosen here to highlight the effects of a possible change
in a USA political constraint - namely up to 30% of the natural gas
demand can be substituted by liquid products (naphtha, No 2 furnace
fuel o0il, low sulphur fuel oil).

The value of models lies primarily in their ability to evaluate
changes, not to estimate exact building programmes. The latter
requires very exact infcimation; the former, since errors tend to
be self-cancelling if we measure differences, is less exacting.

{3) BASE CASE

{a) Refinery plant construction

Table 1 lists the new refinery plant capacities by area, in
thousand B/SD, per the Model solution, that will be added by 1977.
These are on top of existing capacities in the base year of 1972,
with negative figures representing unused capacities already avail-
able in 1972. Row A indicates that in Australia all the inherited
crude capacity is employed but it is not economic to build extra
capacity, while there is a surplus of 249,000 B/SD of vacuum dis-
tillation capacity, which remains unused. The world-wide totals
of new capacities are given near the bottom of the Table along the
"Total Built" row, which gives 9,181,000 B/SD of new crude distilla-
tion capacity, 2,902,000 B/SD of new vacuum, and so on. The row
below this entitled "Unused Capacity' shows the inherited capacity,
at zero rent or cost, that is spare. For example, 1,837,000 B/SD
vacuum distillation capacity remmains unused even though 2,902,000
B/SD is built in other areas. The last row reports the net capacity
usage world-wide, this being of value when analysing the results
for some refinery processes..

These figures are very sensitive to the inherited position.
For example, if the inherited crude unit capacity in UK and Eire was
overstated by 100,000 B/SD, then not 453,000 B/SD but 553,000 B/SD
would need to be commissioned. However, as we shall be concerned
with differences when considering variants, this tends to be self-
cancelling. We are aware that the surface is reasonably flat in
our solution and, from other results, we know that with slightly
different assumptions more platforming and less cracking takes place.
However, both solutions give rise to very similar total capital and
overall costs. DBe this as it may, the building programme given is
a reasonable guide to the world's refinery plant construction. The
unused capacity is indicative of very premature tuilding programmes
in the past.
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Table 2 summarises the refinery capacity totals on a world-
wide basis for individual processes for both the base and variant

cases.

(b) Tankship construction and operation

Table 3, a shipping comparison, summarises the main results
of the computer solution, with the first column showing the results
obtained for the base case on which we will concentrate for the moment.
The first half of the table expresses equilibrium freight rates for
the six size categories of vessels on the route from the Persian Gulf
to Rotterdam in terms of Worldscale. We note that vessels of less
than 25,000 dwt command an equilibrium spot freight of 97.3% of
Worldscale, 25-50,000 dwt vessels a rate of 86.6%, reducing to a
value of 60.4% for vessels of greater than 200,000 dwt capacity.

The second part of the table shows the total of new oil tankers
to be constructed to meet the demand pattern of the base case by
1977 as 96.4 million deadweight tons. Of this total, 94.8 million
deadweight tons are in the largest vessel size category of over
200,000 dwt capacity, and the remaining 1.6 million dwt tons are
in the 125-200,000 dwt capacity range, while the inherited capacity
after dcpletions in 1977 is sufficient to cover requirements for
smaller sized vessels. The values shown in brackets in this part
of the table are the penalties calculated by the model against
building these smaller vessels, and these indicate that the owner
of a 25,000 dwt vessel would fail to recoup his annual capital
charge by some 67.3/deadweight tons/year, but penalties reduce with
increasing vessel size, so that the owner of a vessel in the
80-125,000 dwt size category would lose only £5.8/dwt/year.

The results for the base case confirm the current paradox that
the difference between the spot freights of smaller vessels and the
larger ones do not reflect the cost differentials. Tankers have
long lives and the smaller vessels have been over-constructed in
the past, presumably because investment decisions were made on
cost and not value judgements.

The LNG ships are built in the latrger of the two sizes, 125,000
cu. meters. All of the existing capacity, of this size and the
smaller 75,000 cu. meters, were fully utilized.

Finally, in Table 3, the d¢adweight tonnage employed in piroduct
movements, limited to the three smallest size categories, is
listed. This type of trade was allowed for when determining the
new tonnage requirements for 1977.

(c) Capital Expenditure

Table 4, first column, shows for the base case, the capital to
be spent between the end of 1972 and the terminal year, 1977. Thus,
for example, te build the required new refinery plant in Australia



some 815 million would be spent (Table 1 shows this to consist

of new catalytic reforming and alkylation capacity), while in the

UK and Eire, 8591 million would be spent, and so on. In total,

the non-Communist world requirement for new refinery and LNG plants
would cost £21.3 billion. On top of this, £12.6 billion are required
for tankers and £6.5 billion for LNG carriers to reach a total of
340.4 billion in the refining and shipping sectors.

(d) Natural gas

Table 5 shows, for 19 different producing areas, the available
gas supplies assumed for 1977 and, for the base case, the correspond-
ing unused gas supplies and the equilibrium prices of the gases at
the well-head. The gas quantities are quoted in units of million
bbl.s/CD as fuel oil equivalents, and the equilibrium prices as
8/Bbl FOE. With the gas prices being those at the well-head, then
for LNG export schemes, the prices are not only before ocean freight
in refrigerated tankers, but also before liquefication. at expert
point and before pipelining from the field to the liquefication plant.

: For the base case, of the 359,000 B/CD of gas (FOE) available

in Australia, only about a half, 189,000 B/CD, is utilised, with

the other 170,000 B/CD left aione. Brunei, on the other hauad, lifts
its entire availability of 359,000 B/CD and its equilibrium well-

head price is £0.38 per bbl FOE. Of the gas production capacities
thought to be available.in 1977, those in Australia, Pakistan, Persian
Gulf and Siberia are not utilised to the full. The prices tablegd,

and tlie utilised gas quantities, are relative to Arabian light crude
at £1.96/bbl FOB.

(e) Equilibrium product prices on wholesale basis

Table 6 gives these prices, $ per bbl, for the base case, by
area. For example, reading across the first row, equilibrium prices
in Australia are: £2.92/bbl for Refinery gas and LPG, £3.48/bbl
for Light distillate feedstock, and so on. In absolute values, these
prices are very sensitive to the assumed price of $1.96/bbl for light
Arabian crude. In our discussion we shall be concerned mainly with
differences rather than absolute values, and these differences are
relatively insensitive to crude prices, over reasonable ranges.

This can be seen as follows:

A product price can be thought of as made up of two parts.
One part arises from freight, capital and operating expenses, and
the other is based on crude costs. For example, a product price of
£4.0/bbl might be made up as follows:

Freight, capital and operating costs 1.65
1.2 x Price of marginal crude (1.96) 2.35
4.00
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with the factor of 1.2 implying that to make an extra barrel of this
product, 1.2 bbls of crude o0il are required.

In general, the relationship between a product price P and
marginal crude price P is

Px-= a + ch'

If this refers to the base case, then in a variant it is replaced
by

[ - ' [} .
Px = é + b Pc
Thus the change in product price in the variant is

Apx =Py - P_=(a' -a)+ (b -b)P_

where a'- a represents differences in freight, capital and operating
charges between variant and base case, and b' -b is the change in
the amount of crude oil needed tc make a ton of product usually a
small differential. :

It follows that the effect of changes in crude price on differ-
ences between product prices is of second order. If the assumed
price of crude is changed from P to P the effect on a product
price comparison is:

" - v v .
APy _APx = (b b)(Pc Pc)
It consists of one first-order difference multiplied by another and
is therefore of second order. This is why product price comparisons

are insensitive to moderate changes in assumed crude oil pfices.

(f£) U.S.supply and demand logistics

Table 7 shows imports of crude oil and products into the three
US areas, by tanker size, for the base case. Table 8 shows how a
computer solution can be arranged to give comprehensive supply logi-
stics for o0il liquids covering a sub-continent, here portrayed as
the base case results for the three U5 . areas, but with the national
supply figures summarising as:

Million Bbls/CD ﬁ

Domestic supplies (crude oil, natural
gas liquids, etc) 11,04 50
Crude o0il and NGL imports: From Canada 1.13 5
From other countries 4.61 21
Products 5.28 24

22,16 100
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Table 9 shows how natural gas dewmand could be met in the three
US areas in 1977, with the LNG shipments from Southern Alaska to
the West Coast net of amounts transferred by pipeline to the inland
Central area. The gas supplies on a national basis total:

Million Bbls

_per CD (FOE) %

Domestic production (incl. Alaskan LNG) 11.26 69
Domestic SNG 1.21 7
Pipeline imports (Canada) . 1.39 9
LNG imports 2.47 15
16.33 100

(g) Egquilibrium prices of crude oil

"Table 10 'indicates the quantities of crude oils availakle on
a world-wide basis for the model in 1977, and the corresponding
qualities. For example, the 820,000 B/CD of crude available in
the UK seclor of the North Sea is all classified as Forties crude,
when considering crude qualities, and this has a 36.6 API gravity
and a 0.28% wt sulphur content. The crude oil availabilities for
different areas summarise as:

Million '000

Tonnes/Annin B/CD
USA 459.9 8,802
Canada 103.8 2,092
Latin America 174.0 3,266
North Sea 75.0 1,531
Africa 277.0 5,706
Middle East 2,070.0 40,876
Indonesia/Australia 115.0 2,378
3,274.7 64,651

No North slope crude from Alaska is assumed available, while
the relatively small amounts of crude produced in continental
Europe, such as Germany and France, are assumed to be processed in
local refineries and not available for export.

Table 11 gives the equilibrium prices at the fields for the
c¢rude oils. Thus in the column for the base case it will be seen
that the Forties crude, taken as composite for the UK North Sea,
has a field value of %3.13 per bbl the same as that in the adjacent
Norwegian sector (Ekofisk crude), related to the £1.96/bbl price
for Arabian light crude.
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Besides Arabian light, four other Middle Eastern crudes were
taken as marginal crudes, and for givem f.o.b. values and permitted
maximum production availabilities, the computer solutions indicated
what crude liftings would be for each (see bottom of Table 11).

The relevant data for the base case are:

'000 B/CD
Max.Avail. Quantity per

£/Bbl - Solution
Arabian Light 1.96 20,270 18,630
Arabian Heavy 1.90 2,720 240°
Kusait Export 1,91 3,370 2,710
Irznian Light 1.99 5,040 3,290
Iranian Heavy 1.98 2,970 2,670

(4) THE VARIANT CASE

(a) General

Each computer run minimises the total cost of meeting the given
demand pattern under specified conditions. The total cost that is
to be minimised in our model consists of the following components,
calculated on an annual basis:

(1) In relation to new capital assets (refinery plant,
tankers, etc) an annual charge representing 15% DCF
over the estimated life of the asset, together with
insurance, maintenance and (in the case of refineries
only) manning and overheads.

(2) The running costs associated with the operation of
both new and existing assets. For tankers these
include crew, stores, port dues and bunkers, and,
for refinery plant, chemicals and utilities (power
and water). |

(3) Paymenfs for the amounts used of the five marginal
crudes (representing mainly a monopoly rent paid to
the exporting governments).

The total of these items is the functional in our optimisations,
which, however, does not include the costs of non-marginal crudes,
fixed charges om existing tankers or refinery plant, and possible
savings by shutting down or scrapping existing assets, this last
usually an insignificant item. The costs included in the functional
are essentially those that can vary from one run to another. Thus,
if we compare the functional values obtained for the variant with
that of the base case, the difference represents the net effect of:
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(1) A rise or fall in true resource costs.
(2) Changes in the amount of monopoly rent paid to owners
. of marginal crudes.

The minimised functional, as defined in this way, has been
calculated for our two cases as:

g/Million/yr Functional Change

Base Case 45,324 -
Variant case 43,338 —l,98§

Thus for our variant case where o0il is allowed to be substituted
for natural gas in the USA, the net effect of changes in resource
use and of payments to the owners of the five marginal crudes in
the Middle East is a saving of £1.99 billion per yecar.

Now this‘*'total cost. saving does not equal the total consumer
price saving. In fact it would be unusual if it did.

The diagram below ekplains this:

0 BASE CASE
: |
1 |
3] AL A \\’S/‘” AL~
g SRR N
g VARIANT
A

PRODUCTION (BARRELS) /]\

REQUIREMEN'}

VTTT777) errce savimes
E: EE;C:\\q\:\\—\\? COST SAVINGS
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on this diagram, the solid curve represents the cost of
successive increments in production in the base case, and the dashed
curve shows corresponding cost elements in the variant case. In
the case illustrated, the variant shows a saving over the base case.
The amount of the saving is represented by the area between the two
curves. This is the saving that shows up as a decrease in the opti-
mised functional.

In assessing the saving to the consumer, we are concerned only
with prices, not costs. Prices are, at competitive equilibrium,
equal to the costs of the last increment in output. The aggregate
payment by the consumer is therefore represented by the area under
a horizontal line through the point representing this marginal cost.
The saving to the consumer, or price saving, is the area between
the two horizontal lines.

In the example, the price saving arca is greater than the cost
paving area. Thus there is a net decrease in the 'rent' received
by producers in their role as owners of scarce resources. In this
instance the cost savings in the variant accrue to the consumer and
not to the producer. Whether this or the opposite effect occurs is
determined by technical aspects of the situation. To investigate
the matter, we must examine the changes in both the cost aggregates
and the price aggregates. o

We have seen that changes in cost aggregates are enual to the
changes in the functional, as shown above. Price aggre¢g.tes have
also been calculated, and these have been compared with the base
case prices to show savings to the consumer. This is covered in
Tables 12 to 14, for the variant relative to the base case, and will
be discussed in the next section.

l(b) Substitution of Natural Gas by 0il (the-variant case)

In the base case we allowed various substitutions Letween
encergy products. Thus, gas o0il could replace low sulphur fuel oil,
end natural gas heating oil up to specified limits in certain areas,
such as Russian gas for ELFO (gas o0il) in Germany. However, the
base case did not feature any instance of o0il directly replacing
natural gas in the USA.

The variant is a demonstration of the use of the model to find
the effect of changing a political constraint. Up to 30% of the
demand for natural gas, in ithe USA only, is allowed to be replaced
by naphtha, gas oil or low sulphur fuel oil. We are not concerned
as how this is to be accomplished, whether by price changes, legis-
lation or otherwise. In fact, in the optimum solution for this
variant, the substitution of oil for gas was not pushed to the 30%
limit allowed. O0il was substituted for gas only in the US East
Coast region, the amount of gas demand replaced being 250.7 billion
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cubic meters or 23,8% of the total. Details of this substitution
on the East Coast were:

0il Products Replacing Gas Gas Replaced
Million (as FOE)
B/CD Million B/CD
Gas 0il 3.81 3.52
Low Sulphur Fuel
0il 0.91 0.91
Naphtha 0.08 0.07
TNTAL 4.80 4,50

where the totals are not in balance because of the lower heating
values per barrel of the two lighter products, relative to FU;
also the marginally higher heating value of LS FO relative to
standard 'O is disregarded.

In other parts of the world, including the other two US regions,
the substitutions were in the opposite directiorn, with gas replacing
liquid tuels at the following rates, in FOE units:

‘Million B/CD

US Central and Gulf .90
US West Coast : . 0.07
Canada, West .0.02
Germany 0.69
Jtaly "0.39
France 0.17

2.24

The gas-for-o0il substitution in the US Central and Gulf Coast
area is up to the maximum limit allowed, the solution indicating
that the penalty imposed by this limit . is, at the wmargin, equivalent
to SO.67/bbl FO, and from this one can infer that the substitution
of gas-for-oil beyond the permitted limit would save 8G.07 foxr each
bbl FOE replacing oil. In general, the inferecnce is that it pays
to use gas near its source, but with increasing distance from the
source it becomes only economic as a premium fuel, and its use for
non-premium purposes is a waste of resources.

World totals for the variant relative to the base case show.
gas consumption reduced by 0.96 million B/CD as FOL and crude oil
increased by 0.73 million B/CD, giving a net saving in energy, due
to the lower losses on LNG transportation and in refining, as a
result of less cracking.
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Returning to Table,2, we can see for the variant, relative to
the base, that the world builds an additional 964,000 B/SD of crude
distillation capacity, 717,000 B/SD less cat cracking, 510,000 B/SD
less hydro-cracking capacity, and so on. Of particular interest is
that none of the 1,892,000 B/SD SNG capacity of the base case is
now required, and the LNG capacity (as FOE) is reduced by 1,072,000
B/SD or 23%. From the sccond part of the table, covering nct capa-
city utilisation, the reduction in cat cracking capacity is twice
as pronounced at 1,425,000 B/SD. The naphtha not required for SNG
production can be reformed instead, reflecting additional building
and utilisation of catalytic reforming capacity.

Table & shows the effect on capital requirement by area. Thus
there is an increase of 23 million in Australia, a dJdecrease of
#478 million in the U XK and Eire, and so on, to give a reduction in
total refinery investment of $5.6 billion or about a quarter. It
can be seen from the bottom of this table that more oil tankers are
needed, adding £3.2 million, but this is more than balanced by a
‘saving of g4.1 billion on LNG carriers. The overall capital require-
ment is reduced by £6.5 billion or about 15%. ’

The change in the functional, as already indicated, gives a
cost saving of £1.986 billion per year, but the saving in real
resources consumed is greater than this, because payments for margin-
al crude oils included in the functional have incrcased.

We will now consider the effects of the variant versus the base
case on an aggregate basis, in terms of the consumecr's annual bill,
and the summarised results for all areas are given in Table 12, with
derivations for four areas detailed in the two following tables.

Thus per Table 13 for Australia the equilibrium price of gas/LPG

in the base case was £2.920/bbl while in the variant it was $3.222/bDbL1
giving a difference of £0.303/bbl. With the total consumption in
both fixed at 3,708,000 Bbls/A, there is a change of Z1.])20,000/A

in the total paid by the consumer in Australia for this product, and
this is shown negatively to represent a loss to the consumer. Treat-
ing each product in the same way we find that the total increase in
the Australian consumers' bill for petroleum producis is $66.18
million, or an average of §0.216/bbl. All of the areas other than
the USA were assessed in the samec way, and somewhat incorrectly,

by ignoring the change in products volumes between the two cases.

But for the three US areas, the more exact calculations have been
undertaken and are detailed in Table 1k.

(c) Balance of Payments-(incl. Shipping)

If we assume that natural gas is sold at its equilibrium price
fthis, of course, is not the case at present with price regulation)
the total US wholesale bill for oil products and natural gas drops
by £9.7 billion (Table 12). These findings are clecarly relevant to
the US balance of payments position. Full evailuation of the effect
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on balance of payments would require more detailed investigation,
but these results establish that effects of the order of many
billions of dollars per annum are possible. The aggregate effect
on prices in all regions other than the United States represents
increased payments by the consumer amounting to some 2.1 billion
dollars per annum.

The effeclt of this variant on shipping is important for the
overall interpretation of the results. This information is summari-
sed in Table 3. Compared with the base case, the equilibrium
freight rate from the Persian Gulf to Rotterdam rices for smaller
vessels, e.g. from 97.3% to 130.06% of Worldscale for the under
25,000 dwt class. Total shipbuilding increases from 96.4 to 112.6
million dwt. Its composition also changes; vessels in the 50-
80,000 and 80-125,000 dwt classes are now built. The number of LNG
ships built decreases from 96 to 35. Shipping employed in the
product trade rises from 38.3 to 51.9 million dwt.

The cost of transporting Arabian Light crude to its various
destinations is increased. Details are given in Table 15. For
example, to Australia the increase is £0.76/tonne, from $5.07/ton-
ne in the base case to £5.83/tonne for the variant. These changes
in freight rates are closely correlated with the changes in product
prices in different regions, the largest price increases being
associated with the largest incrcase in freight rates.

The overall picture presernted by these various compariséns is
as follows: If the United States uses its gas nearer its sources,
and replaces some gas by qil in regions more distant from the gas
sources, the following effects are brought about. World capital
expenditure is significantly reduced and total resource use is
decreased by more than g2 billion per annum. The US decreases its
total wholesale bill for gas and oil products by almost Z10 billions,
but in doing so it requires greater oil product imports. This in
turn requires more small-ship tonnage, raising the demand for small
ships and hence their equilibrium freight rates, and this increases
oil product prices throughout the rest of the world because of port
restrictions on ship size. This and other effects raise. the rest
of the World's wholesale oil product bill by some $2.1 billioa.

The American consumer is better off, and so are the shipowners, but
the rest of the world loses. .

(5) CONCLUDING REMARKS

Our work has just begun and much more study is underway. This
paper is but an illustration of one of the ways our model may be used.
Whilst the paper suggests that the natural gas sector of the USA, and
indeed the rest of the world, could well be investigated against many
plausible scenarios in this way to determine the outcomec of policy
decisions, it is not suggested that legislation should be considered on
this one run.
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Having said this, there remains one point which can be stressed,
a change in policy can have very significant effects on refinery
investment plans, affecting both types of processes and locations.
A World model is needed to provide input to allow corporations to
plan efficiently.
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TABLES

1. New refinery capacities and plant utilisation, by area, base case.

2. New refinery capacities and plant utilisation, World totals,
for the two cases.

3. Shipping analysis: Equilibrium freight rates and new shipping
tonnages in the two cases. :

L. Capital expenditure, the two cases.

5. Natural gas: Quantities and Equilibrium prices for the tase
case.

6. Equilibrium prices of products(wholesale) for the base case

‘7. 0il imports int& the three US areas, by tanker size for the base
case.

8. 0il Supply and Demand balance of the three US areas, base case.
9. Gas Supply and Demand balance of the three US areas, base case.

10. Available crude oil supplies in 1977 and associated qualitieé
(gravities and sulphur contents).

11. Equilibrium prices of crude oils for the two cases, at oil

fields
12. Totals for the 22 areas ? Effect of changes in Equilibrium
13. Derivation for Australia. ; prices between the two cases on
14. Derivation for 3 US areas ; the Consumer's Annual Bill.

15. Equilibrium freight rates from the Persian Gulf, gper tonne.
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TABLE 2

N®W REFINERY CAPACITIES & PLANT UTILISATION

WORLD AGGREGATES

BOTH CASES

(Capacities in '000 B/SD)

NEW CAPACITY NET CAPACITY
TO BE BUILYT UTILISED
Variant: Variant:
Base |0il Subst hase 0il Subst
Case |for N Gas Cacse for N Gas
(changes) (changes)
Crude distillation 9181 964 9056 815
“Vacuum distillation 2906 -1571 1066 -1974
Catalytic cracking 1817 -717 1697 -1425
Catalytic reforming 1673 931 1291 1285
Alkylation 746 ~-352 746 -352
Hydrocracking 509 -509 509 -509
Hydrofining 1930 863 1755 870
Residue Desulph 104 -20 86 -20
Substitute Nat Gas . 1892 -1892 1892 -1892
Liquifaction Nat Gas 4656 -1072 4656 ~1072
Regassing Nat Gas 3603 -750 3603 -750
Base Case capacities in Ccl. 3 represent Total new plane less
unused capacity.
variant capacities in Cols. 2 and 4 are diffeirenzes from the

base case, with the cepacity reductions shown negative.

Substitute Natural Gas

capacities expressed in terms of Naphtha
feed input requirement.

Natural Gas in LNG operations, as Fuel 0il equivalent, with
1 bbl FO = 6.2 million BTU.
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TABLE 3
SHIPPING ANALYSIS

EQUILIBRIUM FREIGHT RATES & NEW SHIPPING TONNAGE

BASE VARIANT
CASE CASE
WORLD SCALE RATES FFOR FREIGHT
(Persian Gulf to Rotterdam)

25,000 dwt vessels 97.3 130.6
25-50,000 v " 86.6 113.5
50-80,000 " 1 86.1 113.1
80-125,000 " " 73.3 8h. b

125-200,000 " " 69.6 69.6

200,000 " n 60.4 60.4

NEW TANKER TONNAGE TO BE BUILT 8
(Million DWT) ‘

85,000 dwt vessels (867.5) (8ho.9)
25-50,000 " 1" (828.4) (S14.2)
50-80,000 " " (814.1) 9.2
80-125,000 " " (85.8) 0.8

125-200,000 " " 1.6 L4

200,000 " " 94.8 98.2

Tonnage total 96.4 112.6
TONNAGE USED T0 CARRY PRODUCTS
(Million DWT)

25,000 dwt vessels 1.8 3.6
25-50,000 " " l4.9 15.0
50-80,000 M " 21.6 3.3
Tonnage total 38.3 51.9

NUMBER OF LNG CARRIERS
{all of 125,000 m capacity) 96 35

4 Where no new tonnage is called for, the figures in brackets are
the penalties in 8/dwt that would be incurred by building
tankers in the categories referred to.
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CAPITAL EXPENDITURE

TABLE 4

$ Million

Base Variant Diffe;—

Case Case ence

(a) (v) (b)-(a)
REFINING CAPITAL
Australia 15 38 23
UK & Eire 591 113 -478
Canada, West 488 125 -362
Canada, East 212 .75 -137
Mediterranean 4,156 §,141 -15
France 815 503 -312
West Germany 102 60 =42
Benelux 367 v434 67
Japan 792 714 -78
Caribbean 3,677 3,887 210
South America 36 26_ -10
Middle East & E Africa ‘1,592 1,564 -28
Scuth Africa 174 131 ~43
Spain & Portugal 84 75 -9
Russia, West NIL NIL NIL
Russia, Siberia 119 119 NIL
Scandinavia 45 NIL -45
Italy 868 1,815 947
USA, East Coast 3,424 796 -2,628
USA, West Coast 2,258 170 -2,088
USA, Central & Gulf L4o3 376 -24
East Africa 662 155 -507
S Asia 116 113 3
S E Asia 342 278 -64
Refinery Total 21,338 15,711 -5,627
OIL TANKERS 12,564 15,810 3,246
LNG CARRIERS 6,474 2,380 - 00k
TOTAL CAPITAL 40,376 33,901 -6,475
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TABLE 5
NATURAL GAS
BASE CASE
QUANTITIES & EQUILIBRIUM PRICES
AVATLABLE UNUSED EQUILIBRIUM—*
Natural Gas GAS SUPPLIES " SUPPLY PRICES
Field Million Million 3/Bbl FO
Bbls/CD Bbls/CD equivalent
(FOE) (FOE)
Australia 0.359 0.170 0
Brunei 0.359 - 0.38
‘Canada 1.848 - 4.43
Caribbean 1.435 - 2.05
Trance 0.179 - 3.36
dermany 0.413 - 3.34
Ttaly 0.269 - 3.44
Japan 0.126 - k.02
Mediterranean ’ 1.973 - 1.51
Netheriands 1.704 - 3.19
¥orth Sea (Norway) 5 0.224 - 5.05
North Sea (UK) : 0.735 - 5.13
-Pakistan 0.359 0.208 0
Persian Gulf 1.346 0.816 0
Russia (Western) 9.867 ~ 1.70
Siberian Russia 0.144 0.093 0
US Gulf Coast 11.302 - 5.02
Alaska 0.718 - 0.92
West Africa 0.359 - 1.05
Total 33,719 1.287

The gas quantities have been expressed as bbls fuel oil equivalent,
with 1 bbl FO = 6.2 million BTU.
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TABLE 6
PRODUCT EQUILIBRIUM PRICES
8/ PER BBL Wholesale Basis BASE CASE
’ MOTOR i FUEL
PE| & GASOLINE 5| B OIL
n' e ] o wn
H ) . c ° o t cd oo o
P% g % g ; | 0 wn n wn o
o :| o ] t £ £ £ £
3 £l s 5 |5 | % | 3
£ E & o = = 23 s
® [+ c [+
() o [+ o]
Austral [2.9213.48 4.68{4.55‘4.78 3.01|2.27/2.82 2.81|2.79]2.90
UK 3.48|4.27,5.36,5.22,5.47|3.74(2.97 3.3913-39 .3.31 3.45
E Canada |3.54,4.57 5.76i5.66 5.8313.48(|3.04 3.50i3.49 3.3813.48
W Canada [3.271!3.75]5.00,4.90|5.04(3.88|4.00 4.16i&.06 3.7213.62
Medit 3.2714.03(5.02(4.93(5.18(3.16|2.74 3.03;3.09‘3.13 3.27
France 3.38(4.23(5.35(5.2015.46]3.07(3.08 3.38'3.34 3.2313.35
Germany [3.8714.33(5.455.38|5.52/3.21|3.25,3.56:3.4%43/3.35/3.51
Benelux |3.354.21(5.325.201(5.4513.08(3.12:3.49:3.38/(3.20,3.32
Japan 3.4713.79 (4.26 14.24 14,.32:3.8912.88:3.13,3.05(2.63/3.23
Cent Am |3.10[4.32(5.46{5.39|5.64:3.25(2.88!3.25 | - 2.962.95
So. Amer [3.21(4.19/4.61 4.65(4.74]3.59(|2.78:2.95] - 3.06 |3.20
Mid East |2.053.35 4,29 4,25 [4,3812.93{1.76,2.26]| .~ 1.96(2.05
S Africa |2.83/3.74|4.7814.61 |4.90(2.752.37 /2.6 - {2.70]2.80
Spain 3.5403.93 (4.94 '4.84 5.0413.3713.19{3.4113.43(3.42(3.61
Scandin |[3.60 [4.28(5.47 5.39(5.54(3.42(3.10(3.56|3.49:3.3413.63
Italy 3.22|4.19(5.29({5.12(5.33(3.06012.81(3.123.12i3.08 {3.22
US FC 3.5914.54(5.77 (5.68 {5.86|3.49/3.17!3.62|3.52(3.22;3.46
UsS WC 3.35(4.27(5.47 (5.385.54 {3.86{3.25|3.54(3.47/3.20!3.07
W Africa [3.26 [4.24(5.24 [4.99(|5.28(3.31(|2.95!3.19]| - [3.11]| -
US Gulf 3.014.60(5.82 (5.68 5,88 3.33,2.88(3.29(3.19(2.88 2.75
S Asia 2.85(3.25{4.08 {4.03] - [3.17]2.0112.66]| - 2.33|2.44
S E Asia (3.10(3.49(4.32|4.29] -~ 3.38J2.23 2.7212.65 2.§9J2.86
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THE THREE U.S AREAS

Millions Bbls/Calendar Day
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TABLE 8

OIL SUPPLY & DEMAND 1977

BASE CASE

EAST CENTRAL WEST § TOTAL
COAST & GQULF COAST U S A
CRUDE OIL —T
Pomestic production 0.73 7.20 1.27 9.20
Imports - Canada 0.21 0.79 - 1.00
u - Rest of W Hemisphcre 1.10 1.01 0.30 ; 2.41
L - E Hemisphere 1.59 - 0.61 2.20
Total Imports, 2.90 1.80 0.91 5.61
Total Processed (incl domestic) 3.63 9.00, | 2.18 :14.81
NATURAL GAS LIQUIDS
Domestic production NIL 1.7G NIL 1.70
Imports - Canada n 0.113 " 0.13
1.83 ! ] 1.83
Total Crude & NGL 3.63 10.83 | 2.18 | 16.64
Cracked spirit returns 0.01 0.12 | 0,01 | 0.14
TOTAL INPUT TO US REFINERIES 3.64 10.95 ; 2.19 {16.78 |
| .
REFINED PRODUCTS
Gas & LPG (FOE) 0.16 1.33 ! 0.09 ! 1.58
Motor Spirit: Domestic Prodn 0.63 4,10 | 0.78 5.51
Non-US imports 1.67 - 0.36 2.03
Light distillate to SNG 1.12 0.01 0.17 1.30
LDF: Domestic production . 0.35 0.02 0.38
. Non-US imports 0.30 0.70 0.31 1.31
ATK: Domestic production - 0.79 0.20 0.90
Non-US imports 0.35 - 0.08 0.43
Gas 0il: Domestic production 0.74 2.23 G.z22 3.19
Non-US imports 0.25 - 0.07 0.32
Fuel 0il: Domestic production 0.62 0.95 0.36 1.93
Non-US imports 1.29 - - 1.29
Bitumen & Coke -0.16 0.4z , 0.13 0.71
Output from US refineries 3.43 10.10 ! 1.97 115.50
Non-US imports 1 3.86 0.70 i 0.82 5.38
7.29 10.80 2.79 ;20.88
Total Area Product Demand 9.00 9.05 2.83 [20.88
Total Refinery gas, fuel & loss 0.22 | 0.85 | 0.22 | 1.28
Total Consumption (including Refinery fuel & loss) 22,16
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TABLE 9
NATURAL GAS 'SUPPLY & DEMAND BALANCE
FOR THE THREE U.S AREAS BASE CASE
In Units of Million B/CD of Fuel 0il equivalent
EAST CENTRAL WEST U S
COAST & GULF COAST TOTAL
Domestic Natural Gas 10.354 0.386 - 10.740
Domestic SNG production 1.034 0.013 0.160 1.207
LN
LNG sbinments from Southern
Alaska - | o.rk0 0.379 0.519
Imports by pipeline from
Canada 1.393 - - 1.393
Imports of LNG (excl. 2.473 - - 2.473
Alaskan)
Total Supply =(Total domestic
demand ) | 15.254 0.539 0.539 16.332

If is assumed 1 bbl fuel oil = 6.2 million BTU.

The above delivered quantities are after transmission'losses of
approximately 5% for pipeline gas, domestic and Canadian, and
around 20% for LNG imports, being lower for the Alaskan LNG than
the rest, the longer haul LNG imports.
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TABLE 10

CRUDE OIL SUPPLIES IN 1977 AVAILABILITIES & BASIC QUALITIES

Y000 [ SULPHUR
B/CD APL %t
NORTH SEA
Forties (UK) 820 36.6 0.28
Ekofisk (Norway) 711 35.0 0.20
ARRICA '
Libya - Es Sider 616 36.9 0.38
" - Brega 312 39.2 0.24
" . Zueitina 212 k1. : 0.21
" ~ Sarir 722 37.6 0.14
" ~ Nafoora (Amna) 306 35.4 0.21
Algeria - Arzew - 641 k3.6 0.10
n - Hassi Messaoud 643 - 440 0.15
" - Zarziaitine 106 - 41.5 0.09
Nigerian - Light 1,238 37.6 0.13
" - Medium 671 25.7 0.2h
W Africa, Gabon, Mandji 239 31.4 0.68
MIDDLE LEAST
Kuwait Export -1 3,378 31.3 2.5
Kuwait N Zone, Khafji 488 28.6 2.85
Arabica - Light - 20,270 34.7 1.70
" -~ Heavy 2,723 28.0 2.85
Iranian - Light 5,040 33.6 1.36
" - Heavy 2,974 31.0 1.60
Iraq - Basra 1,100 34.0 1.95
v - IMEG A 1,020 36.05 1.88%
Abu Dhabi - Murban 1,877 39.4 0.74
" -~ Zakum 721 37.3 1.36
" - Umm Shaif 309. 37.0 1.38
Qatar - Export 206 1.8 1.05
" . Marine 309 37.0 1.50
Oman 401 32.8 1.25
Egypt/El Morgan 697 31.7 1.6€
Syria 286 24,8 3.50
FAR_EAST
Indonesia - Minas 1,946 36.4 0.10
Australia -~ Gippsland 432 kG, 2 0.09

Table continued overleaf
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TABLE 10

(2nd page)
'000 o SULPHUR
B/CD APT Yot
USA
Bradford, Pa .61 1.0 0.10
Texas Gulf - Heavy 551 31.0 0.15
" " - Light 210 41.1 0.07
U East 1,450 37.8 0.29
" West Med 1,665 33.5 1.26
" " Sour 1,200 31.0 1.98
Louisiana 2,594 -32.2 0.24
Arkansas/Mi ssissippi 201 32.8 1.55
California Blend 570 25.0 0.95
Alaska South 300 33.8 0.09
CANADA
IPPL Mixed Sweet 794 38.5 0.27
" " Sour 352 37.9 0.4%
" Light " 403 35.9 1.00
Bantry 166 24.8 2.37
Rainbow 197 38.5 0.75
Marguecrite Lake 180 12.0 3.92
CEN?EAL AMERICA
Venezuela - Bachaquero 1,298 14.2 2.62
- Oficina 403 33.8 0.77
- Tia Juana 1,35C 26.5 1.54
SOUTHi AMERICA
Ecuador 215 28.6 0.94~
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TABLE 11

CRUDE OIL EQUILIBRIUM PRICES THE TWO CASES

Relative to Arabian Light crude oil @ £1.96/Bbl,FOB
All values in 2/Bbl, at source, with differentials in Cents/Bbl.

BASE VARIANT | o CHATIGE
CASE CASE PLATIVE TO
BASE CASE
(a) (b) (b)-(a)
(#/Bbl) (g/8b1) (£/Bb1)
NORTH SEA .
Fceties 3.131 3.303 17.2
Ekofisk . 3.131 3.340 20.9
AFRICA
Libya - Es Sider 2.911 3.128 21.7
" - Brega’ 2.976 3.167 19.1
" - Zueitina 2.968 3.302 33.4
" -~ Sarir 2.914 3.174 26.0
u - Nafoora (Amma) 2.880 3.177 29.7
Algeria Arzew 3.022 3.209 18.7
" - Hassi Messaoud 3.084 3.199 11.5
" - Zarzaitine 3.027 3.206 17.9
Nigerian Light 2,865 3.085 - 22,0
" - Medium 2.823 3.206 38,3
‘W Africa, Gabon, Mandji 2.722 3.043 32.1
MIDDLE EAST : '
Kuwait Export (see bottom of Table)
" -N Zone - Khafji 1.911 1.907 -0.4
Arabian Light "(see bottom of Table)
n -Heavy ( 1 ] n " )
Iranian Light (G " L ")
] —Heavy ( " 1] " " )
Iraq - Basra 1.938 1.930 0.8
" - IMEG A 2.759 2.838 7.9
Abu Dhabi - Murban 2.075 2.101 2.6
" " - Zakum 2.052° 2.062 1.0
" " - Umm Shaif 2.075 2.063 -1.2
Qatar - Export '2.071 2.047 ~-2.4
-~ Marine 2.004 2,012 0.8
Oman 2.10% 2.120 1.6
Egypt/El Morgan 1.942 1.942 NIL
Syria 2.809 2.936 12.7
FAR EAST o
Indonesia - Minas 2.360 2.556 19.6
Australia - Gippsland 2.641 2.857 21.6

Table continued overleaf
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TABLE 11
(2nd page) -
CHANGE
BASE | VARIANT | ooy angys 1o
BASE CASE
(a) (b) (b)-(a)
(g/Bbl) {8/Bbl) (£/Bbl)
USA (incl. Alaska)
Bradford, Pa 3.410 3.854 L 4
Texas Gulf. - Heavy 3.324 3.979 65.5
" * . Light 3.383 3.862 47.9
" East 3.504 3.881 37.7
" VWest Med 3.339 3.598 25.9
" "’ Sour 3.467 3.640 17.3
Louisiana 3.546 4,011 46.5
Arkansas/Mississippi 3.260 3.499 23.9
California Blend 3.139 3.286 15.3
Alaska, South 3.246 3.372 12.6
CANADA
IPPL mixed sweet 3.584 3.938 35.4
" " sour 3.552 3.881 3.9
" 1ight " 3.398 3.630 23.2
Bantry 3.247 2.534 28.7
Rainbow 3.461 3.732 27.1
Marguerite Lake
CENTRAL AMERICA
Venezuela - Bachaquero 2.772 3.072 30.0
- Oficina 3.209 3.448 23.9
- Tia Juana 2.949 3.232 28.3
SOUTH AMERICA
Ecuador 2.635 2.683 4.8

For the five marginal crudes, given F.O0.B.

abilities,
shoule be lifted.

g/BBL
Arabian Light 1.96
Arabian heavy 1.90
Kuwait export 1.91
Iranian Light 1.99
Iranian Heavy 1.98

the computer solution indicates

values and maximum avail-
how much of the crude oils

&—— 000 B/cD —— P

Max | BASE

AVAILABILITY CASE
20,270 18,630
2,723 237
34373 2,71k
5,040 3,294
2,974 2,667

Comnuter Solutions

VARIALT
CASE

17,902
5L3
2,516
5,040
2,187
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TABLE 12

EFFECT OF CHANGING EQUILIBRIUM PRICES ON CONSUMER'S ANNUAL BILL

Variant relative to Base Case

East Coast
Central & Gulf
West Coast

USA TOTAL

Australia
Uh & Eire
Canada E
Canada W

Mediterranean

France

W Germany
Benelux
Japan

(u)
(x)
(V)

(A)
(B)
(c)
(D)
(B)
(F)
(a)
(H)
(3)

9387
11
306

9704

T-66
266
327
120

-277

-318

-149

-225

-847

g Million/year

Cent Am & Carib (K) ~148
South America (L) -184
Middle East (M) -29
South Africa (N) -23
Spain/Pertugal (P) -71
Scandinavia (s) -144
Italy (1) -231
W Africa (W) 2
S Asia (Y) -72
S E Asia (z) -18
USA 9704
Rest of World -2087
TOTAL 7617
TABLE 13

EFFECT OF CHANGING EQUILIBRIUM PRICES ON CONSUMER'S ANNUAL BILL

Variant relative to Base Case Australia
EQUILIBRIUM PRODUCT PRICES | MILLIGNS | & MILLION
(8 PER BBL) BBLS PER
BASE VARTANT | (a)-(b) | PER YEAR YEAR
CASE (b)
(a)
Gas 2.920 3.223 -0.303 3.7 -1.12
LDF 3.480 3.475 0.005 6.7 C.0k
PMS 4,681 L.682 -0.001 86.1 -0.10
RMS 4,548 4,582 -0.034 11.6 -0.39
CMS 4.778 4,779 -0.001 9.0 -0.01
Kero 3.012 3.083 -0.07). 21.3 -1.51
Gas 0il 2.268 2.697 -0.429 65.3 -28.01
LS FO 2.819 3.213 ~0.394 43.6 -17.16
MS FO 2.813 3.154 -0.341 21.0 -7.17
HS FO 2.789 3.077 -0.288 33.6 -9.67
Bitumen 2.897 3.148 -0.251 4.3 -1.08
TOTALS 306.2 -66.18

Average price rise: £0.216 per Bbl
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EQUILIBRIUM FREIQIT RATES FROM

TABLE 15

THE PERSIAN GULF

g PER TONNE

DESTINATION gﬁ:g VAgiggT
Australia 5.07 5.83
UK and Eire 8.00 9.32
Canada 9.41 10.95
Mediterranecan 6.38 7.49
France 7.38 8.29
Germany "~ 8.42 9.5
Benelux < 7.16 8.20
Japan 5.5k 7.44
Caribbean 7.50 9.18
South America 8.44 10.59
South Africa 4,00 5.26
Spain & Portugal 7.84 9.43
Scandinavia 8.43 9.8%4
Italy 6.54 7.85
USA (East Coast) 10.24 12.10
USA (West Coast) 8.65 9.66
West Africa 7-10 9.54
USA (Central) 9.99 11.92
S Asia 2.36 3.30
S E Asla 4.20 5,06
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Discussion

Mr. Krymm (IAEA) had two questions. First, he asked
whether he had understood correctly that the demand for dif-
ferent o0il products is treated exogenously and whether the
model calculates the ratios of prices for different products
depending on the price of crude oil. Finally, he asked how
the increasing price of crude o0il changed the results.

Mr. Deam replied that he had the first point right, and ref-
ferring to the second guestion, he said that there are one
or two things which are politically too sensitive to be
reported as yet.

Mr. Manne (IIASA) had one comment on the methodology
concerning the appropriateness of different degrees of geo-
graphical detail for different planning horizons. He remarked
that it sounded to him as though the model is a very appropriate
one for a five-year-ahead type of planning, and that Mr. Deam
himself had agreed that this is probably not the kind of model
he would want for 1985 or beyond. It is true that one does not
have to make vacuum distillation decisions for 1985 now, but
one does have to make nuclear power plant decisions which are
long-term investment decisions. Then he stressed that he
wondered whether this does not go back to the very important
initial question raised by Mr. Deam during his presentation,
namely which favorite location in the world should be chosen
as the world's marginal sources of crude supply. Furthermore, he
said that, in addition to the Arabian peninsula, he can nomi-
nate a place for shale o0il supplies somewhere in the Rocky
Mountains and that this, at a price of $10 per barrel, may
be another kind of marginal source. He said also that one
does not need to do much more than a back-of-the-envelope
conclusion to see that a price of $10 is irrational 1if one
can buy infinite amounts of o0il with a price of $2 per barrel,
but that it is not irrational to build nuclear power plants.
Mr. Deam replied that there are two things he can pick out.
First, he said that he does not think about what the next
source of marginal crude is; it may well be available.

Finally, he noted that there is no point in arguing about
presenting ideas for the year 2000; the only thing he worries
about for the year 2000 is that he probably has not got the
options and that he does not know all about the technology.
Mr. Manne then asked why he did not include shale o0il where
one has a technology for supplying crude. Mr. Deam replied
that many people in the oil industry do not approve of this
approach. He mentioned further that one can, of course, con-
sider shale and tarsands, etc., and try to locate the next source
of crude with the model, but the marginal weak in the world
is that it is a very transitory situation--and the energy
world is determined by a transitory situation. One does not
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have the knowledge of how long the light Arabian fuel will
last. Finally, he noted that real energy debate is locating
the marginal source of energy; thus the main problem is when
this model begins to sort those questions.
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INTERFUEL SUBSTITUTION AND TECHNOLOGICAL CHANGE*

Kenneth C. Hoffiman and Ellen A. Cherniavsky

Abstract
The trend towards increased electrification of the United

‘States' energy system has been driven largely by the very rapi
growth of energy demand sectors such as air-conditioning, indus-
trial drive, and residential and commercial appliances. The
goal of the United States to become more self-sufficient in
energy could contribute significantly to the continuation of
this trend. One possible self-sufficiency strategy involves
generating increased amounts of electricity from coal and
nuclear fuel to substitute for oil and gas. Technological
change in end use sectors involving the electric automobile
and the use of synthetic fuels derived from off-peak electric
power can contribute significantly to the feasibility of this
strategy.

The feasible range of partition of the energy system
between electric and non-electric energy forms are evaluated
in a gquantitative manner using a linear programming model.
Ranges of substitution of electric energy for non-electric
energy forms are determined for the years 1985 and 2000 and
the implications are evaluated in terms of resource usage,

cost, and emissions of air pollutants,

*

Work performed under the auspices of the U.S. Atamic Energy
Commission for presentation at the Energy Modelling Conference,
International Institute for Applied Systems Analysis, Austria, May 1974.
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INTRODUCTION

In 19260 the United States consumed 16.6% of its energy
regources for the production of electrical energy. Over tﬁe
last decade, the annual growth rate in the electric sector
was around 7%, about twice the level of growth in total energy
resource consumption, and by 1969 this sector accounted for
about 21.7% of all energy resources consumed. Much of this
trend towards increased electrification is attributable to
increased demand in end use sectors that are virtuvally totally
dependent on electrical energy, such as air conditioning,
residential and commercial lighting and appliances, and in-
creased mechanization in industry using electric motor drive.

The future trend in the partition of the energy éystem
between electric and non-electric secondary energy forms will
depend in part on the relative growth in various end use sec-
tors., but will also be influenced greatly by national policies
and technological change. The penetration of such technoloaies
as electric automobiles, hydrogen and hydrogen based synthetic
fuels for mobile and stationary applications, and fuel cells
would contribute to even greater levels of electrification
than are now evident. Further, electrical energy may be sub-
stituted with existing technologies in several end use cate-

gories that are now served predominantly by fossil fuels used
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directly., Space heating and industrial process heat are
prime examples of such categories.

The role of the electric sector in the United States'
energy system is an extremely important policy issue as the
nation strives to be more self-sufficient 1n energy resources.
The abundant domestic resources of coal, nuclear fuel, and
geothermal energy are at present best employed for the produc-
tion of electricity and, in the near term, can contribute to
self-sufficiency only if electrical energy is substituted for
imported o0il and gas. 1In the longer term, the development of
economical coal gasification and liquefaction processes and
the direct use of nuclear heat for chemical processes will
provide a non-electric alternative.

An analysis has been performed to determine the feasible
range of partition of the energy system between electric and
non-electric energy forms and the specific technological
changes and interfuel substitutions that can affect that pai-
tition. The analysis employed a linear programming model of
the energy system, described in the following section, that
includes explicit technological detail and<the relative effic-
iencies of various energy forms that may be applied to specific
end uses. The load structure of the end use categories that

may be electrified is also reflected in the model. The total
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annual cost and emissions of alternative partition confiqura-

tions are discussed in a later section of this report.

DESCRIPTION OF ANALYTICAL MODEL

A linear programming model of the U.S. energy system (1)
is used as the basic analytical technique in this study. The
model includes provision for the full range of interfuel sub-
stitution, including substitution between electric and non-
electric energy forms. It encompasses the entire energy sys-
tem including all resources and demand sectors. Since the
range of interfuel substitutability that is feasible depends
on the supply and utilization technologies that are available,
the model is constructed around the characteristics of these
technologies. The technology related parameters that appear
explicitly in the model are the efficiencies of energy conver-
sion, delivery, and utilization devices; the emissions produced
by the devices; and their cost. The intent in establishing the
scope of the model is to include the technical elements that
are felt to be of major importance in a framework that is as
gimple as possible. Simplicity is a requirement if all assump-
tions are to be evident and the results easily interpreted.

The energy system may be represented in a network format

as shown in Figure . The network in this case is quantified
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with a set of projected energy flows for the year 1985 from
alternate resources through the various energy conversion and
delivery activities to specific end uses. Each link in the
network represents a process or mix of processes used for a
given activity, such as the refining of crude oil. Cost,
efficiency and emission coefficients may be associated with
each link. The energy flows indicated in Figure 1 reflect the
technical efficiencies of the individual processes and thus
the flows decrease progressively through the network. The
projected energy flows correspond to several projections that
had been prepared (2,3) earlier to indicate the degree of
reliance on imported fuels that might result unless action
were taken to move toward self-sufficiency. This earlier pro-
jection will be used in this study as a Base Case, or point of
departure, for the development of alternative configurations.
The links shown in the network diagram reflect only existing
technnlogies. Using the linear programming model, alternative
energy flows are determined which employ new technologies and
which also involve the substitution of domestic resources to
replace imported o0il and gas.

The model determines the optimal energy flows within the
energy demand and resource supply constraints that are applied

for a particular analysis. The output of the analysis includes
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the total annual cost of service and an inventory of emissions
to the environment associated with a given energy flow solu-
~-tion. Examination of the energy demand sectors at the right-
hand side of the network indicates the degree of disaggregation
included in the analysis. The substitution possibilities are
dependent on these functional end uses and are quite different
between the air-conditioning, automotive, and process heat
categories, for example. The load-duration structure of elec-
trical demands is also reflected in the model since the type
of electric generating equipment employed is dependent on the
portion of the load curve that it is to operate on. This is
an important consideration in substituting electric energy

for other fuels in such categories as space heating and trans-
portation where there are significant peak demahds.

The optimization of the energy system is performed with
respect to cost and the objective is to minimize the cost of
gervice, subject to policy, economic, and other const;aints
that may be represented in the objective function and con-
straint equations. Amortized capital costs, fuel costs, and
other operating costs are included. - A fixed charge rate of
15% is used for capital costs. Additional constraints are
included to reflect existing systems that would not be replaced

and to specify certain fuel uses that will probably occur for
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special reasons, such as regional viability. that are not
reflected in an overall cost optimization of the U.S. energy
system.

The technical efficiencies and environmental coefficients
ugsed in the analysis are taken from recent studies performed
for the Council on Environmental Quality (4) and by the Envir-
onmental Protection Agency (5). The basic fuel costs used in
the analysis are summarized below. The output of the analysis
includes the sénsitivity information that is needed to judge
the effect of price changes for a given fuel on the optimal
allocation of energy supplies., Sensitivity information is
also developed concerning the effect of changes in the effic-

iency of energy conversion technologies.

FUEL COSTS (1970 dollars)

Coal 9.04 $/metric ton (8.20 $/ton)

0il 6.50 $/barrel (6.50 S/barrel)
Natural Gas 15.20 $/1000 M3 (0.43 $/103ft3)
Nuclear Fuel 0.19 $/109 joules (0.20 $/10° Btu)

The linear programming methodology is rich in economic
interpretation. Of particular interest is the marginal value
or "shadow price" of scarme resources in a given solution.

These represent the unit change in overall cost of the system
resulting from a unit change in availability of given resources.

They are dependent on the cost differential between the scarce
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regsource and a more costly but abundant substitute as well as on
the relative technical efficiencies of the alternatives. The
shadow prices provide a measure of the economic equilibrium

of the system in terms of a comparison of the cost of expand-
ing capacity of a given type with the value of that additional
capacity. They may also be used to assess the structural
changes that might occur in response to changes in economic
values assumed in a given analysis. The output for a given
analysis also provides an extensive study of the range of cost
and efficiency over which given technologies are competitive.
For purposes of clarity and brevity, however, only the primary

output of the analyses is presented in this paper.

SUMMARY

The influence of interfuel substitution in specific end
uses and of technological change on the partition of the energy
system between electric and non-electric energy forms was
determined in two series of computer runs performed for the
years 1985 and 2000. The basic energy requirements of the
Reference Energy Systems (3) were used for these analyses.

The range over which the partition could vary was determined
by varying the quantity of petroleum that was available and

forcing the substitution of electric power generated in coal-
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fired and nuclear power plants. These substitutions are of
particular interest because of their relevance to increased
gself-sufficiency. The minimum electrification case in each
study year corresponded to the allowance of unlimited oil
imports.

The new technologies that are considered in this series
of analyses are

-~ hydrogen produced electrolytically with off-peak power

-~ fuel cells for peaking use, and

~- electric automobiles for limited urban use.

Limited implementation of coal gasification was allowed
in both 1985 and 2000; however. coal liquefaction technology
was excluded. This technology would provide an alternative
source of liquid fuels to the transportation sector and would
allow the minimum electrification cases to be attained with
lower levels of o0il imports.

The range over which the partition of the energy system
may vary is illustrated in Figure ‘2 where the resource consump-
tion for electric generation is plotted against the resource
consumption for non-electric users, both in units of annual
terrawatts thermal [thh) where 1 TW-year = 29.9 x lO15 Btu.
The partition for 1969, when 21.7% of the energy resources were

consumed for electric generation, is given for reference -
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purposes. It may be seen that for 1985 the partition may
range from 31,7% resources consumption for the electric
_sector up to 43.1%, while in the year 2000 the range is 41.?%
to 57.5%. Thus, even the minimum electrification cases for
those years indicate continued growth of the electric sector
at a more rapid rate than the non-electric sector.

The range of variability increases for the year 2000, of

course, due to the longer lead time available for such funda-

bl

mental shifts to occur. The minimum electrification case in
each period is based on the availability of unlimited quantities
of imported oil, As the o0il supply is constrained, forcing
increased electrification, the cost increases and the total
resource consumption increases. Specific cases considered
are represented by the data on the curves and the substitutions
and new technologies involved in each case are discussed below.
The cost, resource consumption, and emissions corresponding
to each case for 1985 and 2000 are given in Tables I through IV.
It must be pointed out that the version of the linear
programming model used in this analysais did not incorporate
supply or demand elasticities. Other fuels may be substituted
at different efficiencies as relative prices change. The total
resource consumption can vary but the basic energy demand to

be satisfied (e.g., number of passenger miles of automobile
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and aircraft travel, square feet of living space to be heated
and cooled) remains the same. One would expect some changes
in these parameters due to substitution of other activitieg
as prices change. Although such changes are not considered
in the model, consideration of the changes in the marginal
cost of serving specific demand sectors would indicate where
changes in the level of basic energy demand would be greatest.
Table V and VI indicate, for the years 1985 and 2000 respec-
tively, the changes in marginal cost for each demand sector
relative to the cost in the minimum electrification case.
Examination of Table V indicates, for example, that the cost
of input energy will change most drastically for the getro-
chemical and air transport demand sectors. Further analysis
of the impact of these cost changes on the cost of and, in
turn, on the demand for the product and service is required.
These effects may be represented by a demand elasticity, which
will be incorporated in a future version of the model.

The detailed results of the analyses and the assumptions

made are discussed in the following sections.

YEAR 1985 ANALYSIS
Coal and nuclear fuel were preferred for base and inter-
mediate load service in the 1985 runs; however, some o0il

(5.15 x 1015 Btu) and gas (3.45 x lO15 Btu) use for central
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station electric generation was specified exogenously. This

specification is based on environmental considerations which

will dictate the use of these clean fuels in some urban areas
in plants that are in operation now and would not be retired

prematurely.

Off-peak uses of electrical energy were constrained to
the point that at least half the peak power demand had to be
met with peaking devices such as gas turbines, pumped storage
and hydrogen fuel cells. The latter two concepts used off-
peak power, as did the electric car, which was introduced to
a limited extent in all the 1985 runs. The LWR constraint
was set at 15.0 x 1015 Btu input and coal steam electric
capacity was taken to be the marginal supplier. Total coal
use was constrained at a very high level, 1800 x 106 tons:
however, no more than 1500 x 106 tons was used in any case.
Coal could be burned directly for process heat to satisfy up
to about twenty percent of that energy demand, could be con-
verted to electricity, or could be gasified to contribute up
to about seven percent of total methane supply. The natural
gas constraint was set at 28.39 x 10ls Btu. O0il was supplied
at five different levels, corresponding to the five 1985 cases:
50.8 x 1015 Btu, 47.1 x 1015 Btu, 44.1 x 1015 Btu and 43.1 x 1015

Btu.
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The new technologies and substitutions considered in this
geries of runs were: the hydrogen fuel cell for peaking and
hydrogen used directly for space heat, water heat and process
heat, the hydrogen being produced with off-peak electricity;
increased electrification of process heat and space heat;
alternate fuels including methane and electrolytic hydrogen
for transportation; and limited implementation of the elecgric
car {4% of automotive travel).

The general substitution trend in this series of runs
involves the increased electrification of space heat and pro-
cess heat, and the replacement of o0il fired gas turbines with
hydrogen fuel cell peaking devices. As the oil supply is
further constrained, some methane is substituted for oil in
the transportation sector with the methane that is shifted to
this sector being replaced by electricity generated from coal.
Coal liquefaction technology was not considered in this analysis,
but would provide an alternative path to this latter indirect
substitution of coal for oil.

Following is a detailed summary of the 1985 runs. Imple-
mentation levels of substitution on new technologies are indicated
as the fraction of the basic energy that they satisfy in given
demand categories. The basic energy demand corresponds to the

amount of energy required to perform an activity, such as
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automotive transport and space heat, assuming that the energy
could be used at 100% efficiency. Alternative energy supply
categories compete at different efficiencies to serve these
demands in the optimization model.

Run 1l: 1In this run peak power was supplied by gas turbines
and hydroelectric plants. Process heat for industry was sup-
plied solely from direct methane and coal burning. Electric
resistance space heat was employed to the point at which the
winter and summer peaks balanced. Water heating was done with
off-peak electricity to the extent allowed, or about thirty-
nine percent of that basic energy demand. Transportation
demands were met solely with oil, except for the electric car,
which came in at the maximum amount allowed, and electric rail
demand.

Run_2: Pumped storage use increased to the allowed limit
(69.2 x 109 kwh) and gas turbine use for peaking decreased.
More space heating was done electrically resulting in a winter
peak electric demand condition.

Run 3: The hydrogen fuel cell, charged with off-peak electric-
ity, was used for electric peaking service. Gas turbines dis-
appeared entirely from the optimal solution. Electricity sup-
plied about seven percent of the process heat demand

and a third of the space heat demand, the maximum level of
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substitution permitted in the latter end use.

Run 4: Use of the hydrogen fuel cell for peaking increased,
as well as the use of electricity for process heat. Some
methane was substituted for gasoline as an automotive fuel.
Run 5: There were further increases in the implementation of
the hydrogen fuel cell (to 33% of demand) and the methang
fueled automobile (to 27% of demand). Electricity supplied

24% of basic process heat demand.

YEAR 2000 ANALYSIS

In this series of analyses nuclear fuel was assumed
to be the marginal resource for electric generation and
coal was constrained in this use to 19.5 x 1015 Btu ;nput.
Light Water Reactor (LWR) capacity was unconstrained.
The total coal constraint was set at 31.4 x 1015 Btu or about
1260 million tons. The natural gas constraint was 33.98 x 1015
Btu, and coal gasification éould contribute another 6.9 x lO15
Btu. Oil was supplied at four different levels, starting with
71.38 x 1015 Btu and decreasing by 10.0 x 10lS Btu in each suec-~
ceeding case. 1In Runs 1 through 4, implementation of the
electric car was restricted to ten percent of basic automobile

demand. In the fifth run its implementation was unlimited,

but reallocation of the extra oil saved was not permitted.
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Otherwise, substitutions and technologies were the same as for
the 1985 run but were not limited in their implementation.
Run 1: In each run, the electric car met ten percent of basic
automobile demand, and remaining transportation demands except
electrified rail were satisfied with oil. Coal and gas were
burned directly for process heat, and 1.77 x 1015 Btu of coal
was gasified. Summer and winter peaks for space conditioniﬁg
were balanced. Off-peak electricity met 47% of basic water
heating demand. Peaking power came half from hydroelectric
plants, half from gas turbines and pumped storage, with the
latter two contributing equal shares,

Run 2: This run yielded the same results as the first, except
that the percent of space heat demand satisfied by electricity
grew from 22.6% to 47.1%, causing a winter peak electric demand
condition.

Run 3: The overall load factor improved in this run as base-
loaded LWR's served a combination of peak and off-peak elec-
tric demands. The remaining peaking power demand was supplied
in roughly equal amounts from hydroelectric, pumped storage,
and hydrogen fuel cells. The latter replaced gas turbines,
which disappeared. Electricity met 88% of space heat demand.
Run_4: For the first time, process heat demand was met by

electricity (11% of demand) and hydrogen (10% of demand).
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Al]l space heating was done electrically. Methane fueled
automobiles appeared, and satisfied 69% of automobile demand.
Run 5: The results were identical with those for Run 4.
Making hydrogen for process heat demands with off-peak power
was preferred to charging electric car batteries. Had reallo-
cation of the 0il saved been permitted, however, the results

would have been different.

CONCLUSIONS

This analysis of electrification of the United States
energy system raises a number of questions for further study.
Technologies that became important with increased electrifica-
tion include the fuel cell, electric car, and a synthetic fuel
such as hydrogen that may be produced from off-peak power.
The role of these technologies are demonstrated in the computer
runs described in the previous sections. Other technologies
that can ge important in an electric intensive energy system.
but that were not addressed in this analysis, include the heat
pump for space heating and high efficiency induction heating
for industrial processes.

The substitutions taking place in the more extreme elec-
trification cases imply significant increases in the cost of
service to several energy demand sectors that now rely heavily

on liquid or gaseous general-purpose fuels. As a result of
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increased energy costs, certain products and services will be
affected by the substitution of less energy intensive activities
in the economy. This involves changes in life styles,and the
analysis of such socio~-economic change is beyond the scope of
this analysis.

This study provides a preliminary review of some of the
consequences of increased electrification of the energy system.
The systems considered involved the use of coal and nuclear
fission energy to generate increased amounts of electric power.
solar-electric, geothermal and fusion energy could be employed
in later periods. Alternative future strategies that must be
considered are the large scale conversion of coal to liquid and

gaseous fuels and the large scale use of direct solar heat.
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TABLE I

COST AND RESOURCE CONSUMPTION, YEAR 1985

Case
1 2 3 4 5
9
Cost, $10 170,827 173.069 181.790 193,869 198,103
Electric Sector, TW
Coal 0.271 0.360 0.585 0.829 0.912
011 and Gas 0.287 0.287 0.287 0.287 0.287
LWR 0.500 0.500 0.500 0.500 0,500
IMFBR 0. 0. 0. 0. 0.
Hydroelectric 0.144 0.144 0,144 0.144 0.144
Geothermal 0.017 0.017 0.017 0.017 0.017
Total Energy Systems 0.003 0.003 0.003 0.003 0,003
Gas Turbines 0.051 0.019 0. 0. 0.
INPUTS 1.273 1.330 1,536 1.780 1.863
Non-Electric Sector, TW .
0il and Gas 2.381 2,337 2,232 2.132 2,099
Coal 0.346 0.346 0,346 0.346 0.346
Solar 0.011 0.011 0.011 0.011 0.011
INPUTS 2,738 2,694 2.589 2,489 2,456
TOTAL INPUTS 4,011 4,024 4,125 4,269 4.319
Hydrogen Produced 0. 0. 0.009 0.012 0.013
15 ¢
1 Total oil at 53.1 x 10 tu
2 " v v 50,8 x 1015 "
3 " ” " 1‘7.1x 1015 "
l‘ " " [1] M.lx 1015 ”
5 w431 x 1015w
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TABLE II
YEAR 19835 CASE
1 2 3 4 5
30.719 35.047 49,212 65,561 71.118
1.250 0.767 0,701 0.993 1.093
9,009 10.665 15,472  20.870 22,704
14,463 17,256  25.116 33.877 36.854
4,375 5.684 9.042 12,692 13,933
0.391 0.305 0.320 9,408 0.439%
16,727 16,727 16,727 16,727 16.727
38,091 39.748 45,917 53,217 55.698
111.577 109.539 104.683 101.155 100,046
79.747 79.721 79,689 79.685 79.685
30.588 30.384 29.820  29.522 29,441
15.426 14.694 12.952 12.A67 12,697
19.658 19.554 19.307 19.232 19,216
18.397 18.372 18,263 18,153 18,117
0.000 0.000 0,000 0,000 0,000
82,056 80.737 77,595 74,595 73,595
142.297 144,585 153,895 166,717 171,164
80.998 80.488 80.390 BO,679 80.778
39.598 41,050 45,291 50.392 52.145
29,889 31,950 38.068 46,574 49.551
24,033 25,238 28.349 31,924 33.149
18.788 18,678 18.583 18,561 18.556
16.727 16,727 16,727 16,727 16.727
120,148 120,485 123,512 127.813  129.2%%



Table I1, Year 1985

Page -2-

ENVIRONMENTAL EFFECTS
LAND USE, 103 SQ MI
STRIP MINING

COAL FIRED ELEC.

OIL FIRED ELEC.

GAS FIRED ELEC.
NUCLEAR

ELEC. TRANSMISSION

ELEC. SECTOR INPUTS, 10

NON-ELEC. INPUTS, 1015
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1 2 3 4 [
0,194 0,222 0.293 0.369 0.395
0.283 0.375 0.609 0.863 0.949
0.041 0,041 0.041 0.041 0.041
0.018 0.018 0.018 0.018 0,018
0.112 0.112 0.112 0.112 0.112
13,385 13,977 15.763 18.119 18.920

38,191 39.848 46.017 53.317 55.798

81.956 80.637 77.495 74.495 73.495
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TABLE 11X

COST AND RESOURCE CONSUMPTION, YEAR 2000

CASE

1 2 3 4 5
Cost, $109 270.197 277.731 294.772 329,240  329.240
Electric Sector, W
Coal 0.652 0.652 0.652 0.652 0.652
0il and Gas 0. 0. 0. 0. 0.
1WR 1.699 1.931 2.401 3.320 3,320
LMFBR 0. 0. 0. 0. 0.
Hydroelectric 0.199 0.199 0.199 0.199 0.199
Geothermal 0.033 0.033 0.033 0.033 0.033
Total FEnergy Systems 0.003 0. 0. 0. 0.
Gas Turbines 0.054 0.054 0. 0. 0.
INPUTS 2.640 2.869 3.285 4.204 4.204
Non-Electric Sector, TW
0il and Gas 3.306 3.128 2.853 2.519 2.519
Coal 0.396 0.396 0.396 0.3906 0.396
Solar 0.015 0.015 0.015 0.015 0.015
INPUTS 3.717 3.539 3.264 2.930 2.930
TOTAL INPUTS 6.357 6.408 6.549 7.134 7.134
Hydrogen Produced 0. 0. 0,020 0.131 0.131

1 Max. 0il 71,38 Electric Car Implementation 10%

2 61.38, 107
3 51.38. 10%
4 41.38 107

5 41.38 Unlimited
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(Continued...)

TABLE IV
YEAR 2000 CASE
1 2 3 4 S

46.277 46,293  43.668 43,668 43.668

1.752 1.758 0.780 8.780 0.780
14.504 14,907 16,418 14,418 14.418
24.016 24.020  23.400 23,400 23.400

9.766 9.766 9.750 9.750 9.750

0.431 0.432 0.236 0.236 +0:236
56,678 64.426  80.116 110.781 110.781
78.896 85.854  98.293 125.792 125.792
152.405 144.145 131.210 120.598 120.598
55.049 62.717 65.863  49.349 49,349
41,365 41.215 40,225 37.91t 37.911
22,735 19.867 15.226 15.835 15.835
25.101 24.690 24.033 23,940 23,940
17.156 17.895 18.090 16.050 16.050

0.000 0.000 0.000 0.000 0.000
111.298 106.026  98.446 92,860 92.860
198.685 190.438 174.878 164.267 164,267
56.802 64.475 66,643 50,129 50.129
56.269 56.123 54,643  52.329 52.329
46,751 43.887 38.626  39.235 39.235
34.868 34.456 33.783  33.690 33.690
17.587 18.327 18.327 16.286 16.286
56,678 64.426 80.116 110.781 110.781
190.194 191.880 196.739 218.652 218.652
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Table IV, Year 2000

Page -2~

ENVIRONMENTAL EFFECTS 1 2 3 4 5
LAND USE, 103 SQ M1

STRIP MINING 0.329 0.329 0.329 0.329 0.329
COAL FIRED ELEC, 0.679 0.679  0.679 0.679 0.679
OIL FIRED ELEC, 0.000 0.000  0.000 0.000 0.000
GAS FIRED ELEC. 0.000 0.000 0,000 0.000 0.000
NUCLEAR 0.381 0.433 0.539 0.745 0.745
ELEC, TRANSMISSION 27.439 29.737  34.178  43.578 53,578
ELEC. SECTOR INPUTS, 1017 mTU 78.996  85.854 98.293 125.792  215.792
NON-ELEC. INPUTS, 10" BTU 111.198 106.026  98.446  92.860 92.860
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TABLE V

RELATIVE CHANGE IN MARGINAL COST OF DEMAND, 1985

Case

Demand Category

Misc, Electric Base Load

Misc, Electric Intend Load
Process Heat

Ore Reduction
Petrochemicals

Space Heat

Air Conditioning

Water Heat

Air Transport

Truck, Bus

Rail

Automobile

Multiple of Case 1 Marginal Cost

2 3 4 5
1.03 1.04 1.04 1.04
1.04 1.05 1.05 1.05
2,18 3.15 3.15 3.15
1.00 1.00 1.00 1.00
2,42 3.60 4.65 4,65
1.85 2.56 2.56 2.56
0.67 0.68 0.68 0.68
1.85 2.56 3.32 3.32
1.95 2,73 3.57 3.57
1.70 2.28 2,91 2.91
1,04 1.05 1.05 1.05
1.70 2.28 2.91 2.91
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TABLE VI
RELATIVE CHANGE IN MARGINAL COST OF DEMAND

YEAR 2000

Multiple of Case 1 Marginal Cost

2 3 4 5
DEMAND CATEGORY
Misc. Elec. Baase Load 1.04 1.04 1.04 1.04
Misc. Elec. Int. Load 1.06 1.06 1.05 1.05
Process Heat 2.33 2.33 3.05 3.05
Ore Reduction 3.89 3.89 5.45 5.45
Petrochemicala 2.64 3.57 4,63 4.63
Space Heat 1.71 1.94 1.94 1.94
Alr Conditioning 0.70 0.62 0,61 0.61
Water Heat 1.94 2.59 3.22 3.22
Alr Transport 2.05 2.77 3.48 3,48
Truck, Bus 1.76 2.29 2.80 2.80
Rail 1,06 1.06 1,05 1.05

Automobile 1.76 2.29 2.8 2.80
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Discussion

Mr. Janin (France) first commented that figure 2 shows
that the substitution efficiency between electricity and other
energy forms must be far away from one. But if one takes into
account ‘e.g the increasing o0il price on the one hanc and the
more efficient electrical systems-~for example space heating
systems--on the other hand, this gives rise to doubt. He also
stressed that in the case of process heat, the substitution
efficiency should be very close to one because in the industrial
process heat sector, one is going to change from steam or boil-
ing water to other new technologies, for example, osmosis.
Finally, he asked what kind of costs are considered in the model.

Mr. Hoffman first replied to the comment and remarked that
they have a good basis to calculate or estimate the efficiency
of substitutions, He agreed in the case of space heating, but
he disagreed in the case of process heating. He noted that
they are thinking more in terms of increased utilization and
induction heating technigues rather than in convective and con-
ductive process heating, and there are efficiency increases to
be gained in those industries which can make effective use of
induction heating. Since the industrial process heat sector
is a very large one, they would like to try to distinguish in in-
dustrial process heat between direct heat requirements as a func-
tion of temperature, and the lower process heat requirements which
can be satisfied conveniently by power plants using back pressure
turbines; and to introduce this in the model as a first cut.
Then they would like to look further at the amount of heat that
could be switched over to induction heating which can be done
very efficiently via electricity. But they do not know other
processes which are considerably more efficient. Then, with
regard to the question about the cost, he remarked that the
cost coefficients in the objective function include the fuel
cost, the operative cost and an amortized capital cost--the
capital cost is amortized in a fixed charge rate of something
like 15%. The cost coefficient does not include the cost of
the utilizing device but they are still developing cost data
on utilizing devices and they will use them in the future.

Another participant then had a question on tables 1 and 3.
He asked if the hydrogen technology will be ready in 1985 be-
cause it seemed to him from table 1 and 3 that the gas turbine
is substituted just at the time the hydrogen comes in. Mr.
Hoffman replied that it was not the complete replacement of
gas turbines by fuel cells; there were 2 or 3 technologies
that were replacing the gas turbine. He did not know about
the fuel cell but he noted that there are some experts and they
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are confident that the fuel cell will be successful in 1978-
1979.

Mr. Styrikovich (USSR) asked if the fuel cell will also
be cheap enough for big loads to come into the market. Mr.
Hoffman said yes and remarked that they are using an optimistic
estimate and that comes out for fuel cell components some-
thing like $150/kW.

Mr. Krymm (IAEA)asked on what basis the demand projection
for the different sectors is done. Mr. Hoffman replied that
this is done in the residential area on the basis of the pro-
jected number of households. They project the number of
house-holds expected to the year 2000 and, given a level,
they make some decision that will then be some mix of multi-
family and single-family dwellings. For this study they assum-
ed there would be the same mixture that they have in the USA
now. Projection on increased use of insulation in these homes
in response to conservation requirements--there are standards
now being written--are all in the energy requirements for space
heating, and it is really defined as the amount of heat (number
of Btu's) leaking through the walls of the house. The model
calculates that using the utilization efficiency. 1In trans-
portation projections they were fortunate enough to have the
help of the Department of Transportation in the USA which gave
them projections of automobile and aircraft. In respect of
projections for the purpose of technology assessment, they
wished to use a conservative projection. So they wanted to
plan for what they thought would be close toc the maximum level
of demand growth. This is a very special type of projection:
it is not a forecast or prediction, it is a projection devel-
oped for new technologies. They felt that this is the appro-
priate type of planning projection to use for R & D assessment
to new technologies because, if it turns out that the main
levels do not reach the maximum demand level, then one does
not need the technologies to the extent required. This seems
to be suitable because benefit ratio and technology will not
be as great as they initially calculated, but for the purpose
of assessing the technologies it seemed to them to be an im-
provement.
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A Concept for Evaluation of Timing of

Transition into a Non-Fossil Energy Economy

Mitsuo Takel

I have been assianed the topic of timing ~f transition
into a non-fossil enerqgy economy, but I have had o experience
with a comprehensive systems study of such a topi-, and I hope
that you will kindly bear with me if I fall short of a complete
treatment of this mat*er.

At the Institute we are conducting, although within a
limited range, two svstems studies which have bearing on this
theme. One is beino presented under the title "A Model for
Evaluation of the Growth of Nuclear Powzr in Future Power
Systems,"lan evaluation of timing substitution or transition
from conventional thermal power to nuclear power among the
various sources in *he future power csystem.

This model calculates the optimum distribution of thermal
power f(three types) and nuclear power (LWR, ATP, =nd FBR) to
minimize system costs, with the annual marginal .ncrease ca-
pacity taken as a premise following the annual load duration
curve. In other words, in this model the substitution or
transition between thermal power and nuclear power 1is realized
through competition in respective generation costs. Further,
data on the relative cnsts of each power source are given by
the trend of construction costs and operation costs over a
long-term period.

The second systems study is a model that forecasts long-
term energy demand levels through consideration of the type
of limitations which will be placed on the growth of the
Japanese economy by the conditions of future energy supply.

This model is divided into three sub-systems: i) the
economic sector; ii) the energy sector; and iii) the environ-
mental sector. The relationships among the sectors are com-
puted by means of the system dynamics method.

In the first sub-system, the annual rate of increase in
private capital investment is given (as an exogenous variable),
and the components of the GNP are derived by econometric
methods. Next, using the distribution r-- *able given by
the Input/Output table, distributicn is simuiated for final
demand by each industrial sector. Then, using “he inverse

lA Model for Evaluation of the Growth of Nuclear Power in
Future Power Systems.

2A Model for Assessing Long-Term Energy Demand.
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matrix, levels of energy consumption are further derived from
the value of production for each industrial sector. It can

be said that, since the GNP distribution rate and the energy
input coefficient of each industrial sector are variable, this
model can be fully applied to the causes of future change in
the Japanese economy.

In the second sub-system, the data on total energy demand
derived in the first sub-model are distributed between petro-
leum and substitute fuels, and petroleum consumption is lim-
ited in accordance with the available amount of future supply
conditions.

In the third sub-system, sulfur exhaust from the above
volume of petroleum consumption is calculated to determine
the amount of investment in desulfurization equipment necessary
to make this sulfur exhaust correspond to environmental stan-
dards.

In this model, changes in the composition of future energy
demand are sought based on changes in the macroscopic frame-
work of the economy and in the industrial structure of Japan.
But, on the other hand, this model does not carry out any
particularly detailed study of the composition of energy supplv
other than setting, as an upper limit, the amount of oil supgly
which may be available to Japan as derived in another model.

Regarding conversion of primary energy supply, we are al-
ready experiencing two historical realities. One is the typ-
ical conversion from coal to o0il which has been taking place
since the second half of the 1950's. During the worldwide
surplus in petroleum supply, the domestic demand for ccal (ex-
cluding coking coal) was reduced and later, the addition of
restrictions by environmental standards resulted in a constric-
tion of domestic production. The proportion of domestic coal
(including coking coal) in the supply of primary energy fell
from 45% in 1955 to 34% in 1960 and to 19% in 1965. We can
interpret this type of conversion as a process of displacement
of coal through market competition from petroleum, which is
advantageous in terms both of price and utilization.

The other historical reality is the large-scale introduc-
tion of nuclear power sources which began during the early 1960's
in America. The powerful American nuclear power industry built
up the new market by the accumulation of technological develop-
ment during the decade of the 1950's, and Just at that time it
took advantage of the continuing high level of demand for power
plants. There is a large variety of fuels in America, as well
as wide regional variation in fuel costs, and this undeniably
was of benefit to the market strategy of the nuclear power in-
dustry. This American experience has extended to the industrial
countries of Europe and to Japan, where there is now a secondary

3A Model for the Simulation of the Future 0il Flow.
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energy conversion under way. At the same time, this secondary
conversion can be seen as a change in the conditions of energy
supply from resources to technology, pointing out the long-term
future trend.

The energy transition with which we are dealing here,
however, holds broader problems and longer-range factors than
the above two cases, and many points involved in the transition
period should rather be understood as relating to the concepts
of long-term energy strategy.

Beginning with the opening of the 1970's, the changes in
the structure of world oil supply. which accelerated in partic-
ular following 1973, were a prime factor leading to the present
situation, now called the oil crisis. For example, in Japan's
case, the energy supply available through domestic sources in
the year 2000 will not exceed 40% of the energy demand as extra-
polated from present conditions, and should petroleum supplies
be limited to available supplies during 1980-85, it is fore-
cast that approximately 30% of the eneray demanc will not be
met.

On the other hand, the level of long-term energy demand
will be regulated by the nature of future economic and social
development, and the composition of energy demand will be de-
termined in response to changes in the forms predicted for final
consumption. For Japan, the industrial sec*or accounts for
50% of all energy consumption. As such, i* has become possible
for controls on energy consumption to change the structure of
industry, reorganizing the high energy consuming industry.

At the same time, however, there still remain factors leading
to major increases in per capita consumption in household sec-
tor, which now stands at one-fifth of the American level and

at half the level of the countries of Europe, and there is also
much room for improvement in the form of that consumption.

Considering such forecasts, we can see that the gap in
long-term energy demand and supply should not be thought of as
a mere shortage of supply to meet the demand; in many ways it
should be interpreted as a lack of adequate means to deal with
qualitative requirements of energy consumption. Optimal choice
of energy consumption, and rationalization of energy transporta-
tion, improvement of environmental conditions, and ~ther factors
deriving from the form taken by final consarition are unigno-
rable factors pushing forward the transitic- from fossil energy
to non-fossil energy.

When looked at in this way, the study of what measures
can be adopted to close the forecasted gap in energy demand
and supply can be considered as the formulation of long-term
energy strategy. For a high energy consuming country such as
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Japan, that energy strategy can be understood as a process of
policy selection for the integration of the energy supply, the
environment, and the national economy, at the same time fitting
the strateqgy of the goals of stabilization and optimization

of the world energy supply. The expansion of the supply of
non-fossil energy resources is a preferred option for industrial
countries to achieving simultaneously optimum distribution of
the world's energy resources and establishment of domestic
self-sufficiency.

We can see in Figure 1 that a concept can be formulated
for the estimation of the gap between energy supply/demand,
and within the area of this concept we shall be able to make
a calculation model.

For this discussion, the level of energy demand and com-
position of supply in 2000 in Japan can be forecasted as shown in
Figure 2, and the three types of potential gaps are estimated
in terms of amount. These gaps convert to actual gaps, which
are indicated in terms of energy supply.

As mentioned above, the choice of measures to close this
gap is mainly subject to political decision. These measures
include both economical and technological methods. 1In the
area of economical method, we can control the level of energy
demand by the exercising of economic policy. In the area of
technological method, we can present alternative energy sources
from nuclear power, reutilization of fossil resources and re-
newable energy to fusion. Of these, only nuclear power is dealt
within systems studies, and it is called reactor strategy.

Technological choices to satisfy the energy gap are affected
by many techno-economic factors. These factors can include:

Lead-time for development and supply

R & D investment

Probability of supply

Agsessment of environmental effect both in production
and final use

Cost, production and transportation
Form of supply
Limiting factor set by each energy

Minimizing environmental effect in whole energy supply/
consumption system.
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APPENDIX 2

1. Composition of Energy Demand ( % )

Sector 1970 2000

Mining, Industry 56 thh
Transport 13 17
Agriculture 2 1
Household 18 28
Non-Energy 11 10
Total 100 100

2. Capacity of Power Generating ( 1970~ 2000)

1970 1980 2000
Total demand 9 320 (%) 737 (%) 1,874 (%)
of power (107kxwnh)
power-
generation ( _ ) 358 ( 100) 810 ( 100) 2,061 { 100)
Nuclear
power ¢ ") 5 ( 1) 210 ( 26) 1,200~1,300 (58-63)
Hydro-power ( " ) 78 ( 22) 104 ( 13) 190 (9)
Thermal-
power «C ") 275 ( 77) Los ( 61) 671~571 (33~28)
Capacity of
power generation 68 (100) 150 ( 100) 361 ~365 (100)
Nuclear- 6
power (10%kw) 1( 2) 32 ( 21) 180 ~200 (50~55)
Hydro-power( " ) 20 ( 29) 37 ( 25) 71 ( 20)
Thermal-
power (" ) b7 ( 69) 81 ( 54) 110 94 (30~26)
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Discussion

Mr. Hdfele (IIASA) asked whether they consider the growth
of demand and whether they use a limitation for the future de-
mand or a continuously increasing demand. Mr. Takei replied that
they have another model to calculate the development of the
structure of the economy and the industry, and that they use
this model to determine the future demand.

Mr. Janin (France) then commented that they have very
similar problems and also similar solutions. They use nuclear
power to a great extent; thus they are planning to have 75% of
electricity by nuclear power plants in 1985 and it should be in
the same order of magnitude in the year 2000. Furthermore,
he asked if a real constraint exists which levels down the
nuclear power to 60% of the electricity demand as shown in
appendix 2. Mr. Takeli replied that they have different prob-
lems in the promotion of nuclear power which have not been
solved and that is why he does not think they would have more
than 60%.

Mr. Manne (IIASA) asked about the small scale residential
and commercial use of solar energy and how far away this tech-
nology is from implementation with "Project Sunshine". Mr.
Takei wanted Mr. Mori (Japan) to answer. IMr. Mori replied
that they plan to have solar power generation on a large scale
at the end of this century, and on a small scale, which means
house heating and cooling, in 7-8 years. But this is very much
the beginning, and also "Project Sunshine" is just at the be-
ginning~--this actually began through the ideas of some people
from the universities.
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Progress Report on a Review of Energy Models Developed

in vVarious Countries

J.-P. Charpentier

The paper "Progress Report on a Review of Energy Models
Developed in Various Countries" is not reproduced here, but
is available as a separate document from the International
Institute for Applied Systems Analysis. Tts publication
listing is: "A Review of Energy Models: No. 1- May 1974,"
RR-74-10, July 1974.



~158~-

Discussion

One participant made the comment that he is extremely
worried about most of the energy models. They give the
impression of representing reality which can be treated by
rational methods. The crucial point especially is that the
decisior makers get the wrong impression, while the model
makers are more aware of the problems. The model makers
appear to represent a nearly closed system, but the only
system which can be assumed to be closed is the atmosphere,
and within that are the ecosphere, the sociosphere, etc. The
only variable that actually considers the linkage between
the energyv system and the sociosphere is the demand variable,
and this .s very often pushed up by advertising, the artifi-
cially shortened life time of products, low quality., etc.
Therefore. he suggested treating the demand variable as ar ~x-
ogeneous variable that is independent cf the supply.

Then, another delegate asked whether it would be possible
to include the availability of the mcZels in that paver.
Mr. Hafele agreed, and revlied that the availability was one
of the problems in deciding which model should or should not
be included in that paper. Therefore, “hey decided on a more
vragmatic basis to include only those mede’s which are re-~
ported 1rn the unclassified literature :1r somewhat greater
detail. They did not draw the distinc*ion line between com-
pletely available and unavailable becauce they felt that it
would not be fully relevant if only the entirely available
models are included. Thus, it seems now that one has to con-
tact the author or the ministry. etc., 1f one wants to get
more details.

Another participant, however, wanted to carry the point
a little further. He remarked that ultimately some models
that are of interest do not exist even in the form of detailiad
reports but only in the form of computer programs. In this
case it would be of great interest, particularly in comparing
models for their compatibil® .y of assumptions and output, if
some efforts were made by groups such as TIIASA--even on a
small scale--to make these computer programs on a comparable
basis available for use in various institutions. Mr.Hafele
replied that he thought he knew what this participant was
referring to, because they are both in the reactor field and
there are now sophisticated data banks for nuclear data and
reactor codes. But he did not think that now is the right
time to make a similar effort in the modelling field, that it
could be done in 5 years perhaps. Then he noted that on the
other hand, if he looks at the amount of effort that has to
go into it to make it operational, he must say that ITIASA is
not staffed for that obligation; and he asked Mr. Raiffa for
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his opinion on that point. Mr. Raiffa commented that a series
of symposia has been started on problems of global modelling.
A few weeks ago the first of these took place at IIASA, with
Profs. Pestel and Mesarovic discussing their global model; this
will be followed by other global modelling efforts, and in all
cases they would ask for the computer programs to be brought
to IIASA and to be worked over. These programs thus become
available to those who want to play with the models. This may
involve 5 to 6, or at the outside 10, such modelling efforts.
If in the area of energy modelling IIASA took on all computer
programs, it might be swamped. Mr. Raiffa thought it desirable
to take a few of the more common ones and try to bring the
software to IIASA.
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New Ways and New Possibilities of Modelling the Electric
Power System Development

Imrich Lencgz

A mathematical model became & means of solving the problems
of the development of lorge and complex technical and economicnl
asystemg, In the Power Research Institute c¢f Czechoslovekia the
so-called Multimodel has been prepared for solving the problems
of the electric power system development. The Multimodel 1s an
effective and a complex mcdcl system based on using an sutomated
data base @nd controlled by instructiors of a specisl problem-
orientated communication language. It s'ibstentielly increases
the effectiveness of model studies in the field of anelysis and
synthesis of the development of presanl-day electric power systems.

The Multimodel results from the application of ideas and
approaches of the applled systems analvsis.

l. A modelled syatem

The structure of the modelled ayatem, l.e. of the electric
power system and 1is environment, 1ls cobjectively described in
Fig.1l.

It is composed of subsystens of saveral types of power plants
(conventional and special thermal power plants, nuclear power
plants, storage hydroe plants and pumped hydro plants), of the
subsystem of electricity trensmission,as well as of that of
electricity consumption.

It has important relationships to some environmental sub-
systems (the subsystem of fuel supply, the subsystem of the complex
use of water resources, subsystems of centralized heat supply)
and to the electric power systems of other countries,

2, Technical realigstion of the system mgdel ~ the Multimedel of
the électric power system

An effective means of modelling the system under consideration
is the system of models called the Multimodel of the electric power
system. The princlple of 1ts technical realization is to be seen
in Fig.2. ’

The Multimodel is based on using an automated data base in.
which ell the fundemental technicsl and economicel information is
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concentrated, describing the initial stage and the conditlons of
the modelled system development, including the prognosis of the
development of subsystems of its environment. A1l the deta stored
in the base are divided into effectively chosen data files.

The modelled system is described in the Multimodel by several
models basing on a common set of initial premises which regerd the
same system (eventually its subsystems) from several different
but mutually completing polnts of view. The model system as a
whole is an isomorphic descriptlon of the modelled system. The
common mathemstical and logical formulation of the systemmodels is
stored in the externsl memory of the computer ss a number of spe-
cislized algorithms,

The models of the Multimodel produce new information which
is stored in the form of data flles in the results base of the
Multimodel.

The solving of partial or complex problems of the develop-
ment of the electric power system 1s based on model experimonta-
tions.

A necessary communilcation is secured between the models of
the Multimodel and between the model system and the environment
(the modeller). For the menagement of this communication s special
high=level problem-orientated languasge called EMS (Energy System
Modelling) has been elaborated., Its instructions are of three
types:

= input instructions enasble the chosen data files required
for the operation of a particular model to be teken from the data
base;

- a set of operational instructions enables a wide scale of
model experiments to be defined in the system using various cal-
culation techniques: (1linear programming, nonlinear programming,
simulation teéhniques including the Monte-Carlo method, ete.); 1t
also enables to choose the range and the required precision of
experiments; the combination of "elementary" functions brought
about by control instructions permits the solution of a wide set



of "global® goals to be retalned in the system;
- output instructions define the form (scope, depth and cha-
racter) of the output information which is characteristic for the

result of the model experiment.

3. Structure of the Multimodel of the electric power system

In Fig.3 is characterized in more detail the structure of
the data base, of the resulis base snd of the proper system of
mathematical models.

In the data base is & detalled description of the numerical
charateristics:

- predictions of the developmen® of 2ll subsystems of the
environment of the modeiled system,

- technical and economical characteristics of all elements
of the subsysiems of the generating basis and of the transmission
networks of the modelled system (including the elements whien could
become a part of the modelled system during the calculation period),

- parametera of the stochastic process of the subsystem of
electriclty consumption in the modelled system,

The basic models of the model system eare the following:

(1) a linearized model of the electric power system as . n whole
to be used for the optimization of i1ts structure with respect to
the assumed development of the environment and to the development
of the technleal end eccnomical paremeters of the prospective power
system elements;

{11) 2 model of the development of the power system fenerating
basis which permits generating the time development of particular
electric power system structures and introducing any corrections
into the lstier ("tc build" new power plants or to shut them down
in the model), defining the reliability of the electric power
system when satisfying the demends of electricity consumers (by
different asnalyticel methods or simulation methods), fixing the
demands on maintenance and generating sample schedules for the
overhauls of genereating units;

(11i) & model of the prospective regimes of the electric power
system which permits ianvestigating the most probable (technically)



-163-

snd economically optimum) prospective regimes of the subsystems
and the elements of the systems which are "built up" in the mocdel
in eny times sedion of the calculation period);

" (iv) a model of the development of transmission networks
which completes the chosen "model strategy" of the generating basis
development with an adequate tronsmission network;

(v) a model of economic phenomena permitting investigation of
the time development of individual types of costs of the develnp-
ment of the electric power oystem end of its subsystems in (Cuture
and in present values, to evaluate the economical effectiveness
of the variant under stddy,etc.

41,Informétion produced by the model system

In Figs.4,5,6,7 is graphically represented the most important
information being produced by sowe models of the system.

Fig.4 illustrates the results obtained by the linear model.
It demonstrates the position of individual types of power plants
in the annuel generation duration curve resulting from the process
of the optimum choice of the electric power system structure for
the given year of the optimization period. Fig.5 has been derived
from the snalysis of several interacting solutions and presentas
a view on the development of optimum proportions of individual
types of power plants (including their unit power outputs) within
the period of 20 years. The development is setisfactory from the
point of view of the development of the environment, mainly of
primary energy sources, and from the point of view of economy it
is near the optimum state,

In Fig.6 are graphically represented the most inportant re-
sults of the analysis of the rellabillity index of the electric
power system whose structure develops in the above mentioned way
depending on the magnitude of power reserves in the system.

Prospective regimes of*the investigated electric power system
structure on the chosen day of the development period and for the
chosen magnitude of power reserves are documentated in Fig.7.
There can be seen a probable role of individual types of power

plents in govering a particular daily load curve of the winter
working day.
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5. Lxperimentation with the Multimodel

A corvespending data base being at hand, the experiments
with the Multimedel are reduced to lieting the ilnstruetions ol the
ESM language and of their peramaters. A procedure example is given

in Fig.8.
6, Conclusion

The Multimodel 1s = highly effectlive model system providing
wide possibilites of experimenting with the model system. The
utilizaotior of the data base (its content is being prepared by
a specialised tean! relieves the modeller of data
preparation and extraordinerily increasez the reliabllity of the
calculation process.

The Multimodel represents an important step in the divi-
sion of labour between the computer and man; the algorithms of
the model take full care of elaborating the calculation shape
of the model.

The ntilizetion of the communicatlion language and of the
date base, as well as securing the internsl communication in the
medel, ensure a continuous man-computer-man interaction.

The Muliimodel is capable of being further developed, e.g.
in applying it in the field of the historical dats treatment, in
preparing the prognosis of the development of environmental sub-
gystems and of the subsystem of electricity consumption, in the
modelling of the complex energy supply and of lnrge-scale inter-
connectiong of the electiric power systems of many countries, as well.

-as in modelling the influence of power plants on the environment.
Some work in this direction has already been started.
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Fig.8

Instructilon

PREPARE

THE M 0000175
HYD M 0000175
LOA M 0000175
GEN M 0000275

VAR P
ENDPR

DEVELOP
1975 19580
1.1 60 8 3 6

BALANCE
1980

L IST

OVER

1980 1l.1' 1.3 2

SECSIB
1980 4 13 26 39 51

OUTPUT

OUTOVE P
ENDOUT

WAIT

Funetion

Instruction "PREPAKE" introduces a
group of input commands.

Data files symbolically marked THE,
HYD nnd coded by a numerical code
are taken from the dats base.

The letter P following the syubo-
lical name of the file indicates
the information Lo be taken from
the punched tape.

Operational instruction activates
the algorithm which generates the

4 development of the generating

basis in the peried 1975-1930
according to the given parsmeters-

Output 1nstruction making the 1line
printer print a detailed power
balance for 1980.

On the line printer appesars a list
of power plants indicatinez the
terms of their building generated
by the. instruction "DEVELOP"

A schedule of power plant overhauls
will be generated for 1950,

By means of the Monte-Carlo method
the reliabllity index of the elect-
ric power system during the chosen
weeks will be investigated.

Instruction "QUTPUT" introduces o
group of output commands.

On the tape puncher appear the datas
of the generating unit overhaul sche-
dule.

The computer walts for further in-
stryetions.
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Discussion

Mr. Manne (IIASA) had a gquestion about the present value
criterion. He asked what discount rate they used numerically.
Mr. Lencz replied that they used a discount rate of 10%. One
delegate then asked if this model had been used in any decision
making process. Mr. Lencz said that the model is used as a
basis for the decision making in the Ministry of Energy and
Fuel.

Another delegate asked whether the model could become
fully available to IIASA. Mr. Lencz answered in the affirma-
tive.

Another participant inquired whether they have compared
their model with any other existing models. Mr. Lencz replied
that they have some experience with linear programming models
and also with simulations models. Finally, he stressed that
the combination of these two modelling techniques as they use
it now comes up to be saving computing time and also represent-
ing reality more precisely in the planning horizon.

Mr. Modemann (FRG) asked if the subprograms shown in fig-
ure 1 --and there are many - —are all interacting at the same
time. Mr. Drahny replied that at the moment they are trying
to improve the different submodels to get a compatible system.
Up to now most of these models have been used separately.

Mr. Hifele asked what input data they used numerically for
the nuclear fuel cycle, which means what reprocessing cost they
used etc. Mr. Drahny said that they use the data which are
available in the CSSR for the LwR; four of them are under con-
struction now. The data concerning the future plants--each
with 1000 MW/block--are in accordance with prognostic stud-
ies that have already been done.
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U.S. ENERGY POLICY AND ECONOMIC GROWTH, 1975-20G0

Edward A. Hudson and Dale W. Jorgenson

1. Introduction

The dramatic increase in world petroleum prices associated with
the Arab oil embargo of October 19732 has highlighted the need for a new
approach to the quantitative analysis of economic policy. Econometric
models in the Tinbergen-Klein mold have proved to be very useful in
studying the impact of economic policy on aggregate rlemand.l At the
same time these models do not provide an adequate basis for assessing
the impact of econominc policy on supply. Input-output analysis in the
form originated by Leontief is useful for a very detailed analysis of supply,
predicated on a fixed technology at any point of time.2 Input-output
analysis does not provide a means of assessing the impact of changes in
technology induced by price variations associated with changes in economic
policy.

The purpose of this paper is to present a new approach to the juan-
titative analysis of U.S. energy policy.3 This approach is based on an
integration of econometric mcdeling and input-output analysis ard
incorporates an entirely new methodology for assessing the impact of
economic policy on supply. We combine the determinants of energy demand
and supply within the same framework and relate patterns of U.S. economic
growth to both demand and supply. Our approach can be used to project U.S.

economic growth and energy utilization for any proposed U. S.
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energy policy. It can be employed to study the impact of specific
policy changes on energy demand and supply, energy price and cost, energy
imports and exports, and on U.S. economic growth.

The first component of our framework for energy policy analysis
is a macro-econometric growth model. The complete model ccnsists of
endogenous business and household sectors and exogenous foreign and
government sectors. The chief novelty of our growth model is the inte-
gration of demand and supply conditions for consumption, investment,
and labor, The model is made dynamic by links between investment and
changes in capital stock and between capital service prices and changes in
investment goods prices. The model determines the compcnents of
gross national income and product in real terms and also determines
thelr relative prices.

Our approach to the analysis of macro-economic activity can be
contrasted with the analysis that underlies macro-econometric mcdels used
for short-term forecasting. Short-term forecasting is based on the
projection of demand by foreign and government sectors and the determina-
tion of the responses of households and businesses in the form of demands
for consumption and investment goods. The underlying economic theory
is essentially the Keynesian multiplier, made dynamic by introducing
lags in the responses of households and businesses to changes in income.
In short-term macro-econometric models the supply side is frequently
absent or present in only rudimentary form.h Qur approech integrates the
determinants of demand employed in conventional macro-econometric models
with the determinants of supply.

The second component of our framework for energy policy analysis
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is an econometric model of inter-industry transactions for nine

domestic industries, We have sub-divided the business sector of the U.S.
economy inte nine industrial groups in order to provide for the detailed
enalysis of the impact of U.S. energy policy on the sectors most directly
affected by policy changes. The nine sectors included in the model are:

1. Agriculture, non-fuel mining, and construction,

2. Janufacturing, ercluding petroleum products.

3. Transportation.

L4, Communications, trade, and services.

5. Coal mining.

6. Crude petroleum znd natural gas.

7. Petro;eum refining and related industries.

8. Electric utilities.

9. GCGas utilities.

Our inter-industry model includes a model of demnand for inputs and supply
of output-for each of the nine industrial sectors. The model is closed
by bolsance equations between demand and supply for the products of each
of the nine sectors.

The principal innovation of our inter-industry model is that the
input-output coefficients are treated as endogenous variables rather than
exogenously given parameters. Our model for producer behavior determines
the input-output coefficients Tor each of the nine sectors listed above
as functions of the prices of products of all sectors, the prices of labor
and capitel services, and the prices of competing imports, We determine
the prices of all nine products and the matrix of input-output

coefficients simultaneously. In conventional input-output analysis
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the technology of each sector is teken as fixed at any point of time.
Prices are determined as functions of the input-output coefficients,
but~the input-output coefficients themselves are treated as exogenous}y
given parameters. Our approach integrates conventional input-output
analysis with a determination of the structure of technology through
models of supply for each industrial sector.

Given a framework that incorporates the determinunts of demand
and supply for energy in the U.S. economy, our first objective is to
provide a reference vpoint for the analysis of energy policy by estab-
lishing detailed projections of demand and supply, price and cost, and
imports and exports for each of the nine industrial sectors included
in our model. For this purpose we project the level of activity in each
industrial sector and relative prices for the products of all sectors
for the years 1975-2000. Our proJjections include the level of macro-
economic activity in the U.S. economy and the matrix of input-cutput
coefficients for each year., ProjJections for the five industrial sectors
that form the energy sector of the U.S. economy provide the basis for
translating our detailed projections into the energy balance framework
that has become conventional in the analysis of patterns of energy
utiliza.tion.5

Our inter-~industry approach imposes the same consistency require-
ments as the energy balance approach, namely, that demand is equal to
supply in ohysicel terms for each type of energy. In addition, our
approach requires that demand and supply are consistent with the same
structure of’energy prices. This additional consistency requirement is

absent from energy balance projections and requires the integration of
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energy balance projections with projections of energy prices. Our

inter-industry model provides a mesns of combining these projections

within a framework that also includes prices and inter-ipdustry transactions
for the sectors that consume but do not produce energy.
fo illustrate the application of our model to the analysis of
U.S. energy policy we have analyzed the effects of tax policies to
stimulate energy conservation on the future pattern of energy utiliza-
tion. Our methodology for policy enalysis begins with a set of projec=-
tions that essume no major new departures in energy policy. We then
prepare an alternative set of projections incorjorating the proposed
change in policy. In analyzing the impact of %“ax policy we have incor-
porated the effect of energy taxes on demand and s5upply for energy.
We find that price increases provide the economie incentive for the
adoption of energy conservation measures that will result in considerable
savings of energy. Tax policies or other measurcs to increase the price
of energy could result in U.S. independence from energy imports by 1985,
We present our macro-econometric growth model in Section 2 of
the paper. We then outline our model for inter-industry transactions
in Section 3. In Section L we present econometric models of producer
behavior for each of the nine sectors included in our inter-industry
model. In Section S5 we present projections of economic activity and
energy utilization for the period 1975-2000. In Section 6 we discuss a
tux program for stimulating encrgy conservation and elirinating »elionce

of the U,S. economy on energy imports,
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2. Growth Model

2.1, Introduction

- The first component of our framework for energy policy analysis is a
model of long-term U.S. economic growth. Our approach to the explanation
of economic growth is closely related to the neo-classical theory of
economic growth.6 The building blocks ;f our model are sub-models of
househola and production sectors and sub-models of foreign and govern-
ment sectors., The behavior of the household and production sectors is
endogenous to the model, while the behavior of foreign and government
sectors is exogenous.

Economic growth results from the link between current capital
formation and future productive capacity. In our model this link is
provided by a macro-econometric production function, relating the output
of consumption and investment goods to the input of capital and labor
services. Preferences between present and future consumpticn, which
determine the allocation of income between saving and consumption,
complete our model of economic growth.

Our macro-econometric growth model of the U.S. economy provides
for the simultaneous determination of the values of products and factors
of production in both current and constant prices. The model links demand
for capital formation by savers to the supply of investment goods by
producers. Similarly, the model links demand for consumption goods and
supply of labor services by househelds to supply of counsumntion goods
and demand for labor by producers. Finally, given the supply of capital
stock, the demand for capital services determines the overall rate of

return to capital.



-180-

The theory of U.S. economic growth that underlies cur macro-
econometric growth model is a theory of the behavior of the private
sector of the U.S. economy. The behavior of the foreign and government
sectors is taken to be exogenous. Demographic trends -- the growth
of population, labor force, and unemployment -- are also exogenous to
the model. The main determinant of growth in productivity is capital
formation. Growth in productivity over and above growth due to capital
formation is exogenous to the model. We have projected demographic
trends and trends in productivity growth on the basis of past-war
experience in the United States.

2.2, Variables

Our econometric growth model is swmmarized in the following series
of tables. In Table 1 we present our notaticn for the variables that
appear in the medei. The first group of variavles convert aggregares
from one basls of classification to another. For example, the index of
total factor productivity A converts input to output. The index of AW
converts investment weights for capital formation to the weights appro-
priate for the measurement of wealth. All of the aggregation variables
are tzlten to be exogenous.

The second group of variables appearing in Table 1 comprises the
quantities of products and factors of prcduction, broken down by sector
of origin and destination. Variables beginning with C are quantities
of concumption goods. Similarly, wvarisbles beginning with T are
quantities of investment goods. Variables beginning with L are quantities
of labor serviées, wvhile variables heginning with K are quantities of

capltal services. The third group of variasbles includes prices
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Table 1. Macro-econometric growth model: notation.

1. Aggregation variables.

A

ACI

Al

AW

Total factor prdductivity (input to output).

Investment to change in business inventories, consumption goods.
Investment to capital stock.

Investment to capital stock, lagged,

Capital stock, lagged to capital service,

Implicit deflator of consumption goods to implicit deflator
of change in business inventories, consumption goods.

Investment to wealth.

2. Quantities.

c

CE

CcI

Cs

IG

IR

Personal consumption expenditures, including services of
consumers' durables.

Supply of consumption goods by government enterprises.
Government purchases of consumption goods.
Change in business inventories of consumption goods.

Net exports of consumption goods, less income originating,
rest of the world.

Supply of consumption goods by private enterprises.

Net claims on government.
Net claims on rest of the world.

Gross private domestic investment, including purchases of
consumers' durables.

Government purchases of investment goods.

Net exports of investment co0ds.

Continued
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Table 1 (continued)

18

L

LD

LGE

LGG

LH

LR

LU

PCE

PCG

PCI

PCR

PG

PR

PI

Supply of investment goods by private enterprises.
Supply of labor services.

Private purchases of labor services.,

Government enterprises purchases of labor services.
General government purchases of labor services.
Time available.

Leisure time.

Net exports of labor services.

Unemployment,

Capital stock.

Capital services.

Tmplicit deflator, personal consumption expenditures, iacluding
services of consumers' durables.

Implicit deflator, supply of consumption goods by government
enterprises.

Implicit deflator, governuent purchases of consumption goods.

Implicit deflator, change in business inventories of consumption
goods.

Implicit deflator, net exports of consumption goods, less income
originating, rest of the world.

Implicit deflator, supply of consumption goods by private
enterprises.

Implicit deflator, net claims on government.
Implicit deflator, net claims on rest of the world.
Implicit deflator, gross private domestic investment, including

purchases of consumers' durables.
Continued
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Table 1 (concluded)

PIG Implicit deflator, government purchases of investment goods.
PIR -Implicit deflator, net exports of investment goods

PIS Implicit deflator, supply of investment goods by ‘private
enterprises.

PL Implicit deflator, supply of labor services.
PLD Implicit deflator, private purchases of labor services.

PLGE Implicit deflator, government enterprises purchases of labor
services.

PLGG Implicit deflator, general government purchases of labor
services.

PLR Implicit deflator, net exports of labor services.

PKD  Implicit deflator, capital services.

4, Financial variables.

D Rate of depreciation, private domestic tangible assets.
M Rate of replacement, private domestic tangible assets.

N Nominal rate of return, private domestic tangiblé agssets.
S Gross private national saving.

W Private national wealth.

S. Tax and transfer variables.
EL Government transfer payments to persons,other than social insurance funds
TC Effective tax rate, consumption goods.
TI Effective tax rate, investment goods.
TK Ef fective tax rate, capital services.,

.

Effective tax rate, labor services.

B

TP Effective tax rate, capital stock.
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corresponding to the quantities of products and factors of production.
Each price begins with P and continues with the corresponding auantity.
For example, the varisble C is personal consumption expenditures and
the variable PC is the price of personal consumption expenditures.

The fourth group of variables are financial variables: rates of
depreciation and replacement, the nominal rate of return, gross private
national saving, and private national wealth. Finally, the fifth group
of variebles are tax and transfer variables. The variable EL represents
government transfer payments to persons other than social insurance
funds, an expenditure category. The variables beginning with T are tax
rates, Each of the products and factors included in the model --
consumption goods, investment goods, capital services, and labor
services -- is associated with an effective tax rate. The variable TP
is the effective tax rate for capital stock.

2.3. Egqueations.

Next we present the equations for our macro-econometrie growth
model. The model includes five behavioral equations, describing the
behavior of household and business sectors.8 The level of household
expenditure on consumer goods and services is determined by the wealth
and resources held by the household sector, including the time resources

held:

PC*C = 0.0034*W(-1) + 0,1LE9*PL*LH + 0,.1LE9*EL

vhere

PC = price of consumer goods and services facing buyers of these
goods (implicit deflator for consumers goods)



w(-1) =

PL =

EL =

The
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quantity of consumer goods and services purchased by the
household sector

value of the wealth {the value of both financial and real
assets) held by the household sector at the beginning of
the year

price of labor services received by the worker (implicit
deflator for labor services)

total time available to the household sector
government transfer payments, other than social inzurance

benefits, to persons

desired amount of work input provided by the household sector

is determined by the total amount of time available, the wage rate, and

the extent of other resources available to the household sector in the

form of wealth and transfer payments,

PL*L = -0,0196%W(-1) - 0.8403%EL + 0.159T*PL¥LH

where

PL =

wi-1) =

EL =

ILH =

The

implicit deflator for labor services
supply of labor services by the household sector
total private wealth at the beginning of the year

government transfers, other than social insurance benefits,
to persons

total time available to the household sector,

demand for labor is determined by the total level of productioen,

the amount of capital services avallable, and the relative prices of

capital and labor services.

PLD*LD = 1.5655%PKD*KD
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where

PLD = price of labor services to the purchasing company
(implicit deflator, private purchases of labor services)

LD = purchases of labor services for production in the private -
sector

PPKD = implicit price deflator for capital services

KD = available supply of capital services.

Output of investment goods is determined by- the price of invest-
ment goods, the prices of capital services and the available supply of
capital services, and the amount of productive capscity being devoted

to the output c¢f consumer goods and services.

PIS*IS = PKD*KD*(1.1717 - 0.5006*1log(CS) + 0.5006%1log(IS))

where

PIS = implicit price deflator for the supply of investment goods
by private enterprices

IS = snpply of investment goods by the private sector.

PKD = implicit price defletor for capital services

KD = available supply of capital services
CS = output of consumption goods and services by the private
sector.

The output of production that takes place in the U.S. private
sector, whether of consumption or of investment goods, is limited by the
total productive capacity which in turn depends on available supplies of

capital and labar services as well as on the level of technology.
1.3938%10g(CS) + 1.171T*log(IS) + 0.2503%(log(Cs) - 1og(Is))2

= log(KD) + 1.5655*1og(LD) + 2.5655%1log(A)
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where

CS = output of consumption goods and services by the private
sector

_IS = output of investment goods by the private sector
KD = available supply of capital services
LD = amount of labor services purchased by the private sector

A = index of the level of technological and organizational
knowledge.

The behavioral equations of our maéro-econometric growth model
have been estimated from historical data for the United States for
the period 1929—1969.9 In addition to the five behavioral eguations
in the model includes accounting identities for capital stock, investment
and capital services, for the value of input and output, for saving and
wealth, and for the value of consumption goods, investment goods, capital
services, and labor srevice. These accounting identities incorporate
the budret constraints for household and business sectors and the flow of
each product and factor of production in current prices.

The model is completed by balance between demand and supply of
products and factors of production in constant prices and by aggregation
equations that determine inventory accumulation of consumption goods.
Although gross private domestic investment is determined in the model,
the allocation of investment between fixed investment and inventory
accumulation 1s not determined in the model. An allocation between
inventory accumuiation in the foim of consumgtlon geods en? other ~omrop-
ents of gross private domestic investment 1s required for the balance
between demand and supply of consumption and investment goods. In Table
2 we present the equations for our macro-econometric growth model in tabu-

~ lar form.
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Table 2. Macro-econometric growth model: equations.

1. Behavioral equations.
Investment supply:

PIS * 1S

D% KD 1.1717 - 0.5006 * (log CS - log 1S).

Labor demand:

PLD * LD
PKD * KD

1.5655.
Production possibility frontier:
0 = -log KD - 1.5655 * log LD + 1.3938 * log CS -~ 2.5655 * log A
+ 1.1717 * log IS + 0.2503 * (log CS - log IS) ** 2,

Consumption demand:

PC* C = 0.0034 * W(-1) + 0.1469 * (PL * LH + EL).

Leisure demand:

PL * L] = 0.0196 * W(-1) + 0.8403 * (PL * LH + EL).

2. Accounting identities:

Capital stock and investment:

K = AI * 1+ (1-M) * K(-1).
Capital service and capital stock:
KD = AR * K(-1).

Value of output and input:

PIS * IS + PCS * CS = PKD * KD + PLD * LD.

Continved
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Table 2. (continued)

Value of consumption goods:
(1 + TC) * PCS * CS + PCE * CE

= PC * C+ PCG * CG + PCI * CI + PCR * CR.

Value of investment goods:

(1 + TI) * PIS * IS + PCI * CI = PI * I + PIG * IG + PIR * IR,

Value of capital services:

(1 - TK) * (PKD * KD - TP * PI(-1) * AW(-1) * K(-1))
= N * PI(-1) * AW(Z1) * K(-1) + D * PI * AL * K(-1)

+ PI(-1) * AW(-1) * K(-1) - PI * AL * K(-1).

Value of labor services:

(L -TL) * (PLD * LD + PLGE * LGE + PLGG * LGG + PLR * LR) = PL * L.

Saving:

§ = PI *1I+ PG * (G- G(-1)) + PR * (R - R(-1)).

Wealth:

W = PI* AW XK+ PG *G + PR ¥ R.

3. Balance equatioms.

Consumption:

CS+CE = C+ CG+ CI + CR.

Continued



-190-

Table 2. (concluded)

Investment:

IS+ CI = I+ 1IG+ IR.

Time:

IH = L+ LJ.

Labor:

1, = LD+ LGE + LGG + LR + LU.

4, Aggregation equations.
Implicit deflator, change in business inventories, consumption goods:

PCI = ©PC * APC.

- Change in business inventories, consumption goods:

PCI * CI = PI * I * ACI.
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In Table 3 we present a list of the variables that are endogenous
to the model -- prices and quantities of consumption, investment,
labor and capital, and the nominal rate of return, saving, and wealth.
Table 3 also includes a list of variables exogenous to the model --~
aggregation variables, demand by government and foreign sectors and their
prices for consumption and investment goods anf for labor and cepital
services, and government tax rates and transfer payments, Finally,

Table 3 includes lagged endogenous variables —- capital stock, the

price of investment goods, and wealth.
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Table 3. Macro-econometric growth model: classification of variables

Endogenous variables:

¢, c1, ¢s, 1, 1S, L, LD, LI, K, KD, PC, PCI, PCS, PI, PIS, PL,

PLD, N, S, W

'Exogenous variables:

A, ACI, AI, AL, AK, APC, AW, CE, CG, CR, G, R, IG, IR, LGE, LGG,
LH, LR, LU, PCE, PCG, PCR, PG, PR, PIG, PIR, PLGE, PLGG, PLR,

PKD, D, M, TC, TI, TK, TL, TP, EL

Lagged endogenous variables:

K(-1), PI(-1), W(-1)
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3. Inter-Industry Model

3.1, Introduction. The second component of our framework for

energy policy analysis is a model of inter-industry transactions for nine
domestic industries of the United States. The nine sector of the model
vere chosen to provide for detalled analysis of the impact of U.S.
energy policy on the sectors most directly affected by policy changes,
The nine sectors included in the model are:

1. Agriculture, non-fuel mining, and construction.

2. Manufacturing, excluding petroleum products.

3. Transportation.

4. Communications, trade, and services.

5 Coal mining.

6. Crude petroleum and natural gas.

T. Petroleum refining and related industries.

o

Flectric ntilities.

9. Gas utilities.

Our inter~industry model consists of balance equations between
supply and demand for the products of each of the nine sectors included
in the model., The model also includes accounting identitles between the
value of domestic availability of these products and the sum of valiues of
intermediate input into each industry, value added in the industry,
and imports of competing products. Demands for the products include
demands for use as inputs by each of the nine sectors included in the model.
The rest of doﬁestic availability is allocated among four categories of
final demand: personal consumption expenditures, gross private domestic

investment, government expenditures, and exports.



~194-

In the model for projecting energy demand and supply we take the
levels of final demand for all industries from the macro-econcmetric model.
Second, for the five energy sectors of the model we take the price and
quantity of imports to be exogenous. TFor the four non-energy sectors
we take the prices of imports as exogenoius and determine import quan-
tities along with the quantities of capital and labor services in each
industry{lo The prices of capital and labor services are determined
within the macro-econometric model, We take the quantities of exports
and government purchases of the output of each industry as exogenous.

We also take the allocation of investment among the industries of origin
to be exogenous.

Our inter-industry model consists of models of producer behavior
for each of the nine industries includad in the model. Producer behavior
in each industry can be characterized by inpur.-cutput coefficients for
the input of products of each of the nine sectnrs, inputs of cepital and
labor services, and, for the four non-energy sectors, the level of
competitive imports. The essential noveltyof our model of producer
behavior is that the input-output coefficients are endogenous, The
input-output coefficients are determined together with the prices of
the outputs of each sector in the application of our inter-industry model
to the prolection of energy demand and supply.

An inter-industry approach to the study of energy resources is
essential since most energy is consumed as an intermediate rather than a
final product of the economy. Examples of intermediate products wguld be

fossil fuels consumed by the electric generating sector. Examples of final
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products would be gasoline and heating oil consumed by the household and
government sectors. Energy balance médels used in most previous work
project levels of both intermediate and final demand, The novelty of

our approach is that energy balances are projected within a framework that
also includes energy and non-energy prices. Most projections of energy
balances ignore the effects of price chanses on patterns of energy
utilization.

Given the prices of domestic availability of the output of each
sector included in our model, we determine the allocation of personal
consumption expenditures among commodity groups distinguished in the model,
using our model of consumer behavior. Personal consumption expenditures
include deliveries to the household sector by eight of the nine sectors
included in our inter-industry model of the producing sector. There are
no direct deliveries of crude petroleum and natural gas to personal con-
sumption expenditures. These products are delivered first to the petroleum
refining and gas utility sectors and then to personal consumption
expenditures and to other categories of intermediate and final demand,

Personal consumption expenditures also include ncn-competitive
imports and the services of dwellings and consumers' dursbles, The levels
of personal consumption expenditures on each of the eleven commodity
groups included in our model of the household sector are determined from
the projected level of personal consumption expenditures from the macro-~
econometric model, from the prices of domestic availability of ihe output
of each sector included in the inter-industry model, and from the prices
of non-competitive imports, consumers' durables services, and hcusing

services. The price of non-competitive imports is taken to be exogenous.
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The capital service prices for consumers' durables services and housing
services are determined from the price of capital services determined
in the macro-econometric model.

The equations representing the balance of demand and supply for
each of the nine sectors of the inter-industry model set domestic
availability equal to the sum of intermediate demands and final demand.
Intermediate demands are determined simultaneously with the levels of
output of each industry, given input-output coefficients determined in
the model of producer behavior. The input-output coefficients are de-
termined simultaneously with the prices of domestic availability of the
output of each industry. Finally, levels of capitasl and labor services
for all séctors and competitive imports for the four non-energy sectors
are determined from the levels of domestic avillability and the corres-
ponding input-output coefficients. These levels can be compared with

the levels projected in the macro-econometric model.

~3+2: Inter-industry Transactions. We first describe our model

of inter-industry transactions and then outline the application of this
model to the projection of energy demand and supply; our notation is

as follows:

XIJ = intermediate demand for the output of industry I by
industry J;

YI final demand for the output of industry I;
XI = domestic availability of the output of industry I;

PI

price of the output of industry I.
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To simplify the notation we teke the price of the output of each industry
to be the same in all uses. The deflators for each category of intermediate
and final demand can differ. In proJecting energy demand and supply we
take the ratios of the deflator for the individual categories of demand
to the deflator for domestic availability of output of the industry to be
exogenous.,

Thé inter-industry model consists of equalipy between demand and
supply for each of the nine sectors included in the model. The balance

equations for the nine sectors are:
\

9
XI = § XIJ + YI (1=1,2...9) .
J=1

In addition, the model includes accounting identities between the value
of domestic availability and the sum of values of intermediate input into
the industry, value added in the industry, and, for the four-non-energy

sectors, the impertes of competing products:

9
PI*XI = [ PJ*™XJI + PK*KI + PL*LI + PRI®RI (1=1,2...9) ,
J=1
where:
KI = quantity of capitel services in industry I;
LI = quantity of labor services in industry I;

RI = competitive imports of the out put of industry I;

PK = price of capital services;
PL = price of labor services;
PRI = price of competitive imports of the output of industry I.
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Again, prices of capital and labor services can differ smong industries.
To simplify notation we take the prices of these productive factors to
be the same in all industries. In projecting energy demand and supply we
take the ratlos of service prices for each industry to the correspondiég
prices from the macro-econometric model to be exogenous.

Our inter-industry model includes models of producer behavior for
each of the nine industrial sectors included in the model. These models
of producer behavior can be derived from price possibility frontiers for

the nine sectors:
AI*PI = GI(P1,P2,...P9; PK,PL,PRI) . (1=1,2...9) ,

where AI (I=1,2...9) is an index of Hicks-neutral technical change in
industry I. The price possibility frontier for each sector can be derived
from price possibility frontiers for each of tlhie three sub-models
employed in our analysis of production structure:12

1. a model giving the vrice of output as a function of prices of
four aggregate inputs in each sector -- capitsl (X), labor (L), energy (E),
and materials (M);

2. a model giving the price of aggregate energy input in each
sector as a function of the prices of the five types of energy included
in the model -~ coal, crude petroleum and natural gas, refined petroleum
products, electricity,and gas as a product of gas utilities;

3. & model giving the price of aggregate non-energy input in each
sector as a function of the prices of the rive types of Lon-elerygy ihLeut
into each sector -- agriculture, manufacturing, transportation, communi-

cations, and, for the four non-energy sectors, competitive imports,
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Given the prices of capital services. labor services, and competitive
imports in each of the four non-energy sectors, we can determine the
prices of domestic availability of output PI (I=1,2...9) for all nine

sectors. To determine these vprices we solve twrnty-seven equations for

prices of domestic availability, prices of aggregate energy input, and
prices of aggregate non-energy input into all nine sectors. This system
of twenty-seven equations consists of three equations for each sector.
These three equations correspond to production possibility frontiers

for each of the three sub-models for each sector. In these ccmputations
we are making use of a nonsubstitution theorem of the type first
discussed by Samuelson.12 This theorem states that for given prices of
the factors of production and competitive imports, the prices of domestic
availability of the output of sach sector are independent of the
composition of final demand.

The second step in our analysis of inter-industry transactions is
to derive input-output coefficients for each of the nine industrial sectors
included in our inter-industry model., The input—output coefficients can
be expressed as functions of the prices. First, the relative share of

the Jth intermediate input can be determined from the identity:

3 1o PI _ PA*XJTI _ PBJ ,
? 1n PJ  PI¥XI PI

AT (1,7=1,2...9) ,

where AJI 1s the input-output coefficient corresponding to XjI; it
represents the input of the output of industry J per unit of output of
industry I. Similaer identities determine the relative shares of capital

13

and labor services and competitive imports.
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Second, we can divide the relative shares by the ratio of the
price of domestic availability of the output of the Jth industry PJ

to the price for the Ith industry PI to obtain the input-cutput coefficients:

XJI

X = AJI(P1,P2 ... P9; PK, PL, PRI) s (I,0=1,2...9);

and:

KI

o AKI(P1,P2 ... P9; PK, PL, PRI) ,

LI
XI

ALI(P1,P2 ... P9; PK, PL, PRI) s

R
XI

AMI(P1,P2 ... P9; PK, PL, PRI) R (1=1,2...9)

For each -industry we derive the input-output coefficients in two
steps: First, we determine the input-output coefficients for the aggregate
inputs -- capital (X), labor (L), energy (E), and materials (M).

Second, we determine the input-output coefficients for the input of each
type of energy input per unit of total energy input and the input of

each type of non-energy input per unit of total non-energy input. Tc
obtain the input-output coefficients required for our inter-industry
model we multiply the input-~output coefficients for each type of energy by
the input-output coefficient for total energy. Similarly, we multiple

the input-output coefficients for each type of non-energy input by the
input-output coefficient for total non-energy input. We obtain input-
output coefficients for capital services, labor services, five types of
energy inputs }nto each sector and give types of non-energy inputs into

" each sector.
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The input-outout coefficients for each of the nine industriel
sectors included in our model of inter-industry transactions are functions
of the prices of capital services, labor services, and competitive
imports for the four non-energy sectors and the prices of domestic
availability of the output of each of the nine sectors, The prices
of domestic availability are functions of the prices of capital services,
labor services, and competitive imports for the four non-energy sectors,
By the nonsubstitution theorem both prices of domestic availability and
input-output coefficients are independent of the composition of final

1k

demand.

3.3. Final demand. Final demand for domestic availability of

the output of each of the nine sectors included in our inter-industry
model is allocated among personal consumption expenditures, gross private
domestic investment, government expenditures, and exports., 1In projecting
energy demand and supvly we take aggregate levels of each category of
final demand from our macro-economic projections. We allocate personal
consumption expenditures among the nine sectors included in our model,
employing aggregate versonal consumption expgnditures as total expenditures,
on the basis of the prices of domestic availability of the output of all
nine sectors, Government expenditures and exports of the output of each
sector are exogenous. Imports of the output of the five energy sectors
are also exogenous so that we include only exports net of imports in final
demend for these sectors. We take aggregate private domestic investment
from our macro-economic projJections. We take the relative proportion of
investment in the output of each industrial sector included in our inter-

industry model to be exogenous.
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The final step in determining the level and composition of inter-
industry transactions is to determine the levels of output, employment,
and gtilization of capital for each of the nine industrial sectors included
in our model and competitive imports for the four non-energy sectors
included in the model, This part of our model coincides with conventional
input-output analysis. Given the input-output coefficients for all
nine sectors, we can determine the level cf output for each sector for
any given levels of final demand for the output of all nine sectors.

We present projected matrices of inter-industry transactions in energy for
the years 1975, 1985 and 2000 in Section 5 below. We also present
projections of energy prices for each year.

Final demand for domestic availability of the output of each of
the nine sectors included in the model is allocated among consumption,

investment, government exvenditures, and exports:

YI = CI + II + GI + ZI , (1=1,2...9) ,

where:

CI = personal consumption expenditures on the output of industry I;

II = gross private domestic investment in the output of industry I
(the sum of gross private fixed investment and net inventory
change)

GI = government expenditure on the output of industry I,

ZI = exports of the output of industry I (exports less import= for
the five energy sectors).

In our model for projecting energy demend ana supply we take tne
levels of final demand for all industries from the macro-economic pro-

jections. We link our inter=industry model to our macro-econometric
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model through the identities:

PC*C = PI*CI s

9
PI*I = I PI*II .

I=1
9
PG*G = I PI*GI ,
I=1
9
PZ*Z = I PI*ZI .
I=1

The values of personal consumption expenditures PC*C, gross private
domestic investment PI*I, government expenditure PG*G, and exports
PZ*Z from the macro-econometric model are set equal to the sums of
each of these categories of expenditures over all nine industries included
in the inter-industry model.

In the macro-econometric model government expenditures cn goods

and services are divided into two parts:

PGH*G

PIG*IG + PCG*CG ,

where
IG = quantity of government expenditures on investment goods;
CG = quantity of government expenditures on consumption goods;
PIG = vprice of government expenditures on investment goods;

PCG = price of government expenditures on consumption goods,

In making projections cof energy demand and supply we project total
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government expenditures in current and constent prices. Government ex-
penditures on goods and services are exogenous to the macro-econometric
model. We then allocate total government expenditures among the nine
industry groups included in the inter-industry model.

In our macro-~-econometric model net exports of goods and services
are taken to be exogenous. For the purposes of projecting energy
demand énd supply we divide net exports between imvorts and exports,
allocate exports among the nine industry groups included in the model,
and project the prices of competitive imports for each of the nine
sectors of the model. Since net exports in current and constant prices
are exogenous to the macro-econometric model, this change in the
treatment of net exports does not alter the structure of the complete
model. In projecting energy demand and supply we taxe the prices of
imports for each industrial sector together with levels of capital and
labor services for esch sector.

We project gross private domestic investment in current and constant
prices in our macro-econometric model. To project energy demend and
supply we allocete gross private domestic investment among the nine
industry groups included in the model. The relative proportions of invest-
ment originating in each sector is taken to be exogenous. In a completely
dynamiq model the allocation of investment by sector of origin and sector
of destination would be endogenous. OQur macro-econometric model incorporates
the dynamics of saving and investment only in the projection of total
investment, The allocation of capital by sector of destination is
endogenously determined, but the allocation of investment by sector eof

origin in exogenous.
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The final step in determining final demand for the domestic
availability of the ocutput of each sector included in our inter-industry
model- is to allocate personal consumption expenditures among the products
of the nine sectors included in the model and expenditures on non-
competitive imports and the services of consumers' durables, which are
not included among the products of the nine sectors, For this purpcse
we employ an econometric model of consumer behavior. This model is based on

15

an indirect utility function that can be represented in the form:

Pl P2 P11 )

ln V=1n V ( BC¥C ° BCFC ''* PORC

where V is the level of utility, PI is the price of the Ith commodity,
and PC*C is total personal consumption expenditures. There are eleven
commodity groups included in our model of consumer hehavior: one for
each of the nine industrigl sectors, excluding crude petroleum and natural
housing, cerviceg of consumers!' durahles and non-competitive immorts,
For each commodity group we teke the budget shere to be fixed,
This assumption corresponds to a linear logarithmic indirect utility
function. The quantity demanded for each of the eleven commodity groups
included in our model of consumer behavior is a function of the prices
of the corresponding commodity group and the level of total personal
consumption expenditures. We determine the level of total personal con-
sumption expenditures iq our macro-econometric model, We determine the
prices of domestic availability of the output of each sector in the
inter-industry podel from our models of producer behavior. Given total

'expenditures and the prices, we can determine the quantities demanded
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of the output of each sector of the model for personal consumption
expenditures.

Final demand for all nine industrial sectors included in our inter-
industry model is the sum of final demands for personal consumption
expenditures, gross private domestic investment, government expendi-
tures, and exports. We add personal consumption expenditures for the
output of communications, trade and services, less housing, to personal
consumpticn expenditures for housing to obtain personal consumction
expenditures on communications, trade and services. Otherwise, there
is a direct correspondence between commodity groups in our model of
consumer behavior and the sectors included in cur inter-industry model,
Given all final demands, the prices of domestic availability of the output
of each sector and the matrix of input-output coefficients, we can
determine the matrix of inter-industry transsactions in both curren*t and
constant prices.

The eguations representing the balance ot demand and supply for
each of the nine industrial sectors included in our inter-industry

model can be preresented in the form:

9
XIT = I XIJ + YI
J=1
9
= T AII®™XJ + CI + II + GI + 2I . (1=1,2...9) .
J=1

The input-output coefficients {AIJ} are determined together with the
prices of domestic avaeilebility of the output of each industry {PI},

Given prices and the level of aggregate personal consumption expenditures,
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the levels of personal consumption expenditures {CI)} are determined,
The remaining components of final demand {II,GI,2I} are projected by
industry of origin. These projections are consistent with levels of
gross private domestic investment, government expenditures and exports
from our macro-econometric model.

In matrix form the demand and supply balance equation for the

model can be represented as:
x=Ax+y ’

where x and y are vectors of outputs and final demends:

X1 pat
X2 Y2

x=: ’ y=: ’
X9 Y9

and A is the matrix of inputeoutput coefficients:

m1 Al2 ... A9
A21 A22 ... A29

A= . . .
A91 492 A99

Levels of domestic availability of the output of each sector are obtained

by solving this system of equations:
x = (1-8)7Yy

We refer to the matrix (I-A)_l as the matrix of final demand multipliers,
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Levels of capital and labor services and competitive imports are

determined from the levels of domestic availability and the corresponding
input-output coefficients:
KI = AKI*XI ,

LI = ALI*XI ,

MI = AMI*XI , (1=1,2...9) .

The input-output coefficients aor capital and labor services and
competiti%e imports are functions of the prices of the outputs of the
nine sectors included in our inter-industry model, “he prices of capital
end labor services and the prices of competitive imports for the four

non-energy sectors of the model.
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L., Producer Behavior.

b.1. Introduction. Our inter-industry model includes models

of producer béhavior for each of the nine industrial sectors included
in the model.16 These models of producer behavior can be derived from
the price possibllity frontiers for the corresponding sectors, The
input-output coefficients for intermediate inputs and for inputs of
capltal services, labor services, and competitive imports for the non-
energy sectors are functlons of the prices of domestic availability

of the output of each sector, the prices of capital and labor services,
and the price of competitive iImports for the non-energy sectors. These
functions are the relative demand functions of our model of producer
behavior; they express the demand for each input relative to the level
of output. The level of output of each sector is determined by the
composition of final demand. The relative demands for input and the
prices cf demectic aveilability of the output of each sector are
independent of final demand, depending on y on the prices of the factors
of production and the prices of competitive imports for the non-energy
sectors.

In implementing an econometric model of producer behavior based
on the price possibility frontier our primary oblective is to explore the
inter-relationships between relative demand for energy and relative
demand for capital services, labor services, and non-energy inputs.
Similarly, we wish to explore the inter-relationships among reiative
demands for the five types of energy included in our model -~ coal,

crude petroleum and natural gas, refined petroleum products, electricity,
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and gas as a product of gas utilitles. We have imposed a structure

on the price possibility frontier that permits us to deal with relative
demand for energy as a whole and relative demands for the five types

of energy inecluded in our model as two separate problems.

To construct a model of the inter-relationship of relative demands
for energy, capital services, labor sefvices, and non-energy inputs, we
first define groups of inputs that are aggregates.of the twelve inputs
included in our model of inter-industry production structure. These
commodity groups are:

1. Capital (K).

2. Labor (L).

3. tnergy (E). This group consists of inputs of coal, crude pet-
roleum and natural gas, refined petroleum products, electricity, and
gas a3 a product cof gas utilities.

b, Materials (M). This group consists of inputs of agriculture,
manufacturing, transportation, communications, trade and services, and
competitive imports for the non-energy sectors.

We first construct a model for producer behavior in terms of the
four aggregates -- capital, labor, energy, and materials. We represent
the price of domestiec availability of the output of each sector as
a function of the prices of each of the aggregates. A sufficient condition
for the price possibility frontier to be defined on the prices of the four
aggregates is that the overall price possibility frontier is separable
and homogeneous in the inputs within each aggregate.l7 The price posai-

bility frontier is separable in the commodities within an aggregate if
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and only if the ratio of the relative shares of any two commodities
within an aggregate is independent of the prices of commodities outside
the agg_regate.l8 For example, the five types of energy make up an
appropriate aggregate if the relative value shares of any two types of
energy depend only on the prices of energy and not on the prices of
non-energy intermediate inputs or the prices of capital and labor services,
The second step in constructing a model of prcducer behavicr
is to represent the price possibility frontier for the energy and
materials aggregates as functions of the prices of inputs that make up
each of the aggregates. For the energy aggregate the price of energy
is represented as a function of the prices of the five types of energy
that make up the aggregate -- coal, crude petroleum and natural gas,
refined petroleum products, electricity, and gas as a wroduct of gas
utilities. For the materials aggregate the price of materials is
represented as a function of the five types of inputs that make up the
aggregate -- agriculture, manufacturing, transportation, communications,

trade, and services, and competitive imports for the non-energy sectors,

4,2, Econometric specification. The system of relative demand

functions employed in our econometric model of producer behavior fcr each
of the nine industrial sectors of our model is generated from the price
possibility frontier for the corresponding sector. For each of the
three sub-models that make up our model of producer behavior we represent
the price possibility frontier by a function that is quadratic in the
logarithms of the prices of the inputs into the sector. The resulting

price possibility frontier provides a lccal second~order approximation to
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any price possibility frontier, We ferer to our representation as the
transcendental logarithmic price possibility frontier or, more simply,

the translog price possibility frontier. The price possibility frontier

is a transcendental function of the logarithms of the prices of inputs.

The translog price possibility frontier was introduced by Christensen,
1

Jorgenson, and Lau. 9

As an exarmple, the price possibility frontier for the aggregate

(KLEM) sub-model takes the form:

I I I I I
1ln AT + 1n PI = ao + ay 1n PK + aL + a_ 1ln PE + oy 1n PM

E

I

- ln PK 1n PL + .., ] ,

(1n PE)2 + BI

1
+3 (8 KL

where PK is the price of capital services, PL the price of labor services,
PE the price of energy, and PM the price of materials. For this form

of the price possibility frontier, the equations for the relative shares

ot the four input aggregates Laxe the lorm;

g%;%% = é + ;K 1n PK + §L ln PL + iE 1n PE + EM 1n PM ,
= 1+ LelnPK+ L InPL+ L InPE+ L InPM
??:ﬁ% = ; + éK ln PX + EL ln PL + éE 1n PE + éM 1n PM .
E’fﬁf ,I,,_+,I,,KlnPK+ P:E[LlnPL+ b:E[ElnPE+ lf,MJLnPM ,

(1=1,2...9) ’

where KI is the quantity of capital services in the Ith sector, LI
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the quantity of labor services, EI the quantity of energy input, and
MI the quantity of materials input.20

The dependent variable in each of the four functions generated
from the translog price possibility frontier is the relative share of
the corresponding input. To derive the input-output coefficient for
that input, we divide the relative sharé by the ratio of the price of

the input to the price of the output of the sector. For example, the

input-output coefficients for capital services are:

I I 1 I I
= (ap + Bq In PK + 8 1n PL + B, In PE + 8,0, 1n PM)/(PK/PI) ,

(1=1,2...9)

Similar expressions can be cbtained for the input-output coefficients for
labor services, energy, and materials.

The value of domestic availability of the cutput of each sector
vis equal to the sum of the values of capital and labor services in that

sector and the value of energy and non-energy inputs into the sector:
PI®XI = PK®*KI + PL*LI + PE®EI + PM*MI R (I=1,2...9)

Given this accounting identify, the relative shares of the four aggregate
inputs into each sector add to unity. The parameters of the four relative
demand functions for capital and labor services and energy and non-energy

inputs must satisfy the restrictions:
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B;](+BIIJK ﬁ}]‘j‘}(+8;ﬂ(-o ,
Bl£1.+B:I[,L Ben* B =0
BI+6LE+B:~I:E+BI~I¢E'° ’
B * Br * By * By = 0 o (1=1,2...9)

Given estimates of the parameters of any three equations for the
relative shares, estimates of the parameters of the fourth equation can
be determined from these restrictions.

The logarithm of the price possibility frontier for each sector
is twice differentiable in the logarithms of the prices of inputs, so that
the Hessian of this function is symmetric. This gives rise to a set of
restrictions relating the paremeters of cross partial derivatives. For
the aggregate (KLEM) sub-model three of these restrictions are explicit

in the three equations we estimate directly, namely:

By, = Bk o

11

BKE - BEK ’

Blg = B o (1=1,2...9)

ces I I I
In addition, we estimate the parameters BMK’ BML’ and BME (1=1,2...9)

from the equations:
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I I I I
Bk ® " Bk " Pk~ B

1 I I I

By, = - By " By - PR o

T 1 I I )

Bve = = Bkr - Bir ~ Pip . (1=1,2...9) ,

so that three additional symmetry restrictions are implicit in the

equations we estimate, namely:

11
B = Bk -
11
Bim = B o
11 ~
By = Bum o (1=1,2...9) .

For each of the nine industrial sectors, the aggregate (KLEM) sub-mocel
involves six symmetry restrictions.

The price possibility frontier for each sector is homogeneous
of degree one; proportional changes in the prices of all inputs result
in a proportional change in the price of output. Homogeneity of the
price possibility frontier is implied by the symmetry restrictions out-
lined above and the restrictions implied by the accounting identity
between the value of output and the value of input. In the absence of
the symmetry restrictions and the restrictions implied by the accounting
identity between the value of output and the value of input, the aggregate
(KLEM) sub-mcdel involves twecnty unknown paremeters. Taking these
restrictions ipto account, we reduce the number of unknown parameters to

nine.
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We have presented the aggregate (KLEM) sub-model of our model of
producer behavior in detail. The forms of the energy (E) and Materials
(M) sub-models are analogous to the form of the aggregate sub-model,
For the energy sub-model we can write the translog price possibility

frontier in the form:

1n PE = bl + off 1n PE1 + o°Y 1n PE2 + o°F 1n PE3
0 1 2 3
+ aEI 1n PEL + uglln PE5
1 EI 2 EI
+ 5 l8;] (In PE1)® + 675 1n PE1 1n PE2 + ... ] .

(1=1,2...9) ,

where PEl1 is the price of coal, PE2 the price of crude petroleum and
natural gas, PE3 the price of refined petroleum products, PEM the price
of electricity, and PE5 the price of gas as a product of gas utilities,
Similarly, we can write the translog price possibility frontier for

the naterials sub-model in the form:

ln PM = aMI + aMI ln PML + aMI 1n PM2 + uMI 1n PM3
0 1 2 3
+ aﬁl 1n PML + a?I 1n PM5
1 ET 2 EI
+3 [Bll (1n PM1)“ + 875 1n PML 1n PM2 + ... 1 .

(1=1,2...9) ,

.where PM1L is the price of agriculture, non-fuel mining, and construction,
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PM2 the price of manufacturing, excluding petroleum refining, FM3 the
price of transportation, PM4 the price of communications, trade and
services, and PM5 the price of competitive imports.
For both energy (E) and materials M) sub-models we can derive
a system of five equations for determining the relative shares of the
five commodity groups making up each sub-model. Each equation gives
the relative share of one of the commodity groups as a function of
the prices of all five groups included in the sub-model. We can derive
the relative demand functions for each commodity group by dividing the
relative value share of the group by the ratio of the price of that
group to the price of the corresponding aggregate. TFor example, to
derive the demand for coal relative to total energy we divide the relative
value share of coal by the ratio of the price of coal to the price of
total energy. We can derive the input-output coefficient for coal by
multiplying the demand for coal relative to total energy by the demand
for energy relative tc the output of the corresponding industrial sector.
The velue of each aggregate is equal to the sum of the values of
the commodity groups that make up that aggregate. For example, the value
of energy is equal to the sum of the values of each of the five types of

energy:
PE*EI = PE1¥ELI + PE2¥E2I + PE3*E3I + PEL*ELI + PES*ESI s
(I=1,2...9) ,

where E11 is the quantity of coal, E2I the quantity of crude petroleum

and natural gas, E3I the quantity of refined petroleum products, EWI the
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the quantity of electricity, and E5I the quantity of gas as & product

of gas utilities. As before, the relative shares of the five energy inputs
add to unity, so that the parameters of the five relative demand functions
for these inputs must satisfy restrictions analogous to the restrictions
given above for the parameters of the aggregate (KLEM) sub-model, Similar
restrictions hold for the five relative demand functions for non-energy

inputs.

4.3. Parameter estimstion. For each of the nine industrial sectors

included in our inter-industry model of the ~roduction structure the

aggregate (KLEM) sub-mcdel consists of four equitions. We fit the three
equations for relative shares of capital (K), levor (L), and energy (E).
The relative shares of materials (M) can be ¢.. ermined from these three

equations and the accounting identity beiwes the value of output and

the value of input. Taking into sccount th.: ., metry restrictions on the
parametcers of the three equations of tae ascve aie (KTEM) sub-model, the

number of unknown parameters to be estimatcd is reduced to nine, Taking
convexity restrictions into account wihere appropriate, we further reduce

o]
the number of unknown para.metersfl

For four of the industrial sectors included in our inter-industry
model the energy (E) sub-model consists of five equations for the relative
shares of coal, crude petroleum and natural gas, refined petroleum products,
electricity, and gas as a product of gas utilities. These four sectors
are:

1. Agriculture, non-fuel mining, and construction.

2. Manufacturing, excluding petroleum refining.
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4, Communications, trade, and services.

T. Petroleum refining.
For these industrial sectors we fit the four equations for relative
shares of coal, crude petroleum and natural gas, refined petroleum
products, and electricity. The relative share of gas as a product of
gas utilities can be determined from these four equations and the account-
ing identity between the total value of energy and the sum of the values
of the five types of energy.

For the four industrial sectors listed above the energy (E) sub-
model involves six symmetry restrictions in the four equations we estimat=
directly and four additional restrictions that are implicit in these
equations and the accounting identity for the total value of energy.

In the absence of these restric;ions and the restrictions implied by the
accounting identity, the energy (E) sub-model for the four industrial
sectors involves thirty unknown parameters. Taking these restrictions
into account, we reduce the number of unknown parameters to fourteen,

For four of the industrial sectors included in our inter-industry
model the energy (E) sub-model consists of four equations for relative
shares of four types of energy. For transportation, coal mining, and
electric utilities the relative share of crude petroleum and natural gas
is zero. For gas utilities the relative share of electricity is zero. For
these four sectors fhe form of the energy (E) sub-model is analogous to
the form of the aggregate (KLEM) sub-model. We fit three equations for
the relative shares of three types of energy, excluding the equation for
the relative share of gas as a product of gas utilities. The relative

share of gas can be determined from the accounting identity for the total
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value of energy. We fit these three equations subject to symmetry
restrictions so that the number of unknown parameters is reduced to nine.
For the crude petroleum and natural gas sector of our inter-industry
model the energy (E) sub-model consists of three equations for relative
shares of three types of energy. UFor thi: sector the relative shares of
coal and gas as an output of gas utilities are equal to zero. We fit
two equations for the relative shares of crude petroleum &nd narural
gas and redined petroleum produtts, The relative share of electricity can
be determined from the acgounting identity for the total value of energy.
itting these equations sublJect to sym e’ '« hrictions, we reduce the
number of unknown parameters to five.
For the four non-energy sectors inclvdec in our inter-industry model
the materials (M) sub-model consists of five 2ruations for the reletive
shares of agriculture, manufacturing, .ransporit-tion, communications, and
competitive imports. The five energy rex o’ ‘e materials sub-model con-
sists of four equations for the rsl-tive 2i.ares of agriculture, manu-
Vfacturing, transportation, and comnmcaic. <ions. The form of the materials
(M) sub-model for the four non-energy sectors, is analogous to the form

of the energy (E) sub-model with five equations for the relative shares of
five types of energy. For these sectors we fit four equations for the
relative shares of non-energy inputs, exclusing competitive imports. The.
relative. shares of competitive imports can be determined from these

four equations and the accounting identity between the total wvalue of
meterials and the sum of the values of the five types of non-energy ingputs.

Each of these sub-models involves fourteen unknown parameters.
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For the five non-energy sectors we fit ahree equations for the
relative shares of non-energy inputs, excluding inputs of communications,
trade and services. The materials (M) sub-models for these sectcrs are
analogous to the aggregate (KLEM) sub-model and involve nine unknown
parameters.

For each of the nine industrial sectors included in our inter-
industry model of production all three sub-models ~- aggregate (KLEM),
energy (E), and materials (M) -- have been fitted ‘o annual data on inter-
industry transactions, capital and labor services, and competitive imports
for the period l9h7—7l.22 OCur method to estimation is the minimum distance
estimator for non-linear simultaneous equations, treating the prices
of competitive imports as endogenous variables.23 For each of these sub-
models the system of equations is non-linear in the variables but linear
in the parameters.

In Tables L-6 we present estimates of the parameters of the
translog price possibility frontier for each of the three sub-models of
our econometric model of producer behavior for all nine industrial sectors.
The nine industrial sectors are:

1. Agriculture, non-fuel mining, and construction.

2. Manufacturing, excluding petroleum refining.

3. Transportation.

4, Communications, trade, and services; water and sanitary services.

5. Coal mining.

6. Crude petroleum and natural gas.

T. Petroleum refining and related industries,
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8. Electric utilities,

9. Gas utilities.

Table 4 contains estimates of the parameters of the translog
price possibility frontier for the aggregate sub-model. The aggregate
price possibility frontier is defined on the prices of capital (K),
labor (L), energy (E), and materials (M). For each of the nine industrial
sectors the parameters of the aggregate sub-model are estimated from a
system of three equations, The dependent variables in these equations
are the relative shares of capital, lebor, and energy in the value of
total output. Parameters in the equation for the relative share of
materiels are estimated from the restrictions implied by the accounting
identlty oetween the value of output and the value of input. We employ
constraints across the equations arising from symmetry restrictions
on the price possibility frontier for each sector, reducing the number of
parameters to be estimted to nine. We also employ convexity restrictions,
where appropriate, further reducing the number of parameters to be
estimated.

Table 5 contains estimates of the parameters of the translog
price possibility frontier for the energy (E) sub-model. The energy price
possibility frontier gives the price of energy for each sector as a function
of the prices of five types of energy inputs. The five types of energy are:

1. Coal.

2. Crude petroleum and natural gas.

3. Refined petroleum products

L, Electri;ity.

5. Gas as a product of gas utilities,
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For each of the pine industrial sectors the parameters of the energy
suﬁ—model are estimated from a system containing as many as four equations.
The dependent variables in these equations are the relative shares of.each
type of energy in the total value of energy. We employ the restrictions
implied by the accounting identity between the total value of energy

and the sum of the values of all types of energy, the symmetry restrie-
tions, and, where appropriate, convexity restrictiens in reducing the
number of parameters to be estimated.

Finally, Table 6 contains estimates of the parameters of the
translog price possibility fuontier for the materials (M) sub-model. For
the four non-energy sectors the materials price possibility frontier is
defined on the prices of the five types of non-energy inputs. These are:

1. Agriculture, non-fuel mining, and construction.

2. Manufacturing, excluding petroleum refining.

3. Transposration

4, Communications, trade, and services; water and sanitary services.

5. Competitive imports.

For the five energy sectors the materials price possibility frontier is
defined on the prices of four types of ncn-energy inputs, excluding competi-
tive imports. The dependent variambles are relative shares of each type
of non-energy input. We employ restrictions on the parameters that are

analogous to the restrictions used for the energy sub-model.
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5. Energy Projections.

5.1, Introduction. Our next objective is to provide a reference point

for the =snalysis of energy policy by establishing detailed projections of
energy demand and supply, energy price and cost, and energy imports and exports.
We have attempied to implement this obJective within a framework that incor-
porates the determinants of both demand and suppl& for energy in the U.S.
econony. 'The first componsnt of this framework is our macro-economic growth
model, wlici: includes production and household sectors of the U.S. econony
as eudogenous sectors and exogenous foreign and governmment sectors. The second
coemmonent, of the framework is an inter-industry model, incorporating transactions
between producers of energy and ultimate consumers and also trensactions
~ong the producing sectors for both energy and “non~energy products.

1= actual solution of our complete model proceeds along the fellowing
lines: Tirst, our macro-econometric growth mcdel is used to obtain projections
of nggregalte consumption, investment and government final demand and the price
of labor and capital services. Second, we calculate the prices of final
products corresponding to prices of primary inputs and competitive imports and
to levels of technology in each of the producing sectors. Third, we disaggregate
final demand totals into final demand for the output of each of the producing
sectors. Fourth, models of producer behavior are used to calculate the input-
output coefficients specifying the patterns of input into each of the nine pro-
ducing sectors. Finally, the final demand requirements for each secteor are
combined with the input-output coefficients to obtain the total output of each
sector as well as sales to other producers and final users. Output requirements
are translated into requirements for capital and labor input and levels of

competitive imports.
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We first present detailed projections for the year 1980 under the
assumption of no change in energy policy. These projJections can be compared
with inter-industry transactions for 1970 presented above in Section 3. Next,
we translate energy flows for coal, refined petroleum products, electricity, '
and gas-~the products of four of the nine sectors included in our inter-industry
model--into physical units. These flows are given in trillions of Btu's for
1970, 1975, 1980, 1985 and 2000. The resulting cnergy flows provide the in-
formation required to translate our detailed inter-industry projections into
the energy balance framework that has become conventional in the analysis of
patterns of energy utilization.2

Our inter-industry approach to the projection of patterns of energy
utilization imposes the same consistency requirements as the energy balance
approach, namely, that demand is equal to supply for each type of energy. In
addition, our approach requires that demand and supply are consistent with the
same structure of energy prices and that markets clear at these prices. The
final step in our anslysis is to present our results in the form c¢f energy
balance tables. We then compare our projections with conventional energy
balance projections. Our results suggest that energy blaance projections should
be integrated with projections of the future development of energy prices. Our
inter-industry framework provides a means of combining projections of energy
flows and energy prices.

5.2. Inter-industry transactions. For comparison with energy balance

projects we find it useful to traenslate inter-industry flows for energy products
into physicael units.25 For 1970 and 1980 inter-industry flows of energy can

be obtained from the inter-industry transactions in constant prices. For

coal products we convert the constant dollar flows for Sector 5 of our inter-

industry model into Btu's in Table 7. Domestic output must be added to imports
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to obtain total supply. Supply is allocated emong intermediate and final
demand, Just as in our inter-industry transactions tables. We also present
inter-industry flows of coal for 1975, 1985 and 2000 in Table 7. These flows
were projected in precisely the same way as the flows for 1980 given in Table 7.

For refined petroleum products we convert the constant dollar flows for
Sector T of our inter-industry model into Btu's in Table 8. We add domestic
output of refined petroleum products to imports to obtain total supply. We
find it convenient to include imports of crude petroleum in this table. Total
supply i§ allocated among intermediate and final demand categeries. Similarly,
we present inter-industry flows of electricity in Btu's in Table 9 and inter-
industry flows of natural gas in Table 10. For Tables 18-20 we present actusl
flows for 1970 and projected flows for 1975, 1980, 1985, and 2000. All of
these energy flows are obtained from the corresponding constant dollars flows
by conversion to physical units.

5.3. FEnergy balance. Our projections include total production and

total damestic utilization of coal, crude petroleum and natural gas, refined
petroleum products, electricity, and gas as a product of gas utilities. We
also project prices for each type of energy. We allocate energy utilization
between intermediate end final demand. Finally, we allocate intermediate
demend among the nine producing sectors of our model, including the energy pro-
ducing sectors and agriculture, menufacturing, transportation, and trade and
services. We allocate final demand among the four consuming sectors--personal
consumption, investment, government consumption, and, exports. The distinction
between intermediate and final demend has no counterpart in energy balance
projections, but these categories must be distinguished in order to integrate

energy utilization into the framework provided by the U.S. national income

and product accounts.
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Our projections of inter~industry transactions are summarized in Table 11,
vhich gives the average growth rateg of sector sales, production and prices.
All sectors show sales growth in the rate 6% to 9% = year with agricultural,
services, coal and electricity sectors showing above average growth rates.
But, when allowance 1s taken of price increases, the spread in growth rates of
real output becomes more pronounced, renging from a locw of 1.8% a year for
gas utilities to 5.9% for electricity. Output from the agriculture,
services, coal, crude petroleum, refined petroleum and gas utility sectors can
be seen to be increassing more slowly than the overall sector average. Correspond-
ingly, agriculture, services, coal, refined petroleun and gas prices increase
more rapldly than average.

Our projection of total U.S. energy utilization for the period 1975~
2000 1s given in Teble 12, Total U.S. energy consumption is forecast to
increase from 80,250 trillion Btu in 1975 to 17L,470 trillion Btu in 2000,
an average annual growth rate of 3.2%. Within this total, a significant shift
towards more secondary forms of energy consumption (principally electricity)
is expected. Coal usage grows in line with total energy consumption as coal
becomes increasingly important as a source of synthetic gas and as an input to
electricity generation. Petroleum graduaslly declines in relative importance
as an energy source--consumption of refined petroleum is forecast to increase
at 2.9% compared to the 3.2% growth of total energy consumption~--but petroleum
still accounts for 41% of energy consumption in 2000. Electricity usage increases
much more rapidly, at a 5.9% annual rate, than tctal energy consumption,
increasing its share of energy consumption from 9% in 1975 to 17% by 2000.
Gas, on the other hand, declines in relative importance from 31% of total
energy consumption in 1975 to 23% in 2000, corresponding to an average growth

rate of only 1.8% per annum.
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(average annual percentage growth rates, 1975-2000.)

Total sector

Total sector

Sector output in output in con- Price of
current dollars stant (1971) dollars sector output
1. Agriculture 7.4 2.4 4.9
2. Manufacturing 7.0 3.5 3.4
3. Transportation 6.5 4.1 2.3
4. Trade and Services 7.4 3.2 4.1
5. Coal 8.9 3.3 5.4
i, Crude Petroleum 6.4 3.1 3.2
7. Refined Petroleum 7.0 3.0 4.0
8. Electricity 7.6 5.9 1.6
9. Gas Utilities 6.1 1.8 4.2
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Table 12. Total U.S. Energy Utilization, 1970-200Q.

1970 1975 1980 1985 2000
Coal
Use (Tr.Btu) 10931 13742 16688 21221 32688
Z of total 16.3 17.1 17.3 18.3 18.7
Average growth
rate (% a year) 4.7 4.0 4.9 2.9
Petroleum
Use (Tr.Btu) 29295 34241 41561 50038 71832
~ of total 43.3 42.4 43.0 43.1 41.2
Average growth
rate 3.3 4.0 3.8 2.4
Electricity
Use (Tr.Btu) 5218 7275 10226 18950 30377
% of total 7.8 9.1 10.6 12.0 17.4
Average growth
rate 6.9 7.1 6.4 5.3
Gas
Use (Tr.Btu) 21957 24992 28208 30997 39573
%2 of total 32.7 31.1 29.2 26.7 22.7
Average growth
rate 2.6 2.5 1.9 1.6
Total
Use (Tr.Btu) 67201 80250 96683 116206 174470
Z of total 100.0 100.0 100.0 100.0 100.0

Average growth
rate 3.6 3.8 3.7 2.7
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Coal continues to be & major energy source in the U.S. economy. Although
it supplies virtually no final demand it retains its importance as & primary
energy source to lndustry and to secondary energy generagtion. On the supply
side, domestic production contimies to supply virtually all coal requirements;
on the demand side, coal is used primarily as a fuel for manufacturing industry
and as ap input into the electrieity generation and gas utility sectors.
Although current use of coal by gas utilities is negligible, this is expected to
change with the development and introduciton of synthetic gas production using
coal and petroleum as fuel inputs. Also, coal is expected to remain an
important export commodity. ‘he utilization of roal for the period 19T70-2000
is summarized in Table 13.

Utilization of petroleum products is prolected to show similar growth
in both interinediite and final demand categorics On the supply side, imports
contrivute an increasing share of totel supply, atthough, in the latter years
of the Toreccast period, the introductica of sha’= ol is expected to lessen the
dependence on imports. On the demand 3ide, the se.vices sector 1z forecast to
ranidly increagse its consumption of petroleum and, by 2000, to become the
largest intermediate user. Perscnel consumption use of petroleum also
increases steadily, remaining the largest single consumption category.

Demand by all sectors for electricity, both intermediate and final, is
expected to incresse rapidly. Personal consumption use of electricity con-
tinues to dominate consumption but use as an intermediate input, particularly
into the service sector, is also very important. Gas, as a product of gas
utilitles, declines in relative importance. Tmports are projected to provide
an increasing proportion of gas supply. In additlon, synthetic gas produced from

coal and petroleum is expected to beceme significant in the 1980°s and, by 2000,
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Table 13. Energy Utilization Summary

USAGE GROWTH RATES
(Trillion Btu) (Average percent per annum)
Final Interindustry U.s. Final Interindustry U.S.

Consumption use demand Consumption use demand
Coal
1970 231 10700 10931
1975 72 13670 13742 -20.8 5.0 4.7
1980 88 16600 16688 4.1 4.0 4.0
1985 115 21106 21221 5.5 4.9 4.9
2000 125 32563 32688 0.6 2.9 2.9
Refined
Petroleum
1970 11272 17823 29095
1975 15545 18696 34241 6.6 1.0 3.3
1980 18531 23030 41561 3.6 4.3 4.0
1985 22379 27659 50038 3.8 3.7 3.8
2000 27236 44596 71832 1.3 3.2 2.4
Electricity
1970 1956 3262 5218
1975 3106 4169 7275 8.7 5.2 £.2
1980 4663 5563 10226 8.5 5.9 7.1
1985 6724 7226 13950 7.6 5.4 6.4
2000 17005 13372 30377 6.4 4.2 5.3
Gas
1970 6108 15849 21957
1975 7874 17118 24992 5.2 1.6 2,6
1980 8984 19224 28208 2.7 2.3 2.5
1985 9712 21285 20997 1.6 2.1 1.9
2000 2000 13912 25661 2.4 1.3 1.6
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to provide 14% of total gas supply. ProjJections of synthetic rfuel producticn
are given in Table 14. A1l sectoral demands for gas inecrease but personal
consumption continues to be the principal usage while manufacturing, services,
electricity generation and the gas utility sector itself are the main inter-
mediate users.

The first comparison between our projections and energy balance projecticns
is between the projections we have given in Tables 1, 2 and 12 and cor-
responding projections for 1975 and 1985 prepared by the Committee on the
U.S. Fnergy Outlook of the National Petroleum Cnuncil.26 The projections of
domestic utilization of energy by the National Petroleum Council are given in
table 15 for ccal, oil, and gas. These projections can be compared with our
proJections for coal, refined petroleum products, and gas as a product of gas
utilities. The percentage increase in fossi? fuel utilization over the period
1970 to 1975 is almost identical for the two sets of projections. For the period
1975-1985 our projection of fossil fuel utilization is above that of thie National
Fetroleum Council. This difference is due ta the greater role assigned to
nucleer generation of electricity in the National Petroleum Council estimates.
The use of primary energy sources is approximately the same in the two pro-
Jections.

A critical element in any set of energy projections is the projection
of electricity demand. A detailed comparison of alternative electricity demand
proJections has been made by Chapman, Mount, and Tyrrell.27 A summary of thelr
results is eziven in Table 16 for the years 1970-2000. The first three rows
summarize alternative "high" growth projections of electricity demand by the
- National Petroleum Council (NPC), the 1970 National Fower Survey of the Federsl

Power Commission (FPC), and the Cornell University-National Science Foundation
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Table l4. Supplemental Energy Supplies

(Energy flows in

trillion Btu)

IMPORTS
Petroleum Natural Gas
Crude Refined Total % U.S. bemand ,  Total % U.S. Demand
1
1970 2716 4627 7388 25 | 846 4
1975 5339 7626 12965 37 i 2580 10
1980 7587 10833 18420 44 | 4020 14
1985 9034 18067 27100 54 ' 5880 19
l
2000 10237 25594 35831 50 | 11130 28
SYNTHETIC FUEL
Gas 0il
' b
Coal input Petroleum input Output % U.S. Demand | Total’ % U.S. Demand
t
1970 - - - - | - -
1975 - - - - | - -
1980 430 440 700 - -
1985 2000 670 2000 6 , - -
!
2000 7140 550 5500 14 '1433C 20

*
This refers to oil produced from shale.
of oil will be produced by coal liquifaction but this 1s not included.

Source:

Based on the import and synthetic fuel assumptions made by Dupree

and West, (1973).

It is possible that small quanctic:es
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Table 15. U.S. domestic utilization of fossil fuels, 1970-1985, proiecticns
by the National Petroleum Council, annual growth rates.

Energy source Time interal NPC projection HJ projection
Coal 1970-1975 4.5 13.1
1975-1985 3.5 2.6
011 1970-1975 6.1 2.5
1975-1985 3.5 4.4
Gas 1970-1975 -0.7 2.0
1975-1985 -0.1 4.7

Sources: TNPC: National Petroleum Council {1971) able II, page 13. Annual
growth rates computed from original data given in trillion btu's.

HJ: Our projection.
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Table 16. U.S. domestic utilization of electricity, 1970-2000, alternattve
projections, trillion kilowatt hours.

Projection 1970 1975 1980 1985 1990 2000
NPC 1.59 2.29 3.29 4,54 -- -~
FPC 1.53 -- 3.07 - 5.83 --
Cornell-NSF 1.57 2,15 2.92 3.96 5.38 10.25
CMT - High 1.53 2.14 3.05 -- 5.66 9.89
- Medium 1.53 1.98 2,38 -- 3.01 3.45
- Low 1.53 1.88 2.07 -- 2.1 2.01
KT 1.53 1.88 -- 3.62 -- 9.40

Sources: NPC (National Petroleum Council), FPC (Federal Power Commission),
Cornell-NSF (Cornell-National Science Foundation Workshop):
Chapman, Mount, Tyrrell, (1972), Table 1, page 3.

CMT: Chapman, Mount and Tyrrell, (1972), table 2, page 15,

BEA population assumption, "High' corresponds to the real price
of electricity doubling by the year 2000; "Medium" corresponds
to the Federal Power Commission estimate of a 19 per cent real
price increase from 1970-1990; "Low" corresponds to a decline
of the real price by 24 per cent from 1970-1980 and 12 per cent
from 1980-1990 and 1990-2000.

HJ: Our projection.
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Workshop (Cornell-NSF). The second three rows summarize alterrctive projections
by Chapman, Mount, and Tyrrell, based on an econometric model. of energy

demand that incorporates the effect of electricity prices, population,

income, and natural gas prices.

Chapman, Mount, and Tyrrell present projections of electricity demand
based on alternative assumptionssbout the growth of the price of electricity
and the growth of populeation. We have limited our summary of their results t-
projections based on the same population projecticns employed in our own worlk.
These population projections are the Census D Projections, which imply that
population growth will continue at a positive rate for the foreseeable futurz.
The "high" projections of electricity dema.ud ;. en in Table 16 are based on a
falling price of electricity relative to the consumer price index. The "mediun”
and "low" projections are based on alternative rates of increase in the price
of electricity relative to the consumer price .dex. The '"medium” projections
are based on an increase in the electriicty relative to the consumer price
index of 19 percent over the period 1970-1990. The "low" projections are
based on a doubling of this price ratio over the period 1970-2000.

Except for 1975 our projections of electricity utilization in the United
States coincide with the "high" projections of Chapman, Mount, and Tyrrell.

We project a decline in the ratio of the price of electricity to the price cf
personal consumption expenditures. The basis for this proJection is that the
important inputs of the electric generating sector--capital services and fuel--
do not increase in price relative to the price of personal consumption expendi-
tures, while productivity growth in this industry continues to be unusually
rapid. A drematic increase in capital costs due to regulations requiring

environmental protection, not incorporated into our present forecasts of
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Table 17.U.S. domestic utilization of fossil fuels for generation of
electricity, 1970-1985, projections by National Economic Research
Associates and National Petroleum Council, annual growth rates.

Energy source NERA projection NPC projection HJ projection
Coal 2.7 L -0.3
0il 0.2 h.6 1.4
Gas 3.5 0.0 4.6

Sources: NERA: National Economic Research Associates, Inc., (1972) Table 13,
page 28. Annual growth rates computed from original data given in
short tons for coal, barrels of oil, and thousands of cubic feet for
gas.

NPC: National Petroleum Council (1972), page 20. Annual growth
rates computed from original data given in btu's.

HJ: Our projection.
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productivity growth in the electric generating industry, would counteract this
trend. Sufficiently high costs of environmental protection or changes in
texation would result in electricity utilization estimates in the "medium" or
"low" range suggested by Chapman, Mount and Tyrrell.

The final comparison between our projections and alternative projections
is for projected rates of growth of fossil fuel utilization for the generatiom
of electricity in the United States. Projections for 1970 and 1985 by Wational
Economic Research Associates for the Edison Electric Institute and by the

28

National Petroleum Council are given in Table 17. Both alternative projections
are based on demand for electricity from the 1970 National Power Survey.29

Our projections of natural gas used in the generation of electriicty are higher
than either of the alternative projections. Our projections of o0il used are
above those of National Economic Research Associates and below those of the
Naticnal Petroleum Council. Finally, our projections of ccal use are belcw
both alternative sets of projections. An examination of our projJections of
price trends for the three fuels provides an explanation Br our results. Ve
project an increase in the price of coal relative to the prices of the other
two energy sources. We project a fall in the price of dl relative to the
prices of gas and coal. A very sharp rise in gas prices would be required to
bring our estimates of gas used by electric utilities into line with the pro-
Jections of the National Petroleum Council.

Except for the proJections of electricity demand by Chapman, Mount, and
Tyrrell, the proJjections of energy utilization we have reviewed have been
prepared without explicit assumptions about the growth of energy prices relative
to other prices or about the relative growth of the prices of alternative fuels.
Our projections include projections of energy demand and supply, energy price

and cost, and energy imports and exports. The implications of slternative
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assumptions about the determinents of energy demand and supply, for examp.c,
assumptions about population growth or productivity change, can be determined
for both the overall growth of energy utilization and the distribution of
energy growth among alternative energy sources. We can determine the direct
effects of facto affecting demand or supply for a given energy scurce on the
utilization and price of that source. We can also determine the impact of
these factors on the utilization and price of alternative energy sources.

Our proJections have been prepared as a reference pcint for the analysis
of energy policy. In making these projections we have assumed no change in
energy policy. Although our projections differ in detail from projections
based on the energy balance approach, the overéll pattern of our projecticns
is similar to the pattern suggested by "high growth" projections, such as the
projections of the National Petroleum Council, the Federal Power Cormission, and
National Economic Research Associates. Our projJections of the growth of
electricity demand are comparable to the highest projections presented by
Chapman, Mount, and Tyrrell. Our price projections for electricity are con-
sistent with the price projections that underly the highest demand projections

given by Chapman, Mount and Tyrrell.
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6. Energy Policy.

6.1. Introduction. Our detailed projections of energy demand and supply

for the period 19T75-2000 are intended to serve as a reference point for- ponlicy
analysis. These projections embody no major new departures in energy policy.
To analyze the effect of a given change in energy pclicy our methodology is to
prepare an alternative set of projections, incorporating the policy change,
and to compare the resulting balance of energy demand and éupply with the
balance under no change in policy. To illustrate our methodology we prescnt
a detailed analysis of a uniform rate of tax per Btu for each type of energy
used in the U.S. economy, as proposed in The Energy Revenue and Development Act
of 1973, introduced by Senator Mike Gravel and the subject of recent hearingz by
the Senate Finance Committee.30

We can distinguish between two types of Btu taxes, first, a uniform tax cn
all energy consumed and, second, & uniform tax on final censumption of energy.
A tax on all energy consumed would have the effect of creating a wedge equal to
the tax rate between the price received by an energy producer and the price paid
by an energy consumer. The first stage of our policy analysis is to re-compute
the prices for all nine sectors of the U.S. economy, incorporating the taxes
paid by consumers into our behavioral equations for the demand and supply for
energy. Given the resulting prices, we then determine the corresponding input-
output coefficients for all sectors. Finally, we estimate the effect of the
change in prices on the allocation of personal consumption expenditures to
obtain the component of the rinal demana vector corresponding tu persoial
consumption expenditures.

The final stage of our analysis is to determine the effects of a uniform
Btu tax on all energy consumed on industry output levels and on the allocaticn

of employment and capital among sectors by means of input-output analysis, bacsed
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on the new set of input-output coefficients. These effects include the direct
effects of the substitution of capital and other inputs for energy in the produc-
ing sectors and the indirect effects induced by changes in the relativg prices
of all products as a result of the tax on energy. Given the levels of
domestic production of each type of energy and the prices of energy products,
we can determine the impact of the Btu tax on the level of energy imports and
the balahce of trade of the U.S. econamy.

A uniform Btu tax on final consumption of energy has fewer repercussicns
than a tax on all energy consumed. Given the prices of energy and other
products, a tax on the final consumption of energy creates a wedge between
the prices paid for energy by producers and prices pald by final consumers.
Given the prices of energy, including the tax, and the prices of other products
in the economy, we can determine the allocation of personal consumption expendi-
tures among the eleven components included in our model of the household
sector. We replace the consumption component of final demand by the new con-
sumption vector and re-compute industry output levels, employment, and the
distribution of capital among sectors. As before, we can determine the impact
of the tax on energy imports and the balance of trade.

We first present a summary of the impact of & Btu tax on total energy
consumption in the new consumption in the United States and on the composition
of energy utilization. We attempt to answer the following questions:

l. What effect does a Btu tax have on energy use?

2. How does this effect vary with the tax rate?

3. Does the effect differ between intermediate and final energy use?

L, What is the effect of a Btu tax levied only on intermediate energy

use?
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5. What is the effect of a Btu tex levied only on finel energy use?

We next consider possible tax policies in which the Btu tax can be
used to achieve the goal of independence from energy imports by 1985. Of
course, the Btu tax is only one of many policy instruments that might be used
to reduce demand such as a sales tax on energy, tax incentives or direct sub-
sidies to stimulate supply, government research and development programs to
stimulate the introduction of new energy technologies, energy ccnservation
measures such as restrictions on the use of passenger automobiles, and so on.
Our conclusion is that independence of energy imports can be achieved by tax
policy, but that the tax rates required increase rapidly with time. For
example, energy independence requires a tax rate of 29 cents per million Etu
in 1980, but the reguired tax rate rises to 64 cents per million Btu in 19¢85.

6.2, Tax policy and conservation. The simulations involving the Btu

tax in this section were conducted under the assumption that the tax is not
accompanied by any change in import regulations so that Jjust as much energy

can be imported once the tax is Imposed as In the absence of the tax. The impact
of various levels of Btu tax on intermediate, final and total energy demand

is shown in Table 18. The results in this table suggest the following con-
clusions. First, the Btu tax can produce a significant reduction in total
energy use. The highest rate shown, $190,000 per trillion Btu, induces a 15.6%
reduction in energy demand. Reductions of this order, as will be discussed in
the next section, are sufficient to achieve U.S. energy independence by the
early 1980's. Second, the incremental impact on energy use of the Btu tax
diminishes as the tax increases. Thus, while the lowest tax shown leads to
& reduction of'72.h quadrillion Btu's for each million dollars per trillion Btu,

this reduction steadily falls to 65.8 quadrillion Btu per million dollars of



-253-

Table 18.

Impact of Btu Taxes on Energy Use in 1975%*

0.190

Tax Rate ($m/tr Bru) 0 0.0575 0.077  0.119
Total U,S. Energy Use
Use (tr Btu) 80250 76085 74755 72018 67755
Change in use (tr Btu) 4165 5495 8232 12495
Change/tax rate 72434 71363 69176 65763
Percentage reduction in use -5.2 -6.8 -10.3 -15.6
Intermediate Energy Use
Use (tr Btu) 53657 51299 50535 48948 46436
Change in use (tr Btu) 2358 3122 4709 7221
Change/tax rate 41008 40545 39571 38005
Percentage reduction in use 4.4 -5.8 -8.8 -13.5
Final Energy Demand
Use {(tr Btu) 26593 24787 24220 23070 21320
Change in use (tr Btu) 1806 2373 3523 5273
Change/tax rate 31408 30818 29605 27752
Percentage reduction in use -6.8 -8.9 -13.2 -19.8

* This refers to a Btu tax applied to all energy sales.
regulations 15 assumed. The 1975 forecast is that shown in Section 2.

No change in import
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tax for the highest tax rate shown. It is also the case, however, that this
reduction 1s rather gradual so that an assumption of constant tax effectiveness
is not, as a first approximation, unreasonable. Third, the impact of the tax

is pfoportionately greater for final demand than for intermediate dem;nd for
energy. Typlcally, the percentage reduction in energy use for intermediate
purposes is only two thirds the reduction in final demand use. The absolute
reduction in energy usage is, however, greater in intermediate than in final
demand categories. Thus, it turns out that the Bfu tax leads to more Btu's being
released from intermediate use than from final use zlthough it is the final users
who give up relatively more of their consumption.

. The Btu tax rates are translated into dollars per physical unit of each
fuel in Table 19. The taxes are around $2 per ton of coal, about one fourth
its average 1971 price, around $0.40 a barrel of oil, less than ten percent cf
its average price, around $0.0003 a kilowatt hour of electricity, only about 2%
of the electricity price, and around $0.10 per thousand cubic feet of gas,
about one-tenth or tne gas price. Tne difterent ratios or tax to 1uel price
primarily reflect the different Btu contents per dollar of each fuel--coal is
by far the cheapest fuel in terms of Btu cost and consequently, the Btu tax
forms a much larger sum in relation to its price than in the case of the other
fuels, while electricity is very expensive per Btu so that the Btu tax is very
small in relation to the price.

The impact of a tex on any fuel varies according to the tax base, in
particular as to whether it is levied on final uses of energy, on intermediate
uses or on both. The impact of a Btu tex applying to all energy sales has been
summarized abdve. We now compare the impact of the Btu tax when the base is

restricted first to Intermediate purchases of energy and second to purchases of

energy for final use. Table 20 presents the energyv consumption in each of these



-255-
Table 19.

Btu Tax Rates in Terms of Physical Units

Btu Tax Rate Average 1971
($m/tr Btu) 0.0575 0.077 0.119 0.190 Price

Equivalent tax per physical unit

— —

Coal

$/short ton 1.41 1.89 2.93 4.67 8.35
Refined petroleum

products, $/barrel 0.32 0.42 0.66 1.05 6.49
Electricity

$/kvwhr 0.0002 0.0003 0.0004 0.0007 0.017
Gas

$/thousand cubic feet 0.06 0.08 0.12 0,20 0.91
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Table 20.

Impact of Btu Taxes Appliad to Different Bases *

Only Final Energy Sales Taxed Only Intermediate Energy»Salcs Taxed

Tai Rate
$m/tr Btu 0 0.077 0,119 0.190 0 0.077 0.119 0.190

Total U.S. Energy Use

Use (tr Btu) 80250 77988 76880 75177 80250 76907 75142 72261

Change 1in use 2262 3370 5073 3343 5108 7989
(tr Btu)

Change/tax rate 29376 28319 26700 43415 42924 42047

% reductions in use -2.8 -4,2 -6.3 -4,2 -6.4 -10.0

Intermediate Energy Use

Use (tr Btu) 53657 52980 52649 52141 53657 51158 49837 47682

Change in use 677 1008 1516 2499 3820 5975
(tr Btu)

Change/tax rate 8792 8470 7979 32454 32100 31447

X reductions in use -1.3 -1.9 -2.8 -4.7 -7.1 -11.1

Final Energy Demand

Use (tr Btu) 26593 25008 24231 23036 26593 25749 25305 24580

Change in use 1585 2362 3557 844 1288 2013
(tr Btu)

Change/tax rate 20584 19848 18721 10961 10823 10594

X reduction in use -6,0 -8.92 -13.4 -3,2 -4.8 ~-7.6

* The simulations are based on the 197§ forecast described above.



~257~

cases for three of the tax rates considered above.

The results emerging from Table 20 cén be summarized asvfollows. First,
a tax only on intermediate energy sales induces a greater reduction i§ actual
energy consumed than does the same rate of tax applied only to final sales.
Second, either tax base offers the potential for significant reductions in
total energy use. Thus if political considerations dictated that only final
energy sales be taxed, the Btu tax could still cause marked reductions in total
energy use. Third, even if a tax is levied only on one class of sale, the
other class is still affected. Tax on final use leads to a reduction in final
energy use which, in turn, leads to reduced activity in the fuel sectors and
to reduced intermediate purchases by these sectors. Similarly, a tax only on
intermediate energy use leads to increased fuel prices and these lead to de-
creased energy use at final as well as intermediate levels of activity. It
does emerge, however, that the tax on final use has less impact on intermediat-
energy consumption than the tax on intermediate ccnsumption has on final
energy use.

6.3. TImport independence. This section examines various tax scenarjos

in which the Btu tax can be used to achieve the goal of independence from energy
imports by 1985. Again, the analysis is based on the DRI energy model so that
account is teken of final demand, intermediate demand, and input substitution
effects on the tax. Also, it must be emphasized that the Btu tax is only one
of several policy instruments that are available to the U.S; government in
reducing consumption of, and imports of, energy; another possible tax, the sales
tax on energy, is discussed in the following section.

Table 21 shows, for the three forecast years 1975, 1980 and 1985, the impac:
of several Btu taxes on total U.S. energy demand and on U.S. imports of energy.

The Btu tax is applied uniformly to all fuel imports and to domestic sales of
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coal, crude petroleum, refined petroleum products, electricity and natural
gas. The simulations assume that, since import independence is the policy
objective, reductions in energy usage induced by the tax are translated by
import regulation into a reduction in imports. Although only oil and gas
supplies are directly affected by this import reduétion, the price effects of
the tax, along with the lower import levels, operate through interindustry
dependence and energy substitutions to produce changes in use of all types of
energy. These detailed effects are examined below. Four different tax rates
are shown for 1975 to illustrate the relation between tax rate and energy uce;
in 1980 and 1985 only two tax rates are shown.

The results shown in Table 21 show that the Btu tax can be an etfective
means of reducing use of energy. The taxes shown reduce demand by up to 27%;
higher taxes would result in still greatervreductions. But, more important,
the Btu tax is an effective means of reducing dependence on imports. The 1685
simulations show that a progressive increase in the Btu tax rate to $0.6L0 per
million Btu will serve to reduce imports to a negligible level (a level equeal
to about one tenth of 1973 imports). It can be seen that there are wvarious
ways of increasing the tax rate over the period up to 1985 that will secure
this goal of energy independence. For example, one possible tax scheme that
would secure import independence is shown in Table 22, but this is only one of
many possible systems that can be inferred from Table 21. The taxcannot be re-
moved after 1985, however. In fact, the tax rate will have to increase gradually
from its 1985 level if demand is to be maintained at a level that can be
satisfied from U.S. production with only minimal energy imports.

The Btu tax required to achleve energy independence by 1985 would

produce substantial revenue for the Federal Government. Table 21 shows estimates



1975
1976
1977
1978
1979
1980
1981
1982
1983
1984

1985
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Table 22.

A Possible Btu Tax System for Energy Independence

Tax Rate

(§/m Btu)
0.0575
0.0795
0.110
0.152
0.210
0.290
0.340
0.400
0.466
0.546

0.640

Imports in U.S,
Energy Use (%)

15.3

7.0

2.0
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of this revemue which would start in the region of $4 bn in 1975 end increase
up to $5k bn by 1985. This revenue would be sufficient to sustain a substantial
Energy Trust Fund which could, in turn, be used to support large-scale erergy
research and development. Alternatively, or in addition, these funds could
be used to support the extended mass transit facilities that would be necessary
es people were induced by the energy tax to place less reliance on the
automobile for urban transportation. It is importent to ncte, hcowever, that
some means of returning these energy tax revenues to the economy is desirsable
in order to avoid the deflationary impact of extracting such a volume of
income from the private economy.

There are two sets of considerations that would lead to a smaller Etu
tax than that depicted in Table 22. First, imports from countries such
as Canada, Venezuela and Indonesia might be regarded as sufficleuntly reliable
that the obJjective of import independence might be interpreted as independence
from Middle East producers. If this were the case, then a lower tax rate prarile
could be inferred from Table 21 as sufficlent for the purpose. Second, the
simulations in Teble 21 are predicated on the U.S. energy production levels
underlying the forecasts of the U.S. Department of the Interior (Dupree and
West,1972). These allow for Alaskan North slope oil production and some new
discoveries in the lower 48 states. New discoveries of oil and/or gas reserves
in the U.S. would provide an alternative potential means of reducing dependence
on imports. Whether such a discover, even if it were to occur in the neer
future, would result in a substantial contribution to damestic oil or gas output
much before 1985 can be regarded as questionable. However, on the latest
available information on United States damestic production and reserves of oil
and gas, the figures in Table 21 for the tax rates required for energy independence

are appropriate.
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The relation between the rate of Btu tex and the resulting reducticn in
energy use is shown in Table 23. It is clear frcem this information that a
higher tax rate leads to a greater reduction in energyv use but that thg relation
is not one of proportionality. Increases in the tax rate have a dimirishing
impact on the reduction in energy use. Tnerefore, each additionel Btu reluction
in energy usage requires a larger increase in the rate of the Btu tax. Far-
tunately, the reduction in the efrfectiveness of the Btu tax‘is gradusal,
substantial reductions in energy use and in import dependence can te chtaine
from tax rates that are not unreasonably high in terms of revenue yield.

The impact of the varicus Btu taxes on energy use is given in detsil i
Table 24 and in Table 25. This information shows that the Btu tax has
markedly different effects on the use of the different types of fuel--cosl,
petroleum, electricity, and gas. In each of the three years analyzed, the
ranking in terms of change in energy use is substantially the eamo; the
greatest change in use occurs in natural gas, then petrolewm, thon coal, and
the least change in use occurs in electricity. The erfect as measured by
the percentage reduction in total U.S5. demand for the fuel caused by the Btu
tax is clearly greatest for gas usage, which in turn is substantially greater
than petroleum, with coal and electricity then following without so much
difference between their usage reductions.

Apart from coal, which is used almost entirely as an intermediste
input, both final consumption and intermediate uses share substantial drops
under tha Btu tax. The impact on final demand relative to intermediate use
does very among the different fuels. In terms of the percentage reduction in
use that results from the tax, consumption of petroleum products falls more

in final consumption than in intermediate use, while for electricity
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Table 23.

Tax Rate (§/m Btu)

Reduction in U.S. Energy
Use (tr Btu)

Energy Reduction/Tax Rate

0.041

3007

73341

0.0575

3931

68365

1975 Enerpv Use

0.077 G.119
5188 7782
67376 65395

0.190

11845

62342
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Table 24.

(Energy flows in Trillion Btu)

Final Consumntion Intermediate Use Total U.S. Demand

1975

Tax Rate Q 0.0575 0.119 0 0.0575 0.119 0 0.0575 0.119

($/m Btu)

Coal 71 69 68 13671 13130 12585 13742 13199 12663

Refined 15542 14553 13597 18698 18097 17484 34241 32650 31080

Perroleum

Zlectricity 3106 3039 2968 4169 4016 3861 7275 7055 6830

Gas 7874 7131 6447 17118 16284 15648 24992 23415 21895

Total 26593 24792 23080 53657 51527 49388 80250 76319 72468
1980

Tax Rate 0 0.184 0.290 [¢] 0.184 0.290 0 0.184 0.290

($/m Btu)

Coal 86 81 79 16603 15012 14222 16688 15094 14301

Refined 18522 15587 14201 23040 21262 20313 41561 36848 34514

Petroleum

Electricity 4663 4370 4213 5563 5025 4747 10226 9395 8960

Gas 8984 7000 6138 19224 17067 15344 28208 24068 22081

Total 32254 27039 24631 64430 58366 55225 96684 85405 79858
1985

Tax Rate 0 0.480 0.640 0 0.480 0.640 0 0.480 0.640

(§/m Btu)

Coal 109 97 93 21112 17408 16448 21221 17505 16541

Refined

Petroleum 22371 15402 13785 27667 23€60 22439 50038 39062 36224

Electricity 6723 5763 5484 7227 5733 5332 13950 11496 10815

Gas 9712 5874 5074 21285 17204 15967 30998 23078 21042

Total 38916 27135 24436 77291 64006 60186 116207 91140 64822
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Table 25.

(Percentage by which energy flow after introduction
of the Btu tax differs from the energy flow with no tax).

Final Consumption Intermediate Use Total U.S. Demand

1975

Tax Rate 0 0.0575 0.119 0 0.0575 0.119 0 0.0575 0.119

($/m Btu)

Coal 0 ~2.8 -4.2 -4.0 ~7.9 -4.0 ~-7.9

Refined -6.4 ~-12.5 -3.2 -6.5 ~4.6 -9.2

Petroleum

Electricity 0 -2.2 -4.4 0 -3.7 1.4 0 -3.0 -6.1

Gas ] -9.4 -18.1 0 -4.9 -9.8 0 -6.3 -12.4

Total 0 -6.8 -13.2 0 -4.0 -8.0 0 -4.9 -9.,7
1980

Tax Rate 0 0.184 0.290 0 0.184 0.290 0 0.184 0.290

($/m Btu) .

Coal 0 -5.8 -8.1 -9.6 -14.3 -9.6 -14.3

Refined -15.8 -23.3 -7.7 -11.8 -11.3 -17.0

Petroleum

Electricity -6.3 -9.7 -9.7 =14.7 -8.1 -12.4

Gas =-22.1 -31.7 -11.2 -17.1 -14.7 -21.7

Total [4] -13.1 -23.6 0 -9.4 =14.3 0 -11.7 -17.4
1985

Tax Rate 0 0.480 0.640 0 0.480 0.640 0 0.480 0.640

($/m Btu)

Coal -11.0 -14.6 -17.5 -22.1 -17.5 =-22.1

Refined -31.2 -38.4 0 ~14.5 -18.9 -21.9 ~27.6

Petroleum

Electricity 0 -14.3 -18.4 0 -20.7 -26.2 =17.6 =22.5

Gas -39.5 -47.8 -19.2 -25.0 0 -25.6 -32.1

Total b] -30.3 -37.2 v} -17.2 -22.1 0 =-21.6 ~27.2
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intermediate use falls more and for gas final use shows the greater reduction.

The different relative impacts of the uniform Btu tax on the various
fuels can be attributed to various factors. Electricity is already the mcst
expensive source of energy. The 1971 cost per Btu for the different fuels are
shown in Table 26. Electricity is four times as expensive per Btu as the next
most expensive fuel, petroleum. Each dollar of tax per Btu results in a smeller
relative increase in the price of electricity than in the price of other fuels;
this is detailed in the price information in Table 19. Thus, electrizity becomes
relatively less expensive than other energy sources, leading to some substitution
of electricity fcr these other fuslg. Also, electricity is such a convenient
and flexible energy source that, for meny users, it has no close substitute
and 1ts use is relatively insensitive to changes in price.

Coal usage falls only slightly more than usage of electricity, but
for different reasons. From Table 26 coal can be seen to be much the cheapest
energy source and even after its price has risen to accomodate the Btu tax,
it is still relatively cheap for those uses to which it is suited, particularly
industrial and electricity generating fuel. Lack of availability of substitute
fuels in similar quantities, with similar relisbility of supply or as cheaply as
coal, results in & smeller reduction in coal use than in the use of any other
primary energy source.

Consumption of petroleum products is reduced initially by the reduction
in imports and the consequent rise in price. The rise in the prices of petroleum
products caused by the tax leads to significant reductions in usage, particularly
in the final consumption level. Natural gas is similar but is subject to more
competition from substitute fuels. Given the substantial rise in price
of natural gas, added to a price already artifiically low due to price regulation,

there is a substantial reduction in usage of gas, particularly in final consump-

tion.



Coal
Petroleum Products
Electricity

Gas
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Table 26.
Energy Costs of Different Fuels, 1971

($1971mn/tr Btu)
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The impact of the Btu taxes on prices 1s shown in Table 27. Taxes on
energy lead to higher energy prices and these, in turn, filter through the
entire economic system, raising prices in all sectors. The effect on overall
prices, as measured by the average price of goods and servicez, for example, is
not substantial. In 21985, under a Btu tax system sufficient to achieve energy
independence, the ov:rall price level is 3.1% higher than it would have been
without an energy tax. Inflation would average 373% a yeer with the tax as
opposed to 3.0% without it over the period tc 1985.

The impact of the Btu tax on the energy sector prices varies markedly
between the different fuels--electricity prices increase the least, in percentage
terms, since electricity is already expensive in terms of Btu. The price of
coal does not inerease much more in price than electricity since supply ccndi-
tions in the coal industry are such that only part of the tax is passed on to
purchasers. Petroleum products increase in price by more than electricity as
demand conditions permit the tax to be passed on in the form of higher prices.
Natural gas prices behave similarly, but increase even more than petroleum prices.
The average percentage increase in prices for a Btu tax of $1 million per
trillion Btu is given in Tabel 28 although 1t should be noted that the relation
between tax rate and price increase is not proportional--increases in prices
increase with taxes but not as rapidly.

The effect of the Btu taxes on output is shown in Table 29. The
reduction in energy use caused by the Btu tax does have a cost in production and
consumption. This cost is not, however, very large--energy independence
by 1985 leads to output in that year only 1.6% below the output that would
have been possible if there had been no restriction on imports and no Bfu tax.

The sectoral impact of the tax 1s primarily on output of the energy sectors.
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Table 27.

Effect of Btu Taxes on Prices

(Percentage difference of the average output price of
each gector with the tax imposed from the price with no tax)

— 1975 1980 1985

Tax  Rate 0 0.0575 0.119 0 0.184 0.290 0 0.480 0.640
($/m Btu) -—
Agriculture 0 0.3 0.6 0 0.8 1.2 0 1.7 2.3

Manufacturing 0 0.3 0.6 0 0.7 1.2 0 1.7 2,2

Transport 0 0.3 0.7 0 0.9 1.4 0 1.9 | 2.6

Services 0 0.1 0.2 0 0.3 0.6 0 0.6 0.8

Coal 0 4.3, 8.9 0 11.0 17.4 0 23.2 31.0

Crude 0 4.3 8.9 0 11.6 18.4 0 27.3 36.5

Petroleum

Refined 0 6.3 13.2 0 17.0 27.4 0 39.1 53.8

Petroleum

Electricity 0 2.2 4.5 0 6.5 10.4 0 16.1 21.8

Gas 0 10.1 21.4 0 26.5 43.4 0 57.2 80.2

Consumer 0 0.4 0.8 0 1.0 1.7 0 2.3 3.1

Prices
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Table 28.

Averapge Effect on Prices and Qutput in 1985 of the Btu Tax

(Average Percentage increase of prices or output
with the Btu tax imposed over prices or output with

Agriculture
Manufacturing
Transport
Services

Coal

Crude Petroleum
Refined Petroleum
Electricity

Gas

Total

no tax, for a tax of $1/m Btu)

Prices
4.3
4.0
4.9
1.6

60.0

63.0

93.0

35.0

145.0

5.7

Output

~45.0
-43.0
-60.0
=-44.0

-75.0
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Table 28.

Effect of Btu Taxes on Output

(Percentage difference of the output with the Btu tax
{mposed from the output with no tax)

1975 1980 1985
Tax Rate 0.0575 0.119 0 0.184 0.290 0 0.480 0.640
($/m Btu)
Agriculture ~0.3 -~0.7 0 -0.8 -1.3 0 -1.9 -2.4
Manufacturing -0.3 -0.6 0 -0.8 -1.2 0 -1.7 =-2.3
Transport -0.3 -0.7 0 -0.9 =-1.4 0 -1.8 ~2.4
Services -0.2 ~0.4 0 -0.5 -0.7 Q -1.0 -1.4
Coal -3.5 -6.9 0 -8.5 -12.7 0 -15.7 -19.8
Crude -3.3 -6.5 0 -8.2 -12.2 0 -16.1 -20.0
Petroleum
Refined -4.7 -9.3 0 -11.4 -17.0 0 -22.0 -27.7
Petroleum
Electricity ~3.0 -6.1 0 -8.1 -12.3 0 -17.6 -22.5
Gas -6.3 -12.4 1] =-14.7 -21.7 0 -25.6 -32.2
Total ~0.3 -0.5 0 ~-0.6 -0.8 0 -1.3 -1.6
Output

(GNP)
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As has been discussed elready, the impact is, among the energy sectors,

least for electricity, slightly more for coal, more for petroleum and most for
gas. Fconomizing on fuel use and substitutions between fuels in the producing
sectors, along with the fact that the main burden of energy reduction falls
directly onto final consumers, permit the other producing sectors to continue
with only minimal impact from the tax and energy cutbacks.

Transportation is most affected by the tax, with agriculture and manu-
facturing affected almost as much; but output of services is reduced very little.
The average effect on sectoral output of a one dollar tex per million Btu is
shown in Table 28. All these output figures show that a Btu tax high encugh
to achieve energy independence by 1985 would not cignificantly reduce real
economi.c growth§ in fact, the rate of growth of real GNP would be reduced by only
about 0.15 percent points per year, compared to growth with no limits on impcrts
and no energy tax.

This discussion of energy tax in the form of a uniform tax per Btu on
all energy sources can be summarized as follows:

1. A Btu tax does give effective control over total U.S. energy usage.

2. A Btu tax program would be adeqguate to achieve energy independence
by 1985; the tax rates required for this would not be unreasonably high in terms
of revenue yield.

3. A Btu tax to secure energy independence would result in higher prices,
particulerly of energy products, but the average increase in the rate of in-
fletinn wonld only be in the order of 0.3 percentage points a year.

4, A Btu tax to secure energy independence would have & cost in terms of
reduction in output but real growth would continue with the reduction in the

rate of growth only in the order of 0.15 percentage points a year.



-273-

5. A Btu tex to secure energy independence would have differing effects
on different fuels—-electricity and coal output would be reduced the least;

output of petroleum products and natural ges, the most.
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Footnotes

1. The seminal contribution to macro—econometric medeling of the
U.S. economy 1is the Klein—Gldberger (1955) model. For a recent review
of macro-econometric models of the United States, see Hickman (1972).

2. TFor the orilginal development of iiput-output analysis, see
Leontief ¢1951). A recent compendium of r2search on input-output analysis
1s Carter and Brody (1%70).

3. A more detailed presentaiion of our appvoach is contained in
Jorgenson, Berndt, Christeusen, and Fudson (1973).

4. In the Kleiln-Gonldberger model the determination of prices can
be completely suppressed with a resultlu? improvement in forecasting
accuracy for real magnitudes. See &nl {1982) and Goldberger (1959).

5. The conergy balance framework has been employed by Dupree and West
(1973) and The National Potrolzum Council (1971, 1972).

6. See, for example, the discussion of the nac~classical two sector
growth model by Burmeister and Dobell (1970) and the references given there.
A more detailed discussion of our model is pre-ented in lludson and Jorzenson
(1974); see also, Jorgenson, Berndt, Christensen, and Hudson (1973), Chapter 2.

7. Detalled projecctions are prasented by Hudseon and Jorgenson (1974b).

ted by Christensen
was originated

8. Our model of rthe household sector was or
and Jorgenson (1968). Our model of the huslness sectorx
by Christensen, Jurgenson, ane Leu (17735 .

S. The data are presented in a saries of srricles ty Christensen
and Jorgenson (1969, 1970, 1973a, 1973b).

10. Energy imports are significant only for crude and refined petroleum
products, and natural gas. Tor the period 1958-1572 petroleum imports were
subject to a system of quotas. Natural gas imports are subject ro regula-
tion by The Federal Power Commission. For a disecussion of the petroleum

import qucta system, gsee Barrows and Domencich {1970},

11. For a detailed interpretation of the price possibility frontier,
see Christensen, Jorgensoan and Lau (i1973), esp. pp. 32-33.

12. See Samuelson (1966).

13. For further discussion of the model of producer behavior, see
Section 4, below.

14. The idea of treating input-output coefficlents as functions of
prices can be traced to Walras (1954), esp. pp. 382-392; this approach has
been extensively discussed by Samuelson (1966), pp. 513-536, and Morishima
(1964), pp. 54~92. A more influential ldesa is to model trends in input-
output coefficients without treating them as part of a model of producer
behavior. This alternative approach has been employed by Leontief (1353},
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Carter (1970) and Almon, et al. (1974). Comparisons of input-output coef-
ficlents for 1947, 1958 and 1961 are given by Carter (1970) and Vaccara (1972).

15. For a detailed discussion of the indirect utility function, see
Chirstensen, Jorgenson, and Lau (1974).

1. This Section is based on Berndt and Jorgenson (1973).

17. See Christensen, Jorgenson, and Lau (1973), pp. 29-32.

18. See Leontief (1947).

19. See Christensen, Jorgenson, and Lau (1971).

20. A KLEM model for total U.S. manufacturing based on the translog
price possibility frontier has been developed by Berndt and Wood (1974).
Berndt and Christensen (1973, 1974a, 1974b) have developed models of
capital-labor substitution for U.S. manufacturing based on the translog

production function, which is dual to the translog.

21. Methods for imposing convexity restrictions have been developed
by Lau (1974).

22, These data were compiled by Jack Faucett Associates (1973).

23. The minimum distance estimator for non-linear simultaneous
equations is discussed by Malinvaud (1970), pp. 325-373.

24. See footnote 5, above.

25. The conversion factors are given in Table 26, below.

26. See National Petroleum Council (1972).

27. See: Chapman, Mount, and Tyrrell (1972); a detailed report on the
econometric model underlying these projections is given by Mount, Chapman,

and Tyrrell (1973).

28. See footnote 2 above for references to the projections by the
National Petroleum Council; see National Economic Research Associlates
(1972).

29. See Federal Power Commission (1971).

30. This section is based on Hudson and Jorgenson (1974a), presented
as testimony at hearings by the Senate Finance Committee, January 16, 1974.
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ECONOMIC ANALYSIS OF ALTERNATIVE ENERGY GROWTH PATTERNS,
1975 - 2000%*

Edward A. Hudson

Summa

This study presents the results of simulations of U.S. economic growth over
the 1975-2000 period under different energy supply and demand conditiogs. The
economic impacts of moves from historical growth patterns to an "energy technical
fix" growth path, and from this to a "zero emergy growth" path are examined.

The main conclusions are:

(1) Substantial economies in U.S. energy input are possible within the existing
structure of the economy and without having to sacrifice continued growth of real
incomes.

(1i) This energy conservation does have a non-trivial ecconomic cost in terms

of a reduction in real income levels vis-a-vis the historical growth position;

in 2000 real income under technical fix growth and zero energy growth are both
about 4% below the historical growth figure.

(111) Adaptation to a less energy intensive economy will not have a cost in
terms of reduced employment; in fact it will result in a slight increase in demand
for labor. This, with the reduced real output, means that labor productivity

is reduced and, correspondingly, real wages are slightly lower in technical fix
or zero energy growth than in historical growth.

(iv) Adaptation to a less energy intensive economy will not have a cost In

terms of total capital requirements; in fact, technical fix or zero energy growth

should require slightly less total capital input than historical growth.

*
A Report to the Energy Policy Project, Ford Foundation.
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{(v) The shift to reduced energy use will result in an increase in rates of
inflation from a predicted 3.8% a year under historical growth to 4.1% under
zero energy growth.

The quantitative economlic changes involved in the move to technical fix or

zero energy growth are summarized in Table 1.

Table 1

Summary of Differences Between Growth Paths
(percentage differencein the level of
each variable between growth paths)

Historical vs. Hlstorical vs. Technical Fix vs.

Technical Fix Zero Energy Growth Zero Energy Growth

1985 2000 1985 2000 1985 2000
Real GNP -1.64 -3.78 -1.61 ~-3.54 0.03 0.25
Price of GNP ) 2.00 4.81 2.26 6.03 0.25 1.17
Pmployment 0.90 1.52 1.25 3.32 0.35 1.77
Capital input -1.02 -1.83 -0.88 -1.17 0.15 0.67

Energy input -16.6 -37.7 -19.3 -46.1 -3.2 -13.4
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Introduction

This report examines and compares the general economic environment
corresponding to the three alternative energy growth patterns being stud-
ied by the Energy Policy Project. These growth patterns are (i) historical
growth where past energy supply and demand patterns are assumed to continue
into the future, (ii) ‘''technical fix" growth where energy conservation
practices and known energy saving technologies are incorporated into pro-
duction and consumption patterns to the extent possible within existing
life styles and 'economic organization, and (iii) '"zero energy growth' (ZEG)
where, in addition to the technical fix measures, changes in life styles
and economic structure are introduced in order to move towards a situation
of constant per capita energy consumption. Economic growth paths under
each of these three scenarios were simulated using the DRI energy model., The
DRI energy model simulates production, transactions and consump-
tion aspects of the economy to generate predictions of sectoral output
levels, sectoral prices and patterns of energy use, These data can then
be used to obtain a broad picture of the economic system along each of the
alternative growth paths and most importantly, to assess the differential
impact of the two energy conservation programs vis-a-vis the historical
growth path. Information on the differential impacts of technical fix and
zero energy growth is extremely important as it provides the basis for as-
certaining the nature and magnitudes of the economic costs of the two con-
servation programs so that, as a basis for energy policy decisions, costs can
be compared to the benefits resulting from reduced energy consumption.

The conclusion of this study is that the transition to technical fix growth,

or even to zero energy growth, can indeed be accomplished within the current
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economic structure without major economic upheaval or collapse.

A final purpose of this report is to complement other, technically oriented,
studies of energy consumption being conducted by the Energy Policy Project so
that each approach can be used to cross-check the other. Specifically,
the present economic approach, conducted at an aggregate level and incor-
porating known patterns of economic complementarity, substitutability and
adjustment, provides a broad based measure of the impact of reduced energy
use on general production whereas an engineering or process approach which
examines possibilities for and consequences of energy conservation at the
detailed production or consumption level will produce a detail based measure
of the impact of energy reduction on production. It emerges that the econ-

omic and engineering approaches are indeed in general agreement,

The DRI Energy Model

The DRI energy model has already been presented in detail in the DRI
report to the Energy Policy Project: "Energy Resources and Economic Growth,"
DRI, September 30, 1973. This section presents a brief outline of the model with
the intentlon of 1llustrating the gene;al derivation of the results presented
below. The model is based on an interindustry model of the U.S.-economy in which

production and consumption are brokem down in the following pattern:

(i) production is classified into nine sectors, each of which is repre-
sented by a production submodel. These nimesectors are agriculture
(together with nonfuel mining and construction), manufacturing, transport,
services (together with trade and communication), coal mining, crude petroleum

and natural gas extraction, petroleum refining, electric utilities, and gas

utilities.
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(ii) the nine producing sectors purchase inputs of primary factors -
imports, capital services and labor services,

(iii) the nine producing sectors must also purchase inputs from each
otherAe.g. manufacturing makes purchases from transport and the transport
sector makes purchases of manufacturing output,

{(iv) the nine producing sectors then sell their net output to final
users - personal consumption, investment, government and exports.

These components are then integrated within an interindustry, or input-
output, model. The feature of input-output analysis is cthat transaction flows are
brought into consistency so that each sector produces exactly that amount
needed to meet final demands as well as the intermediate demands from other
producing sectors. The critical feature of the DRI energy model is that
the patterns of input into the producing sectors, as well as the final de-
mand levels, are functions of, inter alia, prices. This means that the mod-
el allows for production to substitute, within the bounds of given technical
parameters, relatively less expensive for relatively more expensive inputs.
This feature is of central importance in energy analysis for it captures
the fact that producers and consumers react to higher energy prices by econ-
omizing on energy use by substitutions between different fuels, and by sub-
stitutions between fuel and non-fuel purchases, as well as by cutting hack
on "nonessential' energy input without accompanying substitutions.

The actual solution of the model moves through the following steps:

(1) prices are determined endogenously in terms of production coefficients,
efficiency levels, primary input prices and other iuformation,

(11) these prices are then used to solve for the pattern of inputs into
each producing sector that is most economical in terms of these prices,

(111) these prices are also fed into final demand submodels to obtain final

demands for each type of output,
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(iv) the input-output system is then solved to find the primary inputs
and the interindustry transactions that are required to satisfy these final demands.
Thus, the model simulates, on the base of exogenous parameters charac-
terizing the general economic environment, the entire flow of transactions
in the economy -~ transactions from factors to producers, producersto producers
and producers to consumers. Specifically, the model generates transactions flows
and totals in current dollars and real terms (constant dollars) together with

the corrvesponding sectoral price levels and enerpgy usages.

Methodology

The simulations of the alternative energy scenarios were made in two
steps, First, the DRI energy model was calibrated so as to produce the
Energy Policy Project historical growth path of economic development. This
involved selecting and inserting into the model initial assumptions covering
productivity advance, fuel imports, income growth, primary input prices, en-
ergy supply conditions and so on in such a way that the predicted energy de-
mand growth path exhibited the same general characteristics and trends as
observed in historical energy growth patterns. Once the model was calibrated
in this way the exogenous assumptions were fixed and only those
parameters corresponding to a move from historical energy use patterns to
a technical fix situation and then from technical fix to a zero energy growth
situation were varied. In other words, the general specification of the model
was held unchanged in the three different energy scenarios, only energy
specific parameters were varied to secure the move between the three altemn-

ative growth paths.
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The simulations focused on three years - 1975, which was used as the common
starting point for all three alternative growth paths, 1985, when the three growth
paths had clearly diverged, and 2000, by which time the full effects of each
energy conservation program had been felt and the differential impacts of the
energy conservation programs were most clearly visible. Thus three economic
growth paths, starting from the same initial position in 1975, are examined at
two points in time - 1985 and 2000. The differences tetwecen the growth paths can
still be examined in detail; limiting the comparison to two years has no cost,
but saves the complexity involved in simulating every year from 1975 to 2000.

The solution presupposes that the economy has had time to make the adjustment from
its initial to its equilibrium configuration. The use of 1985 and 2000 as
comparison years 1S entirely consistent with this assumption since the time lags
to these years are more than sufficient to cover the transition period needed

for the economy to adapt to policies and conditions implemented in the near
future.

The predictions are based upon an economic model which simulates aggregate
production, expenditure and consumption relationships. Since the model is a
simplified and idealized representation of actual processes, its forecasts cannot
be considered as pin-point accurate predictions of future economic events.

Actual future developments will vary from those predicted in this study because
the assumptions made about future exogenous developments may not be completely
accurate and also because the model does not replicate economic processes with
perfect accuracy. However, the focus of this report is on the differences in
economic performance under different energy conditions rather than on future
levels of economic indicators. The model does give meaningful estimates of

these differences.. First, because differencing itself eliminates any
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systematic bias introduced into the forecasts through incorrect assumptions
and through blases in the model 1tself; second, because extensive testing of
the model suggests that it does produce reasonable estimates of the changes in

aggregate economic behavior produced by changes in exogenous parameters.

Historical Growth

The pattern of economic growth and energy consumption corresponding to
the historical growth scenarios is summarized in Tabie 2. This growth pattern
1s, by design, essentially a continuation of recent trends so that, even in 2000,
the forecast composition of the economy is similar to that of the 1975 starting
point.

Production increases at rates similar to, although slightly below, recent
growth rates. The decline in growth rates is expected to become significant
only in the 1980's in response to the low fertiliry rates currently being expér—
ienced. The assumption 1s made that the fertilityv rates experienced over the
1970-73 period, rates which imply an eventually constant population size, will
continue so that when today's babies begin to enter the labor force in the late
1980°'s, the rate of labor force expansion slows, leading to a general reduction in
the rate of increase of real GNP. Per capita income and output 1s not reduced,
but a smaller labor force means a smaller total output.

The composition of production does change somewhst over the forecast
period - in terms of gross output, {.e., total sales of each sector, transport
expands the most rapidly followed by the energy industries, then manufactﬁring,
then services. These trends in composition reflect developments that can be

discerned today:
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Tabls 2

Historical Growth Path

1975 1985 2000 Growth Rates

1975-85 1985-2000
(%5 per annum)
Output (gross) ($1971 Billion)

agriculture 306,8 387.9 532.2 2,4 2.1
manufacturing 848.6 1228.4 1966.1 3.8 3.2
transport 94.4 140,2 244.8 4.0 3.8
services 976.6 1364.7 2109.5° 3.4 2.9
energy 97.8 144.3 249.6 4.0 3.7
Demand
consumption 838.3 1211.8 1990.9 3.8 3.4
investment 309.7 430.5 670.4 3.3 3.0
government 275.0 388.4 604.9 3.5 3.0
net exports 19.2 33.2 78.8 5.6 5.9
GNP 1442.2 2064.0 3345.0 3.6 3.3
Output (value added)
agriculture 135.8 186.6 290.1 3.2 3.0
manufacturing 345.1 459.2 662.5 2.9 2.5
transport 52.3 64.3 82.7 2,1 1.7
services 703.3 1011.2 1669.6 3.7 3.4
energy 63.1 101.3 190.4 4.9 4.3
services of durables 142.6 226.6 446.8 4.7 4.6
Employment (Billion manhours)
agriculture 16,478 19.696 26,006 1.80 1.87
manufacturing 41,689 48.049 59.807 1.43 1,47
transport 6.927 7.524 8,683 0.83 0.96
services and government 105,452 129.834 168,061 2.10 1.74
total 173.115 205,103 262,557 1,71 1.66
Energy (Quadrillion Btu)
coal 13.15 18.54 34.40 3.49 4,21
petroleum 34.87 39,48 58.91 0.36 2.70
electricity 6.81 13.16 27.37 6,81 5.00
gas 24.47 34.51 42,23 3.50 1.35
nuclear, other 5.55 22.50 51,25 15.02 5.64
Total energy input 78.03 115.03 184,71 3.96 3.21
Energy consumption (Quadrillion Btu)
pers. consumpraon 23.165 31.606 48.355 3.2 2.5
services and government 10,936 15.480 26.743 3.5 3.7
electricity generation 21.080 40,739 84,716 6.8 5.0
industry 26,900 36,800 49,476 3.2 2.0
transport 2,672 3.469 4,867 2,6 2.3
total input 78.032 115,031 184,706 4.0 3.2
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Table 2 continued

Growth Rates

1975-1985 1985-2000
Prices (%5per annum)
agriculture 4.70 5.09
manufacturing 3.04 3,68
transport 2,03 2.56
services 3,88 4.23
coal 1.78 5.72
crude petroleum 4.76 4,44
refined petroleum 5.74 4,54
electricity -0,90 2.53
gas 5.96 4.94
consumption 3.63 3,58
investment 3,58 4,08
government 3.79 4,16

GNP 3.61 3.98
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(1) 1increased demand for transport for business and vacation travel, and
to service increasingly dispersed economic activity, together with some increase
in the relative importance of public transport, result in a continued rapid
Increase in transport activity; _

(11) energy output also grows rapldly iIn large part because of the rapid
growth of electricity usage which, since eectricity is a secondary energy form
suffering large energy conversion losses, places great demands on the primary energy
sources;

(111) manufacturing output grows in line with total production driven both
by demand for manufactured goods as an input into the other producing sectors
as well as by continuing growth in final use demands for manufacturing output;

(1v) services grow less rapidly than manufacturing in terms of total output
for, although final demand for services in current dollars is rising more rapidly,
the faster rate of price increase for services converts this to a slower rate
of increase in real output. The historical forecast implies a continuation of
the relative increase in the importance of service activities,but services
prices Increase more rapidly than those of manufacturing leading to real service
output growing less rapldly than real manufacturing output;

(v) agriculture and construction real output grows at the slowest rate,
primarily because demand for these types of output is linked to population more
than income so that increasing consumption demand flows more to the other producing
gectors.

The value added 1n each production sector moves a little differently from
the growth pattern of real output. Services of consumer durables show the fastest
increase, i.e., the imputed flow of services to consumers from owner-occupied

housing, automobiles and other home and personal appliances increases more than
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-market transacted output. The greatest rate of increasc in value added in
marketed output occurs in energy production - the rapidly growing demand for
energy sources along with the increasingly difficult supply conditions in fuel
production, result in inputs being drawn into these sectors relative to other
production. Services show the next most rapid increase and are predicted to
continue to increase relative tc real GNP. This increase is due to the continuing
rapid growth of final demand for services, along with the very low rate of pro-
ductivity advance expected in service activities, drawing capital and labor
services into service occupations faster than the general rate of increase in
the supply of these inputs. This process is reflected also in the increasing
share of services in total employment. Agriculture and construction value added
increases less rapidly than GNP, mainly because total demand for output from
these activities is not growing as rapidly as GNP. Manufacturing and transport
value added increases least rapidly of all sectors. The reason for this is the
continued high rate of productivity advance expected in these activities since
this allows their output to increase without a correspondingly rapid increase in
primary inputs.

The employment pattern changes in a similar way to value added with
services, agriculture and construction increasing and manufacturing and
transport declining in relative importance. Services and government in-
crease their share of total employment from 60% to 64% over the forecast
period. Employment as a whole increases at around 1.7% a year although
this rate of increase declines over time due tc the effect of low fertility
rates in slowing labor force growth,

Prices are projected to increase at around 3.75% a year which, although
not as rapid as the inflation currently being experienced, is still substan-
tially faster than average inflation rates of the last ten or fifteen years.

On the demand side consumption, investment and government purchases price
indices all rise at about the same pace. On the production side however,

there is more substantial variation in rates of price increase. Fuel prices,
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apart from electricity, rise the fastest of any prices as it becomes in-
creasingly difficult to produce the fuel to meet the rapidly growing
demand. Electricity prices show much less increase, The reason for this
lies in the productivity assumptions upon which the historical growth fore-
casts are based. The past rapid growth in electricity use has been, in
large part, due to the past steadiness, and even decline, in electricity
prices which, in turn, have been made possible by a very rapid rate of
productivity increase in the electricity generation sector. This produc-
tivity advance has moderated in the past four years due, apparently to
short run influences but, in line with the historical conditions objec-
tive of the historical growth forecast, this slowdown is assumed to be
temporary with productivity advance in electricity generation returning
to typical past rates. This efficiency permits fuel, capital and labor
price increases to the electricity generation sector to be absorbed with-
out comparable increases in electricity sales prices,

Nonfuel prices also show differences in their growth rates. Productivity
advance 1in manufacturing and transport allows these sectors to absorb some input
price increases with the result that their output prices increase a little less
rapidly than the general rate of inflation. Service, agricultural and
construction activity, however, does not exhibit such rapid productivity
growth and this, together with their relative intensity of use of an input,
labor, whose price 1s rapidly increasing, causes their prices to rise more rapidly
than general inflation.

Energy use continues broadly along past trends, The dominant feature
in energy is the rapid increase in the consumption of electicity. This in-

crease is partially due to the productivity and price behavior of electricity
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generation already discussed . The growth in electricity production leads
to rapid growth in the use of primary fuels used in the generation of elec-
tricity, with this growth being evidenced primarily in nuclear generation
but also in the demand for coal. Petroleum and gas consumption, on the
other hand, increase more slowly for here the price increases resulting from
demand facing a restricted supply lead to some moderation in the demand for
these fuels. Total U.S. energy input increases by around 3.5% a year which
is close to past average rates of increase.

This historical growth projection corresponds, approximately speaking,
to assuming a continuation of the conditions, espccially those relating to
energy supply, pertaining in the 1960's. Developments of the recent past
such cs limitations on fuel imports, restrictions on construction of nuclear
electricity plants, slower productivity growth in electricty generation, re-
strictions on oil and gas exploration and production, major increases in
fuel prices and so on are not incorporated in the historical growth projec-
tions. In other words, these projections assume no significant price or
regulatory pressure to alter energy demand and no serious problems in ob-
taining the fuel resources to satisfy these demands.

Recent events have shown the set of assumptions underlying the historical
growth forecast to be unrealistic. Thus, although this forecast is extremely
useful as an analytical reference point, we need to supplement it by alternative
forecasts which incorporate the recent energy developments. Therefore, we now
proceed to examine .the technical fix and zero emergy growth alternative growth
paths, both of which incorporate less favorable conditions concerning the avail-
abllity of energy or which, alternatively, could be viewed as projections of

economic growth under policies designed to restrict energy demand.
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Technical Fix Growth

The growth path of the economy under technical fix conditions is summar-
ized in Table 3. Also, this table shows the difference between the histor-
ical and the technical fix growth paths., The summary information is that,
in 2000, a reduction of 37% in total energy input can be accomodated with
only a 3.8% decrease in real GNP, a small increase in the rate of inflation
and without any increase in unemployment. That is, the economy can adjust
to a substantial decline in energy use without major dislocation, The dif-
ferences between the historical growth and the technical fix growth paths
are now considered in more detail.

The motivating forces introduced into the energy model to secure the
move from the historical growth path to the technical fix growth path were
increases in petroleum products prices and in etectricity prices., These
price increases, when their impact on other prices, on input patterns and
on demand levels has been solved through, lead to a new economic configur-
ation requiring a reduced energy input. The critical output from this anal-
ysis is the economic changes that are produced by these price increases; the
underlying cause of the price increases is not directly relevant. In fact,
the initial price increases in the model were secured by assuming unfavor-
able domestic petroleum supply conditions and restrictions on imports of
petroleum, which served to produce a dramatic increase in petroleum product
prices, and by assuming a continuation of recent slow productivity advance
in electricity generation, which served to increase electricity prices,

(The corresponding historical growth assumptions were that domestic oil
production and/or imports could expand to accomodate petroleum demand grow-

ing at historical rates, and that electricity generatiom productivity advance
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Table 3

Technical Fix Growth

difference from

1975 1985 2000 Growth Rates historical
1975-85 1985-20 growth level (%)
Output (gross) ($1917) (% per annum) 1985 2000
agriculture 306.8 381.3 512.3 2.2 2.0 -1,70 -3,74
manufacturing 848.6 1214.3 1906.1 3.6 3.1 -1.15 -3.05
transport 94,4 138.3 236.6 3.9 3.6 ~1.36 -3.35
services 976.5 1347.8 2045,5 3.3 2.8 -1.24 -3,03
energy 97.8 115.4 144.0 1.7 1.5 -20,03 _24.31
Demand
consumption 838.3 1188.2 1904 .5 3.5 3.2 -1.96 -4,35
investment 309.7 425.9 652,2 3.2 2.9 -1.07 -2.71
government 275.0 383,.1 585.,5 3.4 2.9 -1.36 -3,21
net exports 19.2 33,0 76,7 5.6 5.8 -0.60 -2.66
GNP 1442.2 2030.2 3218.5 3.5 3.1 ~-1,64 -3.78
Qutput (value added) -1.72
agriculture 135.8 185.5 285.1 3.2 2.9 -0.59 -1,72
manufacturing 345.1 456.3 650.8 2.8 2.4 -0.63 -1.77
transport 52.3 63.5 80.8 2.0 1.6 -1,24 -2.30
services 703.3 1010.6 1658.8 3.7 3.4 -0.06 -0.65
energy 63.1 76.5 96.2 1.9 1.5 ~24.5 -49.,5
services of dura-
bles 142.6 226.6 446,8 4.7 4.6 0.0 0.0
Employment (Billion manhours)
agriculture 16.478 19.696 25,962 1,80 1.86 0.00 -0.17
manufacturing 41,689 47.914 59.454 1.40 1,44 -0.28 -0.59
transport 6.927 7,452 5.488 0.74 0.26 -C.95 -2.2¢
services and 105,452 13C.262 168,532 2.13 1.74 0.33 0,28
government
total 173,115 206,949 266,548 1,80 1,70 0.90 1,52
Energy (Quadrillion Btu) -
coal 13.15 17.37 25,13 2.82 2.49 -6,31 -26,95
petroleum 34,87 31.58 37,30 -0.99 1,12 -20,01 -36.68
electricity 6.81 9,43 13,51 3,31 2,43 -28.34 -50,64
gas 24,47 32,36 32.04 2.83 -0,07 -6.23 -24,13
nuclear, other 5.55 14.62 22,57 10.17 2,94 -35.,02 -55.96
Total energy input 78,03 95.92 115,00 2,09 1.22 -16,61 -37,74

Energy consumption [Quadrillion Btu)

pers. consumption23.165 26,085 27.264 1.2 0.3 -17.5 -43.6

services and 10.936 13.548 17.836 2.2 1.9 -12.5 -33.3
government

elec., generation .21,080 29,198 41,506 3.3 2.4 -28.3 -51,0

industry 26,990 33.295 30.787 2.1 1.2 -9.8 -19,6

transport 2.672 3.232 4,161 1.9 1.7 -6.8 -14.5

total input 78.032 95.924  115.005 2.1 1.2 -16.6 -37.7
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Table 3 continued

Growth Rates difference from

historical
1975-85 1985-2000 growth level (%)
Prices (% per annum) 1985 2000
agriculture 4.85 5.20 1.48 3.20
manufacture 3.13 3.81 0.89 2.67
transport 2,13 2.63 1.00 2,05
services 3.98 4.31 1.00 2.31
coal 2.63 7.52 8.59 40.30
crude petroleum 3.85 4.60 -8.37 -6.15
refined petroleun 8,38 6.11 27.98 59.98
electricity 4,33 5.66 67,27 162.56
gas 6.12 6.41 1,50 25.05
consumption 3.88 4,22 2.46 5.95
investment 3.69 4,19 1.07 2,80
government 3.94 4.30 1.39 3.31

GNP 3.82 4,17 2,00 4,81
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returned to its rapid, historical trends after the slowdown of the past
four years). Alternatively, the price increases might be viewed as being
produced by taxes on petroleum and electricity sales with the revenue Bcing
returned to the private sector by decrcases in income taxes, or the results
might just be viewed as showing the effect of petroleum and electricity
prices on the rest of the economy, without specifying the cause of the price
rises. The main results concern the economic differences between the his-
torical and the technical fix growth paths and it is these differences
which we now examine.

The technical fix growth path involves an increase in enpergy input at
a little less than half the rate associated with historical growth, specifically
at 1.6% a year instead of at 3.5%Z. The ccmparative reduction in energy use 1is
17% in 1985 and 38% in 2000. This reduction is concentrated in electricity and
petroleum use. In 1985 electricity and petrolcum consumption are each reduced
by over 20% while thec reduced electricity output leads to a reduced level of
coal use and to a substantial reduction in nuclear input. But, higher petroleum
and electricity prices lead to an increase, due to inter-fuel competition and
substitution, in the price of gas. This produces a decline in use of all fuels,
although the gas and coal use reduction is of a smaller order of magnitude than
the reduction in petroleum and electricity use. Similarly, in 2000, electricity
consumption (and nuclear input) are reduced by 50%, with petroleum use down by
37Z and coal and gas use down by 257.

Higher petroleum and electricty prices lead to a general upward pres-
sure on prices due both to the consequent increase in production costs and
to the redirection of demand and input patterns which places morc demand

pressure on other production. Thus, in 2000 for example, the electricity

price more than doubles and the petroleum products price goes up by 60%
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which leads to smaller, but still substantial, increases in coal and gas
prices, as well as to significant increases in prices of nonfuel products,
increases the range 2 to 3%,

On the demand side, the higher energy prices have a substantial
and immediate impact on the price index of consumption goods and services
and this Iincrease 1is further boosted by the rise in prices of nonfuel
goods and services. Thus, the rise in consumption prices is double

the rise in prices of investment and government purchases. How-

ever, the overall impact on prices is not catastrophic - the GNP price de-
flator is increased by about 4% which corresponds to a 0.2 percentage point
higher rate of inflation under technical fix than under historical growth
i.e., inflation increases from 3.8% to 4.0%.

Output and real incomes are reduced slightly by the reduction in energy
use but the reduction, although significant, is not catastrophic - real GNP
under technical fix is 1.6% lower in 1985 and 3.8% lower in 2000 than the
corresponding historical growth path levels. Energy output suffers the
greatest reduction, a fall of 42% in constant dollar terms in 2000 for ex-
ample., But other output is not drastically affected. Services output is
reduced the least with agriculture output reduced the most, but the reduc-
tions, even in 2000, are only of the order of 3%Z. In terms of value added,
service output is hardly affected while other output is reduced by about 2%
in 2000. On the final use side, personal consumption suffers the greatest
reduction but even in 2000 real consumption is only 4.,4% below the historical
growth level, Total output, as measured by real GNP, is reduced by 3.8% in
2000 which corresponds to a reduction in real growth rates of 0.15 percent-

~age points, from 3,42% a year to 3.26% .
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The relatively small impact of such a large reduction in encrgy use on

real output is a striking and important result, Its economic explanation
lies in the following cohsiderations.

(i) Final demand energy use is curtailed as a result of higher energy
prices. This may take the form of turning down themmostats, switching to
smaller cars, installing home insulation and so on (these avenues for energy
conservation mean that, after a transition period, lower energy input is
consistent with the original level of effective energy based personal and
household services). This reduction has very little impact on the rest
of the economy for the demand reduction corresponds to only a part of the

output of what is, in economic terms, a relatively small sector of the ec-

onomy. Even in the 2000 historical growth projection the energy procducing
sectors represent only 4.2%7 of the entire economy in terms of gross output and
5.7% in terms of value added. Since, in turn, personal consumption use of energy
absorbs only about one third of total fuel output, it can be seen that the

direct impact of a reduction of personal energy consumption on the total output

of the economy is not very large.

(ii) Use of energy in producing sectors can be reduced somewhat with-
out reducing output merely by reducing waste and by adopting more energy ef-
ficient techniques. Further, there exist significant scope for substitu-
tions between inputs into production and the emergence of higher fuel prices
stimulates use of nonenergy intensive inputs. One area where this is impor-
tant concerns capital input - capital and energy are complementary so higher
energy prices leadsto reduced use of capital services and to the substitu-
tion of other inputs, particularly labor, for these services. The results
of this substitution process are illustrated by the behavior of capital and
labor inputs under technical fix growth - in 2000 for example, capital in-
put is reduced by 1.8% from the historical growth level whereas labor in-
put increases by 1.5%. Also, substitutions between capital and materials,

between capital and services and between other inputs are possible. The net
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result is that producing sectors can achieve substantial economies in

energy use at the expense of comparatively small reductions in output,
(iii) Any saving in the use of electricity by final consumers or

by producers, even if offset by increased use of other energy services,

leads, due to the conversion losses in electricity generation, to approxi-

mately three times the reduction in primary energy input. Further, to the
extent that the input of uranium into electricity generation is reduced, the
energy saving is even greater since the enrichment of uranium by present tech-
nologies is a heavy user of energy. Thus, increascs in clectricity prices, and
the consequent reduction in electricity use, are a powerful instrument in reduc-

ing total energy input.
The relative magnitudes of each of these forms of energy saving are

shown in Table 3. In 2000, for example, the total reduction in energy in-
put between historical growth and technical fix is 38% (69.7 Q Btu). Energy
use in electricity generation is reduced by the largest proportion, 51%
(43.2 Q Btu), while personal consumption use is reduced by 44% (21.1 Q Btu),
service and government use by 33% (8.9 Q Btu), industrial use by 20% (9.7
Q Btu) and transport (which excludes private automobiles) use by 15% (0.7
Q Btu). This indicates that significant economies in energy use are pos-
sible in all forms of energy consumption with personal consumption, service
and government economies particularly significant. The greatest Btu savings are ach-
ieved through a reduction in the inputs absorbed in electricity generation.
Electricity use is reduced due to economizing in fuel use in general as well
as by the partial substitution of other fuels for electricity. The net re-
sult is that electricity conservation releases 62% of the total energy sav-
ings achieved in the move to technical fix growth,

The share of energy in total real personal consumption expenditure is
shown in Table 4., In historical growth conditions, energy purchases con-
stitute an increasingly important component of consumption purchases,

increasing from 5.54% in 1975 to 6.99% in 2000, The economies in personal



Fnergy Use in Consumption, Manufacturing and Services

(a) Real expenditure on energy in proportion to total real expenditure (%)

1961

Personal Consumption
Historical growth 4.74
Technical fix
ZEG

Manufacturing .
Historical growth 1.88
Technical fix
ZEG

Services
Historical growth 1.30
Technical fix
ZEG
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Table 4

1971

5.53

2.14

(b) Composition of Energy Input in 2000

1975

1985

Personal Consumption Manufacturing

Hist
Coal -
Petroleum 16.9
Electricity 73.6
Gas 9.4
Total energy use 100.0

T.F.

21.0
62.5
16 .4
100.0

Hist

11.8
23.4
42.0
22.8
100.0

(Note: Hist = Historical growth path energy use pattern.

T.F. = Technical fix growth path energy use pattern.)

T.F.

13.2
27.8
40.8
18.2
100.0

2000

Services
T.F.

Hist

41.
48.
10.
100.

O &~

O B

O W)
O womw
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energy use achieved under technical fix conditions are, however, sufficiently
large to reverse this upward trend so that energy purchases in 2000 repre-
sent only 3,75% of real consumption expenditure, This is a significant
reduction in the emergyshare but nonetheless, energy remains an important
componént in consumption spending and per capita personal consumption of
energy is still higher than in 1975. The composition of personal energy use
is also changed in response to the relative price changes. Electricity
is clearly the major energy source in both historical growth and technical
fix conditions but the increase in the relative price of electricity under
technical fix results in the partial substitution of both petroleum products
and gas for electricity use.

Manufacturing and services also redirect their input patterns to econ-
omize on energy in response to the increase in energy prices under technical
fix growth. These input patterns are shown in Table 4, Encrgy input into
manufacturing remains stable in historical growth but, under technical fix,
the input proportion is reduced, in 2000, from 2.08% to 1.68%. The overall
reduction in energy use is accompanied by a redirection ot energy purchases
towards the relatively inexpensive fuels, particularly petroleum. In serv-
ices, the trend to increasing relative importance of energy input under his-
torical growth is reversed under technical fix so that, in 2000, energy forms
1.40% of total real inputs compared to 2,58%.

The composition of energy input in technical fix is little different from that
in historical growth; energy conservation in services takes the form of general re-
duction in fuel use rather than substitutions between fuels. Technical considera-
tione in services use of energy, and to a lesser extent in manufacturing, constrain
the possibilities for substitution between energy forms, but those substitution
possibilities that do eiist, together with economy in energy input in general,

permit significant reduction 1n service and manufacturing energy use.
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The substitution between inputs and adjustment in input patterns that result
from higher energy prices is shown for the manufacturing and service sectors in
the following table. The forces at work are initially illustrated by the input
patterns along the historical growth path for the increasing relative use of
capital and decreasing use of labor along this path and are the result of the
increasing relative price of labor which induces producers to substitute,within
technical limits, capital for labor. Also, the relatively inevpensive energy
available in historical growth leads to the continuing increase in the share of
energy input. The move, from historical growth to technical fix or zero energy
growth paths with its causal and induced price changes leads to a further set of
adjustments being superimposed on these. The price increases primarily relate to
energy but these cause, in turn, a smaller change in the structure of other prices.
The induced changés in input proportions in manufacturing and services can be fol-
lowed from the input proportions given in the following table. The reduction in
energy lnput has alrcady been outlined. But, all inputs are affected by the change
in prices. In manufacturing capital-energy complementarity leads to capital input
being reduced although not to the same extent as energy. The small degree of
complementarity between energy and inputs of materials leads to the material input
proportion being reduced. The reduction in capital, energy and materials input
into manufacturing is offset by increased use of the nonenergy intensive and now
relatively less expensive, input--labor serivces. Thus, in 2000, for example, labor
input which is already 26% of total input under historical growth increases to 27%
of input under zero energy growth. Similar forces are at work in the service
sector although with slightly different results. In services capital and energy are
substitutes rather than complements so increased energy prices lead to a slight in-
crease in capital input (for example, capital might be absorbed in energy saving

uses such as increased insulation,installation of more efficient heating and air
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Table 5

Composition of Inputs into Manufacturing and Services

(Percentage that specified input represents in total input,
based on constant dollar purchases)

1961 1971 1975 1985 2000
(a) Manufacturing
Capital Input
Historical 10.2 10.6 11.6 12.4 13.6
Tech Fix 11.6 12.4 13.5
ZEG 11.6 12.4 13.4
Labor Input
Historical - 33.4 28.2 30.0 28.1 26.0
Tech Fix 30.0 28.3 26.6
ZEG 30.0 28.4 26.9
Energy Input
Historical 1.9 2.1 2.1 2.2 2.1
Tech Fix 2.1 2.1 1.7
ZEG 2.1 2.1 1.5
Materials Input
Historical 54.5 59.1 56.3 57.3 58.3
Tech Fix 56.3 57.2 58.2
2EG 56.3 57.1 58.2
(b) Services
Capital Input
Historical 26.5 29,6 32.7 35.6 41.4
Tech Fix 32.7 35.9 42.1
ZEG 32.7 35.9 42.3
Labor Input
Historical 47.3 42.6 39.0 35.9 30.4
Tech Fix 39.0 36.5 31.4
ZEG 39.0 36.6 31.6
Energy Input
Historical 1.3 1.8 1.8 2.1 2.6
Tech Fix ’ 1.8 1.6 1.4
ZEG . 1.8 1.6 1.2
Materials Input
dlscorical 24.9 26.0 26.5 26 .4 25.6
Tech Fix 26.5 26.0 25.1
ZEG 26.5 25.9 24.9

Note: Historical is historical growth path, Tech Fix is technical fix growth path,
Z2EG 1s zero-energy growth path. Materials are all nonfuel inputs that are
purchased from other intermediate sectors and from imports.
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conditioning equipment, and so on). Some complementarity exists between materials
and energy so the rise in energy prices leads to a reduction in the proportion of
materials inputs. Use of labor, the nonenergy intensive input, increases to
replace the reduction in energy and materials inputs and to permit service pro-
duction to absorb these reductions without a comparable reduction in output.

The changes in input proportions in manufacturing and services involved in the
shift from historical growth to zero energy growth conditions are significant.
But, these shifts are well within the range of recent experience. Thus, the
largest changes in input proportions involve energy input but even these changes
correspond only to reversing the historical growth trend to increasinrg energy

inputs so that energy input proportions in 2000 are in the region of the actual

1961 proportions.
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Zero Energy Growth

The economic and energy information describing zero energy growth
is presented in Table 6, The move from technical fix growth to ZEG was
simula{ed by imposing an energy sales tax (a uniform tax rate applied to‘
each dollar of sales from the energy sector) with the tax revenue then
being spent by the government on health, education and transport services
(the revenue was allocated 75% to purchases of labor and services, 20%
to purchases of manufactures and 5% to purchases from the transport sec-
tor). This is a dual mechanism - energy use is directly discouraged by
taxes, and demand is further redirected by a change in spending patterns
towards nonenergy intensive production - which is superimposed on an econ-
omy which already has adapted to the energy efficient technical fix posi-
tion,

The move from technical fix to ZEG involves a reduction in energy input
of 3% in 1985, and of 13% in 2000, The uniform energy tax discourages all
energy use with the result that consumption of each energy source is reduced
by comparable proportions - in 2000, ZEG consumption of nuclear is reduced
by 11% from the technical fix position, consumption of coul is down 12%, of
petroleum and electricity 13%, and of gas 16%, When compared to the histor-
ical growth energy consumption pattern, the ZEG energy consumption in 2000
is reduced by 46% with electricity and nuclear down by around 60%, and other
fuels down by around 40%. The reduction in energy consumption varies between
uses. The move from technical fix to ZEG in 2000 involves a 132 (15.4 Q Btu)
reduction in total energy input with final demand use reduced by 15% (4.2 Q Btu),
electricity generation use down by 13Z (5.5 Q Btu) and industrial use, including

use of electricity, down by 122 (7.3 Q Btu).
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Table 6
Zero Energy Growth

Output (gross) ($1971
agriculture
manufacturing
transport
services
energy

Demand
consumption
investment
government
net exports

GNP

Output (value added)
agriculture
manufacturing
transport
services
enFrgy
services of

durables

Employment (billion manhours)

agriculture
manufacturing
transport
services

and government
total

Energy (quadrillion Btu)

coal

petroleum

electricity

gas

nuclear, other
Total energy input

Energy consumption (quadrillion Btu)

pers. consumption

services and
government

electricity
generation

industry

transport

total input

1975 1985 2000
billion)
306.8 380.5 507.8
848.6 1213.2 1898.2
94.4 138.4 237.9
976.6 1350.1 2066.8
97.8 111.7  124.9
838.3 1185.3 1385.4
309.7 424.9  643.8
275.0 387.8 623.3
19.2 32.8 74.3
1442.2 2030.8 3226.7
135.8 185.4  284.7
354.1 456.5 652.8
52.3 63.5 80.4
703.3 1013.2 1682.7
63.1 74.17 79.3
142.6 226.6  446.8
16.478 19.706 26.063
41.689 47.982 60.028
6.927 7.452  8.562
105.452  130.652 179.691
173.115 207.667 271.274
13.15 16.90 22.01
34.87 30.64 32,59
6.81 9.15 11.73
24.47 31.07 27.04
5.55 14.25 20.00
78.03 92.87 99.60
23,165 25.170 22.340
10.936 13.104 16.441
21.080 28.319 36.298
26.990 32,245 34.448
2.672 3.177  3.844
78.032 92,865 99.600

Difference (%)
from level

Growth Rates
1975-85 1985-2000
(% per annum)

O WLWWE
N NO W

Lunnw NN W
.
oo -

>

& owrENN
[~ = PR

Historical Technical
Growth Fix
1985 2000 1985 2000
-1.91 ~-4.58 ~-0.21 -0.88
-1.24 -3.45 -0.09 -0.41
-1.28 -2.82 0.07 0.55
-~1.07 -2.02 0.17 1.04
-22.6 -49.9 -3.21 -13.3
-2.19 ~5.30 -0.24 -0.99
-1.30 ~3.97 -0.23 -1.29
-0.15 3.06 1.23 6.46
-1.20 -5.71 -0.61 ~3.13
-1.61 -3.54 0.03 0.2
-0.64 ~1.86 -0.05 -0.14
~0.59 ~1.46 0.04 0.31
-1.24 -2.78 0.00 -0.30
0.20 0.78 0.26 1.44
-26.3 -58.4 =2.35 =17.%
0.0 0.0 0.0 0.0
0.05 0.22 0.05 g.39
-0.14 0.37 0.14 0.97
-0.96 -1.39 0.00 .87
0.63 6.92 0.30 6.62
1.25 3.32 0.35 1.77
-8.45 -36,0 -2.71 ~-12.4
-22.4 -44,7 ~2.98 -12.6
-30.5 -57.1 =2.97 -13.2
-9.97 -36.0 -3.99 -15.6
-36.7 ~61.0 -2.53 =~-11.4
~19.3 -46.1 =-3.18 -13.4
-20.4 -53.8 -3.5 ~-18.1
-15.3 -38.5 -3.3 ~-7.8
-30.5 -57.2 =3.0 =~12.5
-12.6 -30.4 -3.2 -13.4
-8.4 -21.0 -1.7 -7.6
-19.3 ~46.1 -3.2 -13.4
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Table 6 continued

Zero Energy Growth

Differences (Z) from level in

1975-85 1985-2000 Historical Growth Technical Fix
(% per annum) 1985 2000 1985 2000
Prices
agriculture 4.85 5.27 1.69 4.36 0.22 1.13
manufacturing 3.16 3.89 1.13 4.10 0.23 1.39
transport 2,15 2.68 1.21 3.10 0.21 1.03
services 3.99 4.34 1.09 2.76 0.09 0.44
coal 3.06 8.56 13.22 68.50 4.26 20.33
crude pet. 3.86 4.62 -8.31 -5.87 0.06 0.30
refined pet. 8.74 6.92 32.25 85.28 3.33 15.81
electricity 4.67 6.54 72.71 207.0 3.25 16.93
gas 6.57 7.39 5.95 49.68 4.39 19.70
consumption 3.91 4,29 2,77 7.33 6.30 1.31
investment 3.72 4.27 1.30 4.13 0.23 1.30
government 3.95 4,32 1.51 3.75 0.12 0.43
GNP 3.85 4,24 2,26 6.03 0.25 1.17
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The tax rate required to produce the move between technical fix and
ZEG is 3.3% in 1985 and 15% in 2000. The 1985 shift is comparatively small
and the tax revenue is similarly small but the 2000 shift is more substan-
tial and the revenue raised by the energy sales tax is $131 bn ($50 bn in
today's prices). This substantial revenue affords the opportunity to divert
a significant amount of final demand from energy intensive to nonenergy in-
tensive types of expenditure, (In fact revenues of this size are of the or-
der of magnitude required to sustain currently mooted national health insur-
ance programs). The energy tax does result in substantial increases in en-
ergy prices - fuel prices in 2000 under ZEG are about 18% higher than under
technical fix. Nonfuel product prices also increase, but by much smaller
proportions, generally of the order of 1%. In total, therefore, ZEG involves
only small increases in prices above those forecast for technical fix growth
- the increase in the rate of inflation (of the GNP price deflator) is only
0.05 percentage points, from 4.03% a year to 4.08%.

Real incomes and real output are not reduced by the move from technical
fix to ZEG, despite the reduction in energy consumption. The reason for this
lies in the redirection of final demand caused by governmental purchases in
services financed by the energy tax revenues, Reduced energy usec without
an exogenous change in spending patterns would lead to a reduction in real
incomes and real output, as in the move from historical growth to technical
fix growth, but the increase in demand for services caused bv increasing gov-
ernment purchases creates sufficient new demand to offset the reduction in
real output and, as the new demand is relatively energy nonintensive, the
restoration of output and incomes csn be sustained at the new lower ilevel

of energy consumption. The net effect is that, in 2000 for example, real
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output rises by 0,25% in ZEG compared to the technical fix position, des-
pite the 13% reduction in energy use. The gain in real output is, in itself,
trivial, but the critical result is that energy consumption can be reduced
without any cost in terms of total real output and total real income, The
mechanism that secures this result is differential government policy--—
specific discouragement of energy use by means of taxes and specific en-
couragement of nonenergy intensive production and consumption by means of
increased governmental provision of service activities.

The composition of production differs in ZEG from the technical fix
pattern, due primarily to the impact of the new government expenditure.
Agricultural and manufacturing output is reduced, transport and service
output is increased. On the final use side the net result of the energy taxation
and higher government expenditure is a relative increase in the proportion of
government purchases in real GNP with an equal decrease in the share of personal
consumption expenditure; investment and net exports are not affected. Real out-
put and real income growth rates remain almost identical in ZEG and in technical
fix growth., The composition of primary inputs does alter however. The energy
tax and increased service purchases lead to an increase in labor input relative
to capital input although both inputs show an increase in ZEG compared to
technical fix growth.

The increase in labor input assoclated with ZEG is the result of energy-
capital complementarity. Higher fuel prices lead to the substitution of labor
for capital. Increased purchases of services leads to an increase in primary
inputs, again with emphasis on labor input. Labor input in all nonfuel sectors
increases, reflecting labor-capital substitution, while employment in service and
government sectors rises substantially since increasead activity in labor inten-~
elve sectors 1s superimposed on labor-capital substitution. Thus, total

employment (labor input in manhours) is 1.8% higher in 2000 under ZEG than
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under technical fix growth. If all the increase in labor input were supplied
by those previously unemployed, the unemployment rate would fall to 1.4%,
But, the decrease in unemployment would probably be less as the additional
labor would be supplied partly from longer work-weeks, partly from higher

participation rates and partly from decreased unemployment.

Conclusions

The basic result of these economic analyses is the qualitative finding
that substantial reduction in U.S. energy input, compared to the historical
growth energy demand patterns, can be secured without major economic cost
in terms of reduced total real output or reduced real incomes or increased
inflation or reduced employment. The scope for inter-input substitution,
for economizing on energy use and for redirection of demand patterns are
such that the rate of growth of energy input over the remainder of this cen-
tury can be more than halved without requiring fundamental changes in the
structure of the economy and without requiring major sacrifices in real in-
come growth.

Energy conservation, as represented by technical fix and zero energy
growth conditions,will have an economic cost that is non-trivial., At the
aggregate level the costs are that total real incomes and output are reduced
e.g. the level of real GNP in 2000 is 3,5% lower under zero energy growth
than under historical growth and that the rate of inflation is increased.
The real GNP deflator increases at 3.8% a year under historical growth but
at 4.1% a year under zero energy growth, However, energy conservation leads
to increased employment so fears of widespread unemployment due to energy
shortagas are unfounded - once the economy has had time to adjust to more

expensive and less plentiful energy, employment will actually increase as
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labor is substituted for capital and material inputs. There are also

costs of energy conservation at the micro-economic level - new input patterns
in production will require a relocation of some people and jobs in both geo-
graphical and occupational terms and people will have to adapt to new ways
of doing things. The model does not spell out these very detailed effects,
but it does show that, on the basis of economic responses observed in the
past, such adaption is well within the bounds of practicability within the
economic system as it is presently constituted.

The opposite side of these economic costs is the marked reduction in
energy usage that is possible over the remainder of the century. The bene-
fits from reduced energy usage are reduced environment degradation, reduced
pollution, reduced dependence on foreign sources for a critical economic in-
put, reduced need for nuclear and other energy sources whose full implications
are, as yet, incompletely known, slowing the rate of depletion of U.S. fuel
resources and so on. These benefits are fully explored in other Energy Pol-
icy Project studies. The present study demonstrates that these benefits can
be obtained, admittedly at a cost, but not at the cost of major economic
dislocation, In fact, the present projections indicate that economic act-
ivity can grow along a broadly similar pattern to that experienced in the
past while simultaneously achieving major economies in energy consumption,

We conclude this study by pointing out that:

(1) energy conservation along the lines of technical fix or zero energy
growth ideas is possible within the existing structure of the economy;

(ii) the cost of reduced energy use in terms of higher inflation and
reduced real incomes and output are significant but not catastrophic;

(iii) these costs have been quantified above so that the costs and
benefits of energy conmservation can be explicitly faced and compared. This
information can provide the basis for a rational choice regarding energy

policy in the United States.
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Discussion

One participant first made the comment that the introduc-
tion of price considerations in the determination of input
coefficients is the major innovation of the paper. Then he
stressed that it is not surprising that the model does not come
up with a great change in GNP growth rates for varying scenarios,
such as zero growth rate in the energy field, because it can
be seen from the paper that the elasticity of cost with respect
to changes in energy prices is very low. Finally, he asked
whether it is really worthwhile going into great detail in fit-
ting an energy model into an overall economy model and if it
would not be better to specify the energy sector in greater
detail and then analyze the different choices within the energy
sector only. Mr. Jorgenson replied that it is very important
to have a detailed energy sector because in addition to the
policy analysis in this sector, there are many other policy
questions that might be analyzed; these involve the effect
of environmental restrictions on productivity in the electric-
ity generating sector, which would in turn affect
the price of electricity and would ultimately generate a re-
orientation of the energy sector within the total economy. So
it is important to have a detailed representation of the energy
sector within the total economy. Thus the question is, how
much detail is needed for the other parts of the economy? On
that Mr. Jorgenson argued that the degree of detail outside the
energy sector ought to be essentially keyed to the need of
policy analysis. Then Mr. Jorgenson came to the question of
why they do this kind of modelling within an economy-wide model
and why they do not isolate the energy sector and concentrate
on that. He mentioned that the whole inter-industrial model
is driven by the economy~wide analysis because all of the com-
ponents of the final demand depend on growth trends. And the
prices of the factors of production that determine the inter-
industry structure depend on growth trends. Thus one cannot
get an adequate conception of how the environment converts the
energy sector until one has a clear picture of how those trends
are likely to evolve. Finally, Mr. Jorgenson came to the ques-
tion about policy analysis and whether one really needs to re-
compute the whole from the analysis in order to capture the
inter-industry ramifications which are indicated in that model.
And he said that the answer is "no" Therefore he stressed
that the point of the questioner should be addressed to the
use of such a model rather than the formulation. Then he noted
that a comprehensive framework such as they have developed is es-
sential for analysis, that some kind of detail on the non-energy
sectors is also important, and that it may be possible to break
off some pieces of this model and to analyze them separately.

Another delegate followed with two questions on the histor-
ical record of prices and quantities from which the demand rela-
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tionships have been fitted. First, he asked if there are any
relative prices of petroleum or electricity that are relative
to other consumption goods within the range of the historical
data. Finally, he asked whether it does not put quite a strain
on the choice of the particular parametric representation of
demand functions if these relative prices are not available.
Mr. Jorgenson replied that the only data he can display for

him are given in table 1; and there are dramatic changes in
prices of energy relative to other things. Then he remarked
that more than adequate historical data enable them to estimate
these parameters in a reliable way. The delegate then asked
about zero growth rate. Mr. Jorgenson replied that, in terms
of the analysis, the prices of energy relative to labor fell

by almost 50% over the period 1947-1971 and that price changes
for zero growth are of the order of magnitude of 50%. And

that 50% change relative to other things provides a very good
way of resolving the components of change in these relative
shares into the different price determinants.

Mr. Deam (United Kingdom) remarked that table 8, compared
with historical prices, showed that the price of crude oil
dropped to 3.5 and the price of refined oil went up to 28.5,
for which he requested a technical explanation. Mr, Jorgenson
replied that the basic mechanism they used is to assume that
in order to achieve such a reduction one would have to impose
a substantial tax on refined products. And the price is lowered
as the demand for domestic crude oil drops and there is less to
be supplied. Then Mr. Deam asked whether he had understood
correctly in assuming that they are not determining price changes
for petroleum products, but determining the price at which it
would have to be set. Mr. Jorgenson replied that this is what
they are doing.
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Preliminary Presentation of the GLOSAS Proposal

G. Hough, T. Utsumi and E.A. Eschbach

Owing to the recent advancement of transportation and
communication technologies, the peoples of the world have
suddenly been brought into close physical contact with each
other. These technologies now impinge in the most direct
fashion on each individual, more so than at any other time
in history. The countries of the world are, at most, 6-7000
miles apart--a few hours flight by jet and a few seconds by
communication satellite.

Our world, with its limited natural resources and growing
demands, appears to have shrunk. Industrial and technological
advances have superseded national boundaries and have created
a world community sharing aspiration for a "good life." These
trends which force us into this community are different from
those of the o0ld bonds of agreements between nations; thus,
the traditional regard for local territorial sovereignty is
greatly reduced in force. Virtually all developing nations
today aspire to achieve industrialization appropriate to their
raw material sources.

Today nations of the world are becoming more intermeshed.
In the past, we have attempted to make distinctions between
localized or generalized problems and interacted world problems.
With the interaction of the world's economies there is an
ever-increasing tendency for regional and local problems to
become world problems. The world's people are finding they
are no longer able to escape to some new land (terra nova) to
solve some irreconcilable problems of population pressure,
different values, or a natural resource gap. The age of
exploration has shifted from the discovery of new lands to
the investigation of the social and technological consequences
of our actions.

Today there are many major consumption blocks, namely
Japan, Europe, Russia, and the USA, which draw heavily on the
world's resources and products. Moreover, because there is
significant interdependence, particularly among the indus-
trialized nations, growth pressures in each of these blocks
can combine to exacerbate pressures in the marketplace on
resource development capability. Dominant material shortages
such as energy, food and minerals are usually not foreseen
with existing forecasting techniques. The consequences of
shortages--in particular energy, food, and inflation--point
to the need for gaining insight through modelling efforts
that can treat the world as a whole, and yet accurately
forecast interactions within nations without becoming
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overwhelmed by detail; nor can world problems any longer be
addressed by words alone. A degree of gquantification is
needed. However, just because we have numbers and computer
tape, we need not necessarily contribute scientific enlight-
enment to the world.

Forecasting with current trend techniques does not
ensure foreseeing shortages in the future nor anticipating
how households and interindustry consumers react in a
shortage situation. Techniques to sense expert opinion as
well as other sources are needed. Moreover, when consideration
is given to the fact that many, rather than one or two, major
material consuming economies in the world are involved, an
international approach to modelling becomes necessary.
Modelling at the world level requires degrees of aggregation
which can lead to Malthusian oversimplifications. Even
though the scientists involved have carefully qualified their
work, the world forgets or chooses to disregard these quali-
fications, leading to a tendency to distort the deeper message
of the modelling effort. The shortcomings of the uncorrected
exponential growth curve can be circumvented by methods
allowing interactions such as the introduction of decision
makers into the loops. The system for introducing corrections
to unfettered exponential growth necessitates developing a
participative computing effort. A modelling effort on a
world scale requires highly expert, detailed input on the
part of specific industries and of nations. Many of the
inputs of nations will be adversarial above and heyond business
competition as they will be aggravated by concerns of national
interest. The latter adversarial view is particularly
important to developing nations who have a vital supply of
but a gingle raw material for the developed nations. 1In the
instance of the oil shortage, this is typified by the mid-east
countries whose only material resource may be oil which, when
depleted, could leave them with no further recourse. Resource-
rich developing nations are responding in two ways: (1) raising
prices and regulating availability of resources exported, and
(2) taking steps to develop processing and manufacturing
capabilities under their control (even if not within their
national boundaries) to increase their share of the "value
added" to resource materials. In addition, there are other
resource examples subject to this syndrome, such as copper,
platinum, chromium, and tungsten. Of great humanitarian
concern is that some of the developing nations do not have
sufficient major resources for export; thus their welfare, in
turn, is immensely influenced by the efficiency of the
developed nations converting ever more costly raw materials
into industrial and agricultural products. Moreover, the
developed natiors' share of "value added" may be adjusted
downward in many instances.

The specific goal of this proposal is to create a new
international setting, using computers via satellite
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communication, in which we can examine worldwide problems

such as the energy crisis, its ramifications, and other
considerations. Computer conferencing will allow planners,
students of decision making, and, utlimately, decision makers,
the capability of interacting with their counterparts in all
participating countries. By securing the reactions of other
participants in a "controlled" setting, planners will be able
to visualize the alternative critical path decisions with the
help of programs in dynamic model form. The structured models
as proposed will contribute to the identification of possible
diseconomies of proposed solutions or perhaps the "next
shortage," be it due to physical depletion, nationalistic
interests, or both.

Satellite communications will serve as a mechanism to
couple models and living data banks computerized for rapid
response throughout the world. An overall autocratic master
computer system is not necessarily visualized, but rather a
distributed system, each node of which may have a special
model of its own interacting with others. 1In conjunction
with a small terminal and satellite communications, each
distributed or decomposed sector would reflect the specific
knowledge and aspirations fundamental to its welfare. Thus,
the ultimate model may take the form of a central model as a
means of fitting together the views and inputs of each major
regional model, rather than the central model serving as an
authoritative statement that often goes unheeded.

We have named this proposed effort GLOSAS, which in
Greek conveys the meaning of "many tongues,” and stands for
Global Systems Analysis and Simulation. We proposed using
a structured techno-economic mocdel which: (1) is capable of
identifying the next shortage condition, and then, (2) given
a shortage condition, will evaluate alternative strategies
proposed to minimize both the direct consequences of such a
shortage and any secondary effects that could lead to another
catastrophic condition. The modelling system employs an
aggregated dynamic version of more detailed "reference"
techno-economic models.,

Currently in the United States, as a vital prologue to
a much larger effort involving several years (Phase II), the
research presented by this proposal (Phase I) will involve
the following: (a) existing macro-energy models of the USA
and Japan will be interfaced and operated via satellite
communication network, and (b) an extensive proposal will be
prepared for the worldwide effort of the project including
securing the participation of essential expert and proponent
groups.

In Japan the program is further along and interactive
modelling has been established between Mitsubishi Research
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in Tokyo and several points in the United States, including
Battelle-Northwest in Richland, Washington, and the University
of California at Santa Barbara.

Finally, the Japanese and United States GLOSAS teams
are pursuing fiscal and programmatic support, and soliciting
the cooperation of interested parties and computer modeler
throughout the world.
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Discussion

Mr. Raiffa made the following comments: At present IIASA
has a computing facility connecting us here in Laxenburg with
a central processor in Cleveland, Ohio. We are connected from
here to Vienna and from Vienna by dedicated lines to either
Milan or Frankfurt and then by satellite to Cleveland, Ohio.
And it does not work! The reason it does not work is because
of the telephone lines from Laxenburg to Vienna. The other
parts of it do work. So we are talking about a technology in
this case which is not very far advanced. Maybe in ten years'
time we will have a good telephone line from here to Vienna,
so we can tie into this worldwide network.

One of the projects that we have in IIASA is a project on
computer sciences, and we debated in great length on what we
should be doing in various aspects of computer science includ-
ing artificial intelligence, robotology, etc. We decided to
postphone practically every effort except one in the area of
the computer sciences project with the main thrust in the ques-
tion of networking. Very difficult political problems are in-
volved in networking between the Socialist and the non-Socialist
groups of countries; however, we are pursuing this actively.
The idea of satellite conferencing is on our agenda for explor-
ation, so we would very much like to police what happens here
and be informed of what goes on.

We recently had a conference sponsoring the work of
Mesarovic and Pestel--they had a ten sector world model (one
of the sectors being Japan, another sector being the Soviet
Union, etc.) and they are actively pursuing the possibility
that that model could be played in an interactive gaming way
with terminals in different places. That is another aspect
we will monitor but not be directly involved in.
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Working Group 1l: Methodological Problems of Energy Modelling
(Projection, Optimization or Gaming Models)
Report

Chairman: Mr. Manne, IIASA

Scientific Rapporteur: Mr. Sellinschegg, Karlsruhe

1. Possible topics proposed at the beginning of the meeting:

1) Trend extrapolation of individual variables versus
projection of interrelated variables (such as gquantities
and prices).

2) What can be said about multi-criteria functions?

3) What are the relative merits of optimization and
gaming versus simulation models?

4) Rules of thumb versus theoretical approaches.

5) How to construct the linkages between two or more
optimization models?

6) Studying the sensitivity to parameter changes within
the model versus effects of the specification error
of the model.
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2. Summary of the First Working Group Discussion Reported by

the Chairman in the Plenary Session

I guess that our focus of attention is on two sets of
things: one is something of which methodologists are fond--
namely techniques--and the other has to do with criteria.

Let me first begin to talk about techniques. You recall
that we were charged to consider the relative merits of applying
simulation, optimization, and gaming for a variety of realistic
problems. After a very short screening period we realized that
most of the practical applications in the energy field tend not
to be gaming models. We are not talking about models used in
university research but the kinds of things that have been done
at ministries and enterprises. Perhaps gaming models are taking
place. They may refer to very highly confidential topics, but
nevertheless these things are not reported by and large in the
literature in a practical sense. What seems to be then the focus
of most of these efforts is either simulation or optimization,
and again one can detect some difference in the background of
the people who tend to do one or the other. Engineers tend to
like simulations because they enable them to describe situations
that are probabilistic and discrete in a fairly realistic manner.
Those that have come from economics or mathematics tend to bear
a frame of thought which leaves them towards preferring optimi-
zation models. To some extent these are matters of taste; but
to some extent you realize that once one specifies a simulation
in which there are as many constraints as degrees of freedom,
one can also interpret that as the outcome for an optimization
model in which there are very few activities relative to the
number of constraints; and so the optimization criterion makes
very little difference. In fact there seem to be some elements
of convergence that deal with discreteness, e.g. one could use
linear programming or one could use dynamic programming. There
may be some other situations in which discreteness and probabi-
listic considerations are combined, such as the loss of load
problem in individual enterprises, and that seem to be favorite
examples for the use of simulation rather than for analytical
calculation of probabilities. So I should not say that we
have reached a conclusion. Partly it depends upon the professional
background of the people who do it. Partly it also depends, I
suspect, upon the time perspective. The longer the planning
horizon, the less relevant the details of the loss of load or
the judgment of simulations may become; and perhaps the optimi-
zation model also becomes the more attractive. Perhaps from
that very last remark you will realize to which of these two
schools of thought I happen to belong. But I mapped reporting
in a completely unbiased fashion. Obviously there are things
that the one method can do which the other cannot do. Now
one of the things that simulation can do immediately ties in
with the second subject in an optimization model, i.e. one is
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required to state a criterion before seeing the computer print-
out. You cannot go into a computer with an optimal control or
a linear programming or non-linear programming model without

a priori specifying your preferences. Of course, that is the
way it is described in the textbooks, but in practice there

is interaction: you see the results of strategy model I, so
you create strategy model II with a different criterion func-
tion. So again I am not so sure that the distinction is so
completely clear-cut as one might think from posing the dichot-
omy between optimization which does require the advanced clas-
sification of a criterion function versus simulation in which
there have to be as many constraints as there are degrees of
freedom, and which do not therefore require the optimization
function.

Now then, this immediately leads to the other thing which
occupied the attention of our group yesterday: the gquestion
of multiple criteria. In practice we do not think that models
are enough; we know that the practical man does not have at
the back of his mind the case of taking demands as given and
choosing ultimate means of supplies so as to satisfy those
demands at minimum expected discounted costs. Rather, the
decision maker has at the back of his mind some other criteria
which are hard to specify, e.g. lives. If you really believe
that nuclear technology costs more lives than some other technology,
like solar, but you are not yet ready to be specific, i.e. to
convert the cost in lives to a money cost, then you cannot
guite apply the same criterion. So in practice it seems to
be a matter of taste whether one optimizes one function subject
to constraints (e.g. we do not want to kill more than 4,000
people by cancer each year, and we can do that either by dimin-
ishing sulphur dioxide emissions or by making plutonium accidents
less likely where one can specify criteria which minimize
discounted costs subject to killing no more than 4,000 people
per year) or one tries to convert from the very beginning
economic lives into costs. Here, perhaps, one does not like
either of these approaches. Perhaps one wants to try inter-
views with decision makers. The whole idea of a multiple
criteria function, then, does involve interview methods which
social psychologists seem to know a lot more about than most
of the rest of us. Among the behavioral scientists definitely
missing at this point at IIASA are the social psychologists
who have experience in these interviewing techniques ( and you
know how difficult they are). I do not think we should kid
ourselves that this discount rate for a long term can simply
be established in a one-hour interview. They may arrive at
some number which may be ten percent per year. But nevertheless,
one would like a more formal justification of this kind of
perception because psychological interviews are obviously a
rather treacherous territory.
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As I say, we did not come to any conclusion that one
should always use gaming, that one should always use optimiza-
tion, or that one should always use simulation. But I think
we were struck by similar questions about the different method-
ologies that came from different countries. The questions
were not that we do it one way in the East or another way in
the West. Obviously there are many different ways of doing
these things, both in the East and in the West.

3. Comments

Prof. Raiffa:

The methodology group here has been wrestling with this
type of issue: Problems between optimization, simulation,
problems of gaming, problems of multiple criteria. The method-
ology group has worked very closely with the group in ecology
and environment to consider one specific problem where these
issues could be addressed. We call it the budworm problem
here, and we are now in the process of producing a thick volume
of which early drafts should be ready in about a month from
now. Let me just say roughly what the issue is: the environ-
mental group looked for an ecological problem where the model-
ling aspect was very well understood, where there were lots
of statistical data and where the modelling in terms of simu-
lation of an environment was very, very clear. They came to
ITASA with a group of such models and looked for a means of
coupling the ecological modelling with some sort of management
policy organization or some other optimization programs, and
the group decided to work on a problem in the Canadian forest.
It is an ecological model involving balance between three spans
of trees--the fir tree, the balsam tree and the spruce tree--
and they have an ecological fight, the ususal kind of ecologi-
cal model: The forest is attacked by a budworm and a budworm
hits the different kinds of trees differentially. The budworm
usually is at a low level and every 50 years or so it has a
big spurt and there is an epidemic. Like most ecological
models it is complicated because when you have a policy in one
area there is a contagion effect from one area to the other.
This model involved 250 regions. The question is what should
be the regimen for spraying, cutting and management of this
forest area. ©Now, George Dantzig and a group of people have
worked very hard for months on very complex linear programming
and nonlinear programming, integer dynamic programming and
methods of optimization for that model. Their latest foray
is in the question of trying to come to grips with those vexing
problems involving trade-offs between economic considerations:
what happens to the lumber industry and what happens to the
preservation of wild life, problems of recreation, etc. So
in this sort of microcosm we have all these issues being
thoroughly investigated and I think the book, once it comes out
in a preliminary issue in about a month, should be fascinating.
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Working Group 2: The Formulation of Demand Relations in

the Energy Field
Report

Chairman: Mr. Koopmans, IIASA

Scientific Rapporteur: Mr. Charpentier, IIASA

Possible topics proposed at the beginning of the meeting:

1)

2)

3)

4)

5)

6)

7)

8)

For which purposes to study demand for energy:
at the macro level?
at the micro level?

At the micro-economic level: What kind of other
variables could be considered in addition to -
prices - income - past trends?

What can be said about the notion of price
elasticity of demand?

What are the effects of physical, technological
and economic substitution possibilities on the
demand for specific fuels?

Why are input-output matrices in energy terms so
little developed?

Is the correlation between GNP and energy consumption
a structural characteristic of the economy?

Is GNP a suitable variable for describing the degree
of economic development?

Is it possible to use the same form to study the
evolution of demand in developed countries and in
developing countries?
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2. Summary of the Second Working Group Discussion Reported by

the Chairman in the Plenary Session

The assignment of our working group was the formulation of
demand relations in the energy field. I shall try to employ
some kind of telegram style in going through the successive
points of our discussion,

The first point was exogenous versus endogenous representation
of demand in energy modelling. I think there was some kind of
agreement that the exogenous concept of demand is used a great deal,
but should be looked at as some kind of first approximation that
you may find useful. If you concentrate on something other than
demand as the thing that should go into that model in more detail,
then an exogenous notion of demand may well be useful. There is
an example in the series of reactor strategy models of Hafele and
Manne. Number 4 of this series still has exogenous demand and,
as I understand it, number 5 will have a demand depending on price.

The second question was: Is the GNP-energy demand correlation
one way to make demand endogenous, and is that really a structural
relation? On that, I think, we concluded that GNP really is a
proxy for consumers' income, and that therefore in a more detailed
and sensitive representation of demand one would prefer to use an
income variable, at least for household demand. For the industry
demand one would then prefer to use a variable that is more
specific to the energy use by that industry than GNP is; but,
if you make cross sections over countries in which GNP is the
main information available, then that will be a stand-in for
that purpose. The next variable that one would introduce
after income would be in the first place the price of energy, or
of the component of energy that is at issue, and again for a
third approximation the prices of other items of expenditure.

In this case, if the study concentrates on one component of

energy, then the prices of other components of energy would be

good variables because they represent substitutes in consumption.
To most of us, I think this was a thing on which we were in agree-
ment, as this was familiar ground. Something that until quite
recently was unexpected by me (but when I did suspect it I

received confirmation from Prof. Jorgenson) concerns the strong
implications of a hypothesis that is often made by economists.

That is the hypothesis that the consumer maximizes utility under

a budget constraint. That is, one postulates that either the
individual consumer or some "representative" consumer maximizes

a function of the quantities of the various goods or services

he consumes and one may call that a utility function. The

consumer also confronts given prices that he cannot influence

and makes his choices within a given income or total expenditure
figure. Then we can make the assumption that, as these prices

vary and also as the income varies, the consumer will come out

at that point where he reaches the greatest utility that is
available to him, subject to those constraints. Now the implications
of that assumption for demand analyses seem to be quite strong with
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regard to the price elasticities of demand. Let me just write
down the definition of that notion: If the demand function is
q; = fi(pl,pz,...,I) where q; is the quantity demanded if the

pj are prices and I is the income, then the elasticity of demand

for good i with respect to the price of good j is defined as the
dimensionless quantity

i

q; 3Pj

Suppose you now make the assumption that this demand function
itself arises from utility maximization, and in addition to that
you assume that for different price constellations and different
incomes

P. g,
—J1 L =n.. is constant for all i,j.
qi 3pj 1]

The temptation to make that assumption is strong, because then
you can say here is a parameter that means something, and if I fit a
function with constant price elasticity I have some kind of a
summary of the elasticity information that the data give me.
However, it turns out that if this demand function does come
from utility maximization then

P; 3q,

= -1 for all i, j with i#j.

i 9P;

This implication of utility maximization on the part of the
consumer means that you have to give up either the utility
maximization assumption, or else the elasticity concept as
something that you can apply as a constant to a whole region.
It is something that at best applies to a neighbourhood of a
particular point. Some reflection shows that it could not
apply to the whole region: Suppose the elasticity of demand
for energy remains indefinitely less than 1 even when you
continue raising the price of energy. Then at some point
your whole budget would be taken up by energy expenditure
alone, and that is not believable.

I now continue with another gquestion: whether the response
of demand to price is instantaneous. It certainly is not,
and definitely not in energy. First of all, habits have to
be modified and that takes some time. As long as the consumer
thinks that he still wants the same amount of energy when
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it has become more expensive, he will find that he can only
have less of something else. When he becomes aware of that

he will change his habits. But in addition there is his
energy-using equipment: e.g., the big car. It takes a few
years before the big car is worn out, that is, before he is
ready to substitute a smaller car for the bigger one.

And therefore we must also regard these demand relationships
particularly in the energy field as having a time lag structure
to them.

One other item has to do with the aggregation of energy
variables both in demand analyses and in supply analyses. A
particular form of aggregation that is in rather widespread
use is to reduce everything to Btu's, either Btu's of coal,
Btu's of 0il or on the consumer side Btu's of electric energy,
and so on. There is a paper by Ralph Turvey* that recommends
not to use what seems like the suggestion given by nature in
the law of conservation of energy, but to regard the
aggregation of demand as an economic problem. Turvey's proposal
is to deal with the choice of a quantity index just like one
would in the case of food or in the case of other components
of consumption. Take the quantities consumed at various times
of the various components, weight them by base year prices,
and thus form a guantity index number as one would do for any
other aggregated consumption variable.

There were two more items that went beyond the discussion of
demand, but they did come up naturally from the discussion.
One was the question by Mr . Krymm on optimal demand or as he

revised it in the light of the discussion: "If you have an
equilibrium model because demand is endogenous, then you would
have demand egqual to supply (call it quantity): then what is

the optimal magnitude of that equal number?" This led to a
discussion of the economic ideas on what are optimal outputs
of various enterprises that are often administered on a
national scale, like national electricity authorities, and to
the discussion of average cost prices versus marginal cost
pricing. Average cost pricing for an enterprise that works

in the public interest is not a bad idea. But there are
certain industries in which as the total output increases the
extra cost of providing for an extra unit of demand diminishes.
These industries are called decreasing cost (or increasing
returns) industries, and we had some discussion of what is

the optimal supply in that case. The traditional economic
doctrine says that in those circumstances one should really
price only at the extra (or marginal) cost occasioned by the
last unit of demand. But this means that then the total cost
of the energy supplying utility cannot be met from the total
revenue. An argument would have to be made that in the public

*
Turvey, R. and Nobay, A.R. 'On measuring energy consumption.'
Economic Journal, December 1965, pp. 787-93.
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interest the deficit be made up rather by taxation than by
raising the price (as would occur if one went over to average
cost pricing}. This is a very hard argument to make to any
legislature, so it is not really explicitly adopted. However,
as Mr. Janin explained, the Electricité de France in some--one
might say roundabout--way comes close to it as a result of
continuing inflation. We did not achieve a gquantitative
verification of that statement in our discussion but the
observation is an interesting one.

Finally Mr. Aubauer brought up the very important question
of environmental effect, and I am sorry that, at that point,
time was limited for us to discuss it. One could really say
that environmental damage is a form of negative demand.
Therefore it affects the utility of the consumer and should come
into the analysis just as much. One way in which that can
be incorporated in the model is to set standards and estimate
the extra cost of meeting the standards.
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Working Group 3: How to Account for the Impact of the R & D

Effort in New Technologies?
Report

Chairman: Mr. Grenon, IIASA

Scientific Rapporteur: Mr. Weyss, IIASA

1. Possible topics proposed at the beginning of the meeting:

Is it possible to model the R & D effort?

How to model the relation of R & D inputs to the
probabilities of success?

How to model successive goals and sequential conditional
probabilities of success?

How to model game aspects of major technological choices?

What are subjective probabilities? Is this notion valid
and useful for decision making?

How to take into account renewable resources such as
solar and geothermal energy? Could we regard them as
the income from an inexhaustible capital?

Could the new technology problems be taken into account
and formulated in the same way for both developing and
developed countries?

Who are the decision makers?



-330-

2. Summary of the Third Working Group Discussion Reported by

Mr. Weyss in the Plenary Session

2.1 Is it possible to model the R & D effort?

Concerning the gquestion as to the possibility of modelling
the R & D effort there are several aspects for the seven types:

Increasing complexity and multi-

4¢——— dimensionality, therefore increas- 4+G—-

ing need for modelling

Research Research Research
theoretical experimental design on
desk work work drawing board
basic 1 (BRT) 2 (BRE) 3 (BRD)
applied 4 (ART) 5 (ARE) 6 (ARD) 7 routine
development &
construction
Increasing availability of input
[N Y data and goals, therefore increas- —»

ing facility to make a model.

Projects which are closer to industries already in exis-

tence have an advantage over those for which there is an
absence of existing enterprises at persent (e.g. nuclear
tors vs. direct thermal use of solar energy).

reac-

The participants have not given forecasting models that
exist today for 1 - 7; what is known are attempts such as
structural forecasting models, estimations, broad summaries
and lists of R & D budgets, and some model aspects of PERT
(Program Evaluation and Routing Technique)} in the practice of

the enterprise.

So it seems to be an inherent task for IIASA, in parti-
cular with the help of methodology, *to introduce modelling in

R & D planning in all seven sectors, e.g. by means of a
practical manual.




-331-

The main aim of the energy modellists should be an exact
formulation of which kind of R & D or which ranking of priori-
ties to choose, in order to avoid the energy gap, which is
otherwise to be foreseen.

2.2 How to model the relation of R & D inputs to the

probabilities of success?

The R & D - Success System

is more complex than any other system because of the possible
feedback of intellectual brain and the R & D process.

It was suggested to develop a retrospective analysis of
a fully completed R & D project that either was successful or
unsuccessful (examples are the development of synthetic rubber,
the river cooling of power plants). Such "ex post" analyses
could be highly instructive for future models.

2.3 How to model successive goals and sequential condi-

tional probabilities of success?

Uncertainties so far have been expressed by a cone of
dispersion of the data. It indeed seems necessary to have as
many repetitions of computer runs of a computer program as
possible, which include either a sensitivity study or contin-
uously putting in improved data and, if necessary, even changed
goals.

The participants' opinions varied between iteration
periods of 5 years to annual or even more frequent repetition
of all variables.

2.4 How to model game aspects of major technological
choices?

Although reality shows that the success of competing ideas
is decided by a sort of competition of their proponents--
similarly to the free market economy situation--the use of game
theory possibly could intrude into personal spheres. What was
referred to in this context by the participants as game theory
dealt only with international competition or competition of
energy companies.
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As there is a certain lack of available brainpower,
there is a problem of modelling there, too, primarily to link
tegether for discussion all persons who are experts in a partic-
ular field.

2.5. What are subjective probabilities? 1Is this notion

valid and useful for decision making?

I1f objective factors are already available then it can be
assumed that somewhere R & D is already under way. If a new
beginning is to be made, one almost always will have to
restrict oneself to subjective probabilities. In this case
there may be a danger that the decision maker yields to the op-
pinion of an isolated protagonist. It would be better to look
for experts who hold different opinions so that a fairer evalua-
tion can be reached.

On the other hand, if too many people (Delphi) or too many
disciplines are consulted there is the danger of obtaining
several opinions about success varying between 90% and 1% so
that the calculated average promises always only medium success,
no matter how good the project is. It was felt that final
consumers’' or end-users' opinion should be weighed relatively
high.

Looking around in the world ("What do others do in such
a case?") only leads to pseudo-democratic imitation. An
isolated but good suggestion for new technology even with only
a subjective probability of success should be given a first
chance.

2.6 How to take into account renewable resources such
as solar and geothermal enerqgy? Could we regard

them as the income from an inexhaustible capital?

The use of the daily sun radiation could be a final solu-
tion that entails no hazards. Its transportation via secondary
energy carriers from the tropic or subtropic zones to temperate
zones of large energy use could lead to climatological problems.
One participant expressed his doubts as to the availability
and inexhaustibility of other raw materials needed in the
harvesting of this solar energy and the enormous amounts of
energy needed to produce the initial equipment for that harvest-

ing.

As far as geothermal energy is concerned, there are certain
experts who doubt that geothermal energy that can easily or
with some medium difficulty be extracted, will suffice to
meet the overall demand of mankind.



-333-

2.7 Could the new technology problems be taken into
account and formulated in the same way for both

developing and developed countries?

It may be in the interest of prestige of the developing
countries that an attempt should be made to establish the same
equations and the same model programs for all countries, and
then to insert for each individual case

1) their individual goals,

2) different scales,

3) suitable input data,

4) marginal conditions (according to the political
environment).

Environmental prophylaxis, risks of technical or social
"after—-cost" should perhaps be calculated as a negative

("malus") versus all other positive benefits ("bonus") of the
particular technology.

2.8 Who are the decision makers?

A) Governments,
B) Often the invisible, bureaucratic, interwoven organisms,
C) Heads of institutions,

D} Even the experts and inventors and product managers
if their new proposals are convincing.

In reality, persons as catalyzers are often the decision

makers. With increasing credibility of the input data a
higher level of objective decision making will be reached.

3. Comments
Mr. Hafele:

That exemplifies the observation that modelling is con-
centrating on quantifiable parameters but many areas are not
so easy to be quantified.

Mr. Raiffa:

Throughout our various projects we looked at cross-cutting
themes. One of the cross-cutting themes is technological
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assessment and I think from the methodological point of view
we will be going into doing something of this kind.

Professionally, I, myself, have been involved in the uses
of judgmental probabilities and expert opinion to make complex
decisions. I was under the misapprehension that there was an
ideological difference between the kinds of research done in
the USA and some of the types of research done in the Soviet
Union, but I have learned in my capacity here. I have been
increasingly asked and requested by people from the Soviet
Union to move more in the direction of the use of expert
opinion and judgmental probabilities. 1In fact, there is
Acad. Glushkov's institute in Kiev where they are dong a great
deal of work on combining judgmental probabilities and expert
opinion and this same topic that we will pursue.

This request came from the Academies of Sciences of both
the GDR and from the CSSR, all pushing in the direction of the
use of expert opinion in decision making; so we probably push
in that direction in the methodology area.

As far as the strategies of research and development that
you alluded to are concerned, the Energy Group is working in
some kinds of problems about what are the optimum strategies
for different agencies and governments in new technology. In
addition, we have a project on Organizational Systems. One
of the suggestions which came out from an international conference
was that we should study "organizational ways for facilitating
creative research in development strategies." And again, this
was a suggestion that came out from both Socialist and non-
Socialist sides together.

In addition, we have another project in the bio-medical
area and we are trying to get some leadership here from
Acad. Venediktov from the Soviet Union. He is a strong advocate
of doing work on national strategies for research and development
in the bio-medical area to make comparisons of global strategy
efforts within nations and to couple that with questions of
international strategy. He is particularly interested, as a
concrete instance of this, to look at comparisons within each
of the nations in oncological cancer research and what we
can do in terms of an international community to coordinate
our activities in this long range research and development effort
and try to clarify some issues here. So this again is a theme
which came up in the energy area but it is present in the other
projects of IIASA.
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Working Group 4: The Embedding of Energy Models into an

Economy-Wide Model and the Linking of
Several National and Regional Models
Report

Chairman: Mr. Dantzig, IIASA

Scientific Rapporteur: Mr. Ponssard, IIASA

Possible topics proposed at the beginning of the meeting:

1)
2)

3)

4)

5)

6)

What techniques could be used?
What is the role of prices as links?

How to partition the world in such a way as to study
the energy problem most efficiently?

What steps may be needed before we try to build a
world energy model?

What is the practical meaning of a single-fuel model?

How to study coalition problems? Could the theory of
games be useful?

Who are the decision makers in international problems?
How does one model their role?

What forms of the objective function or functions
are appropriate in international models?
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2. Summary of the Fourth Working Group Discussion Reported

by Mr. Ponssard in the Plenary Session

Topics discussed by the group:

1) Linkage of models with different forms of energy--
regional considerations.

2) Linkage of models through transportation models.

3) Methodology for linkage of submodels (hierarchical
systems, considerations of different objective
functions).

4) Linkage of national oil and gas models.

Topic 4 received most emphasis because of the presence
of Deam, Faidi (OPEC) and Clegg (BP) and also because this
was certainly one sector in which there was strong interde-
pendence between countries--in particular the uncertainty in
the price of the Arabian o0il in the last years made national
models totally unrealistic.

Deam's international oil-gas model was then used as a
ktasis for specific discussions and more general considerations.
Since this model was extensively presented in a morning session,
only comments will be reported here.

They may be summarized along these lines:

- the linkage of models ought to be different for a short
or a long term horizon. Because of substitution possibilities
less influence should be placed on price considerations for
the long term; objective functions should also be different
because of uncertainties;

- the price of Arabian o0il is certainly not completely
arbitrary but depends in fact on many criteria like the cost
of raw materials, the cost of manufactured goods (in particular
since some producing countries are engaged in heavy industrial-
ization programs), the possibility of substitution. Interna-
tional models should reflect this interdependence (a discussion
arose about the impact of the recent price increase on consumers'
behavior; some persons thought that the 10% decrease in demand
would level off quickly and not lead to any long term readjust-
ment without political reinforcements).

The approach to the linkage of models through prices may
put too much emphasis on a compromise for short term marginal
costs whereas what one really needs today is to control the
technological advances paying full attention to long term
ecological and sociological aspects.
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A second topic was also discussed: the methodological
aspect of building multinational models. Reference was made
to the Mesarovic/Pestel work using the theory of hierarchical
systems. However, the general feeling was that there was no
available satisfactory methodology to investigate multiple
decision maker models. Existing methodology-like theory
appeared as too difficult to implement and with a poor pre-
dictive power anyway, given the endogenous behavior of politi-
cal actors; gaming has also a very poor predictive power
through it makes (nalve) decision makers aware of new issues.
Given the highly uncertain future and the difficulty of formally
modelling the international competitive situation it was then
re-emphasized that planning for flexibility at least offers
a practical answer to this theoretical bottleneck. This may
be achieved by developing good national models and introducing
political constraints as parameters (e.g. taxes on oil,
pollution standards, etc.). Then sensitivity analysis could be
performed on these parameters and a short term strategy which
would be fairly insensitive should be looked for. Such a
strategy would then leave open the opportunity to benefit from
the progressive resolution of uncertainty in the future.

3. Comments:
Mr. Hafele:

As originally envisaged we had planned to discuss future
research topics in the field of energy modelling and to some
extent the 4 research reports have illuminated this question.
I would like to ask, though, whether, if they have been ex-
plicit, someone has a question or a point to make in general.

A participant:

There are three problems on which I think it advisable
to work:

1. The study of inter-linkage between budworm systems
and the energy system, not over the next 40 years,
but over a number of years that is comparable to the
time constant for ecological systems, about 500 to
1000 vears.

2. Which is the optimal energy supply for an infinite
tige of use (i.e. that is optimal for a time period
of one or two thousand years)? This does not at
first sight seem to be a realistic problem, but it
only appears to be that way, because, if you come
into high rates of use, either you use solar energy
and geothermal energy or you pile up so much waste
that you have to give up the use of certain other kinds
of energy.
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The problem is not to minimize the occurence of
failure of an energy system but to minimize the cost
of failure of an energy system. This problem origi-
nates because the cost of failure of reactors is
becoming very high and put a very high demand on the
research capability of institutions and also on

the infallibility of humans and of social systems.
We are not accustomed to that, since we have not
experienced such a problem historically; due to this
fact it would be more optimal to find energy systems
which can fail, yes, but of which the cost of failure
can be absorbed by society.
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Conclusion of the Energy Project Leader

W. Hafele

Some of you may be under the impression that mathematical
modelling of energy demand and supply, as discussed during
these two days, is the major thrust of the energy project.
That is true only to some extent. To put this effort into
perspective I would like to give you the background of the
energy project,

1- Evaluation of strategies for a transition from fossil
to nuclear fuels. (This project by Manne and Hdfele is due
to be completed shortly but there may be follow-ups.)

2- Heuristical attempt at a comprehensive description
of the nuclear option (almost complete~-largely involves
expectation values but will employ utilities theory).

3- Solar option and identification of possible strategies,
considering expected side effects and a balanced approach.

4- Use of utility theory for a comparison of those two
options, with the aim of identifying the substance of that
particular comparison and of establishing the method of
comparing things that generally cannot be compared.

5- Investigations into the climatic effects and the
identification of the interface between energy and water;
i.e. largely a question of the moisture cycle in water and
of sensitive spots on the globe suited for establishing
large primary energy parks.

6- Work on resources--study of price/amount relation
and side effects not yet fully considered, e.g. the amount
of waste and debris in harvesting shale oil, etc. (Cooperation
with the International Atomic Energy Agency desired.)

7- Investigation of risks and standards: The method-
clogical problem of how to deal with residual risks; the
causal procedures giving rise to standards. Relationship
between damage and pollution rates, and study of the question
of public acceptance-~-as important an ingredient in
technology development as is the design of a good transformer,
(Cooperation with the International Atomic Energy Agency, and
closely with the Ecology Project because of the methodological
question of resilience parameters. Related activities could
focus on an optimization function of maximum resilience.)
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8- Study of the siting of nuclear power plants vis-a-vis
industrial facilities and urban settlements in general, which
leads to natural interfaces of energy and water and ecology
and urban settlement. The effort of mathematical modelling
of energy demand and supply can be seen against that back-
ground. This perhaps illustrates why such a sensor is badly
needed; in fact, an adequate energy policy strongly needs to
sense more fully the reactions of economic/environmental
changes.

This brings us to the end of the two-day working seminar,
and I thank you all very warmly for your attendance and vital
contributions. I personally feel that I have benefited a lot,
and I am very grateful that you have taken the pains to
prepare for this conference.
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Conclusion of the Institute Director

H. Raiffa

On behalf of IIASA I would like to thank the participants
of this Seminar for their superb contributions. I found the
papers fascinating and informative, and the discussions in the
workshops lively and intellectually challenging. I would also
like to take this opportunity to thank Drs. Hdfele, Manne and
Charpentier for their organizational skills in gathering here
a fine representation of scholars interested in the important
class of problems related to energy modelling. I also want to
inform you that administrative arrangements for our conferences
are handled by the Secretary of our Institute, Dr. Andrei Bykov,
and his able assistant Miss Ilse Beckey. I am sure you will
want to join me in thanking them.

IIASA is now about 20 months old, but our scientific
activities began only a scant ten months ago. IIASA is a
unique experiment in international cooperation--it is ovbiously
the creation of governments that are interested in closer
scientific ties in peaceful pursuits, but at the same time it
is formally a non-governmental institution. We are, as you
know, sponsored not by governments, but by academies of sciences
or similar prestigious research institutions. And being a non-
governmental institution we can probe issues that may be too
delicate for official bodies to consider. We also can act on
a time schedule that is the envy of intergovernmental U.N.
agencies.

Quite frankly, no one of us knows exactly what we can and
cannot do; what worldly issues are too delicate for this fledg-
ling Institute to investigate, But we can experiment, and we
can try to find that unique role and identity for IIASA that
will best contribute to progress toward a better world in the
future.

I feel confident that IIASA can play a significant role
as catalyst, disseminator, broker and initiator of research
ideas. In all these endeavors we must exploit our peculiar
position. First, we are truly interdisciplinary; we should
bring our various research projects closer together over time,
and in so doing take an integrated, systematic approach to
complex problems of global or universal importance. Second,
throughout our history (both before and after our charter was
signed), in planning as well as execution, we have had the in-
puts of specialists from socialist, non-socialist and mixed
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economies, Third, we can use the backing of the thirteen ad-
hering institutions which support us to identify, and lure here,
outstanding scholars from academia, from research institutes
and from industry. Fourth, as we become more and more credible
as a research institute in our own right, we should be able

to cement bonds with other institutes in collaborative research
ef forts--we should be part of a world-wide research network.

I feel we are indeed fortunate in having Professor Hiafele
as the leader of our Energy Project. He has attracted here a
truly international team of research scholars. This working
conference has helped us in several ways. First, I believe
we are fulfilling one of our aspirations: the effective dis-
semination of information; second, we have generated ideas that
will influence our research program; but most importantly we
have brought a group of scientists here from different cultures
but with similar research interests, and some of the personal
contacts made here in Laxenburg might flourish in the future.

In closing, let me thank each of you for taking time out
from your busy schedules to participate in this Seminar. I
hope that it was as rewarding for you as it has been for us.
We sincerely hope that many of you will continue you contacts
with IIASA.



