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METEOROLOGICAL NETWORKS-A SPECIAL 
APPLICATION OF TRANSBORDER DATA FLOWS 

Meteorological networks are one of the oldest examples of 

transborder data flow, going back in an  organized form for about two cen- 

turies. According to [ I ] ,  [2], and [3], the weather has been a primary con- 

cern of mankind since before the dawn of civilization. 

Ths  fact is reflected in fragments of the earliest writings and in the 
existence of numerous ancient deities associated with various weather 
phenomena. The earliest known systematic treatises on meteorology are 
the  famous M e t e o r o ~ o g i c a l  of Aristotle (384-322 B.C.) and the writings of 
his pupil Theophrastus on winds and on weather signs. During the next 
2,000 years the science of meteorology did not progress substantially 
beyond the point to whch  it had been carried by Aristotle, in spite of a 
number of treatises on the subject. The development of the science, like 
that of the other physical sciences, was forced to await the invention of 
the instruments by which the primary physical elements could be meas- 
ured. 



The 17th and 18th centuries, in the history of physical science, con- 
stitute essentially a period of instrumentation and establishment of the 
elementary physical law-s of gases, liquids, and solids. Especially signifi- 
cant for the development of meteorology were the inventions of the ther- 
mometer by Galileo in 1607 and of the barometer by Evangelista Toricelli 
in 1643, followed by the discovery of Boyle's law in 1659. An explanation 
of the trade winds, including for the first time the effect of the earth's 
rotation on atmospheric winds, was attempted by George Hadley in 1735. 
When the true nature of atmospheric air was determined by Antoine 
Lavoisier in 1783, and when John Dalton, in 1800 had explained the varia- 
tions of water vapor in the atmosphere and the relation between the 
expansion of air and atmospheric condensation, the physical basis of 
modern meteorology was established. 

The development of the science during the 19th century occurred 
primarily in the field of synoptic meteorology, i .e. ,  in the organization of 
networks of weather observing stations, in the preparation of daily synop- 
tic charts and in the initiation of modern weather forecasting. The first 
international compilation of weather observations was made by J.B. 
Lamarck (with P.S. Laplace, Lavoisier and others) from 1800 to 1815. The 
earliest weather charts were made well before 1835 by collecting synchro- 
nous weather reports by mail. The first telegraphic collection of synoptic 
reports and mapping thereof for forecasting was accomplished by Urbain 
J.J. Leverrier following the Crimean War. 

Between 1850 and 1875 many nations established meteorological ser- 
vices based on synoptic observations from networks of weather stations. 
International conferences (Brussels, 1853; Vienna, 1873) established 
international coordination of these national weather services by arrang- 
ing for standard observation.al techniques and for the international 
exchange of weather observations by telegraph and later by wireless. The 
practice of weather forecasting increased rapidly during the same period, 
but progress in the understanding of atmosphere behavior was not rapid 
before 1900. 

From about 1870 the leading nations have published charts each day 
along with the official forecasts. The basic chart  shows the synchronous 
observations a t  sea level or surface stations over a more or less extended 
area, generally a t  least a large part of a continent and often a whole hem- 
isphere. For each weather station whose observations are taken a t  inter- 
nationally standardized synoptic hours--one to four times a day--and 
received by radio or telegraph at the forecast offices, the values of or 
symbolic indications of a number of weather elements, are plotted in a 
model grouping around the circle representing the station on the map. 
For all stations a t  least the barometric pressure (usually converted to its 
value a t  sea level), the air temperature, the present weather, the wind 
direction and speed or force, and the sky cover will be reported. 

Although meteorology is as old as the other. branches of the physical 
sciences, weather forecasting as a public service is only about 100 years 
old. It was only after the invention of the electric telegraph (about 1840) 
that it became possible to establish a communication system suitable for 
the rapid col.lection of weather reports. The first systematic experiments 
in weather telegraphy and f0recast;in.g began about 1860 and were 



conducted by Robert Fitzroy in England, Urbain Jean Joseph Leverrier in 
France, and the Smithsonian Institution in the United States. A decade 
later forecasting services had been established in several other countries. 

The next advance came from 1900 to 1920 after the invention and 
development of radiotelegrahpy. As radio became standard equipment on 
s h p s  it became possible to collect weather reports also from ocean 
areas. At the same time, and particularly after M1orld NTar I ,  aircraft 
equipped with instruments began to  provide information on the state of 
the atmosphere a t  hgher  levels. A major advance was made about 1930. 
At t b s  time development of the radiosonde permitted soundings of tem- 
perature, pressure, and humidity through the troposphere and lower 
stratosphere. During 'CZTorld YTar 11, the radiosonde was improved to also 
allow observations of the winds to be made. At the same time radar was 
developed and used to provide information on clouds and precipitation. 
After the late 1950s it was much used in locating and tracking thunder- 
storms, tornadoes and tropical revolving storms. 

A major advance of the postwar period was the development of 
meteorological satellites capable of monitoring the cloud cover and tem- 
perature distribution around the world. Another technological advance 
was the introduction of the electronic computer. Such machines, in a 
variety of types, have contributed greatly to improvement in the process- 
ing of meteorological data, and made it possible to solve many mathemat- 
ical problems that could not readily be tackled by customary techniques. 

The early experiments in weather telegraphy and forecasting were 
based upon reports from a few land stations observing once or twice a 
day. The number of observation stations and the frequency of reports 
grew slowly until about 1920. It was only after the end of World War I1 that 
worldwide networks of surface an.d upper air stations and meteorological 
telecommunication channels became established. The international net- 
work of observing stations and the telecommunication services continued 
to expand, particularly in the regions that were undergoing rapid techno- 
logical development. By the late 1950s there were about 10,000 ordinary 
land stations that provided surface reports,  and about 1,000 stations that 
made soundings of temperature, pressure, humidity, and wind through 
the troposphere and lower parts of the stratosphere. About 3,000 com- 
mercial ships and about 50 specially equipped weather-observing ships 
provided observations from ocean areas. Several squadrons of aircraft 
equipped with meteorological instruments and radar engaged in meteoro- 
logical reconnaissance over ocean areas where s h p  observations were 
absent or sparse. Much of the improvement in the forecasting of tropical 
storms resulted from information provided by meteorological reconnais- 
sance. Commercial aircraft provided much useful information on the 
cloud and wind systems aloft, and a steadily growing network of radar sta- 
tions gave detailed reports on severe local weather. 



To ensure uniformity in the observations and the reporting pro- 
cedures throughout the world, sets of definitions, scales, standards and 
codes were adopted in the 1950s by international agreements under the 
auspices of the UN World Meteorological Organization (MTMO). 

Instrumental observations (e.g. ,  pressure and temperature) are 
reported as numbers, and visual observations (e.g.,  types of clouds, rain 
and snow) are translated into numbers according to internationally 
adopted specifications. The observations are then composed into coded 
messages and transmitted through established communication networks 
to all forecasting centers, where the instrumental observations are 
decoded and plotted as numbers while visual observations are 
repre.sented by symbols. 

The history of East-West relations in the exchange of meteoroIogical 

observations also goes back as far as the history of organized meteorolog- 

ical observation. In Hungary, for example, the first organized meteoro- 

logical observation service was launched on November 1, 1781 at the 

observatory of the University of Buda, which was a t  this time a member of 

the so called "Societas Meteorological Palatina", a meteorological network 

with 36 member stations and its headquarters in Mannheim, Germany. 

As mentioned earlier, considerable progress in the development of 

meteorological networks was made around the 1870s, when the interna- 

tional telegraph networks became well established and were already able 

to provide the telecommunication backbone needed for the international 

exchange of meteorological data. 

On the order of Emperor Franz Joseph 11, the Central Meteorological 

Institute was founded in Hungary on April 8, 1870 and has since that time 

been in charge of coordinating and handling the traffic flow of 

transborder meteorological data. Later, after the beginning of the twen- 

tieth century, the radio transmission of morse coded meteorological data 

became the dominating telecommunication medium for the exchange of 

meteorological information. 



With the growing weight of international telex networks after World 

War 11, 50 baud leased point-to-point telegraph and telex circuits started 

to take on the daily traffic between national meteorological centers. The 

map of the European Meteorological Telex Network around the beginning 

of the 1970s is shown in Figure 1. According to [4], however, t h s  manually 

switched European telex network, which operated without error detection 

and correction, became increasingly saturated and overloaded by the 

growing amount of information. For example, a t  the beginning of the 

1970s the 50 baud Budapest-Moscow telegraph circuit worked for a full 23 

hours a day, leading to a delay of 2-3 hours, for example, before the 

meteorological data of Ukrania were received in Budapest. 

By the end of the 1960s it became increasingly obvious that the 

World Weather Watch program of the WMO had to be reorganized on a new 

and different basis. This function is now being fulfilled by the new dedi- 

cated computer communication network of the WMO, called the Global 

Telecommunication System (GTS). Ths  system provides the backbone for 

the WMO Global Observing System (GOS) and the WMO Global Data- 

Processing System (GDPS). 

In the following sections the nature of transborder data flow in the 

field of meteorology, its traditional trade pattern, and its change due to 

the emerging new information and telecommunication technologies in 

particular, withn the framework of computer communication networks 

between East and West will be discussed. It will also be shown that,  even 

in this special field of transborder data flow, whch is regarded as rather 

unproblematic, some new worrying signals of growing difficulties are 

emerging. 



Figure 1. The defunct European meteorological telex network. 



1. THE WORLD \%ATHER WATCH PROGRAM APllTD THE GLOBAL TELECOM- 
MUNICATION SYSTEM (GTS) OF THE WMO 

1.1. General Description 

As already mentioned the Global Telecommunication System (GTS) of 

the MTMO [5], was designed at  the end of the 1960s as part of the WMO 

World Mieather Watch (M'V\W) Program. The GTS is one of the largest inter- 

national information networks in existence that  allows transmission in a 

store and forward mode of both digital and analogue meteorological infor- 

mation. 

According to [13], the WWW is the basic program of the WMO. The 

WWW was first established by the Fifth World Meteorological Congress 

(Geneva, 1967). 

Whle the basic approach of the WWW plan remained generally unal- 

tered, important additions have been brought in since the launch of the 

program, mainly due to two developments. The first is the rapid techno- 

logical changes and the second is the existing and expected new demand, 

from several applied fields and programs of other international organiza- 

tions, on the facilities created under the WWW plan. 

Technological change has been rapid in many fields, such as satellite 

meteorology, where remarkable progress has culminated in a plan for a 

global system of geostationary and near-polar-orbiting satellites. Contin- 

ued advances are belng made in data-processing techniques, too 

The primary purpose of the WWW is to make available to each of its 

members, within the limits of the agreed system, meteorological and 

other related environmental information required in order to enjoy the 



most efficient and effective meteorological and other related environ- 

mental service possible, as regards both-applications and research. 

The essential elements of the WWW are: 

(a) The Global Observing System (GOS), consisting of facilities and 

arrangements for making observations at  stations on land and 

at  sea, from aircraft, meteorological satellites and other plat- 

forms; 

(b) The Global Data-Processing System (GDPS), consisting of 

meteorological centers with arrangements for the processing of 

the required observational data (real-time uses), and for the 

storage and retrieval of data (non-real-time uses)*; 

(c) The Global Telecommunication System (GTS), consisting of 

telecommunication facilities and arrangements necessary for 

the rapid and reliable collection and distribution of the required 

observational data and processed information. 

Some of the actual and expected benefits of the WWW are: 

(a) Improvements in short- and medium-range meteorological fore- 

c a s t ~  for genera1 purposes and for many types of special 

activity, e.g., agriculture, aviation, shpping, fishng, transporta- 

tion, hydrology, industry, recreation, etc; 

(b) Improvements in extended-range meteorological fore casts for 

the benefit of long-term planning of agriculture, water manage- 

ment, etc. ;  

'Real-time uses in this sense, are operations in which the information must be received and 
used or processed withn, at  most, a few hours of being generated. Non-real-time uses are 
those operations that can be carried out over a more extended time period. 



(c)  Improvements in the timeliness and accuracy of wanings against 

natural disasters caused by meteorological phenomena, particu- 

larly tropical cyclones; 

(d) Provision of observational data and processed information for 

several types of applications; 

(e) Provision of meteorological and other related environmental 

information for understanding many aspects of environmental 

pollution and for taking remedial action; 

( f )  Easier access to stored data and information for all parts  of the 

world for applied as well as basic atmospheric research or 

related environmental research projects. 

1.1.1. The Global Observing System (GOS) 

The GOS is the coordinated system of methods, techniques, and facil- 

ities for making observations on a world-wide scale withn the framework 

of the WWW. 

The GOS consists of two sub-systems, the surface-based sub-system 

and the space-based (satellite) sub-system. The former is composed of 

the regional basic synoptic networks, other observational networks of sta- 

tions on land and a t  sea, and aircraft meteorological satellites. 

The GOS provides observational information that falls broadly into 

two categories: quantitative information, derived from instrumental 

measurements, and qualitative (descriptive) information. Examples of 

quantitative information, whch specifies the physical state of the atmo- 

sphere, are instrumental measurements of the atmospheric pressure and 



humidity, air temperature and wind velocity. Examples of qualitative 

(descriptive) information are observations of of the state of the sky, the 

forms of clouds, and the types of precipitation. 

1.1.2. The Global Processing System (GDPS) 

The purpose of the GDPS is to make available to all members pro- 

cessed information, whch they require for both real-time and non-real- 

time applications, with a minimum of duplication, using the most modern 

computer methods. The GDPS is organized as a three-level system of 

World Meteorological Centers (WMCs) and Regional Meteorological Centers 

(RMCs) a t  the global and regional levels, respectively, and National 

Meteorological Centers (NMCs), whch carry out GDPS functions at  the 

national level. In general, the real-time functions of the system involve 

pre-processing of data, analysis and prognosis, including derivation of 

appropriate meteorological parameters. The non-re al-time functions 

include collection, quality control, storage and retrieval as well as catalo- 

guing of data for use in research and special applications. 

The WMCs, located in Melbourne, Moscow, and Washngton provide 

products that can be used for general short-, medium-, and long-range 

forecasting of planetary or large-scale meteorological systems. Mel- 

bourne provides products for the southern hemisphere. 

The RMCs are: AlgiersIOran, Bracknell, Brasilia, Buenos Axes, Cairo, 

Dakar, Darwin, Khabarovsk, Lagos, Melbourne, Miami, Montreal, Moscow, 

Nairobi, New Delhi, Norrkoeping, Novosibirsk, Offenbach, Peking, Rome, 

Tananarive, Tashkent, Tokyo, Tunis/Casablanc a, Wellington. These 

centers provide regional products that can be used for short- and 



medium-range forecasting of small-, meso-, and large-scale meteorologi- 

cal systems by NMCs. Products of RMCs have to be presented in such a 

way that they can be used by members at  the national level as input to 

data-processing procedures that must be performed to provide adequate 

assistance to users. 

Taking into account the requirements for data and forecasting ser- 

vices, the general objectives of the GDPS during the period 1980-1983 are 

the following: 

(a) To facilitate the functioning of short-range weather forecasting 

and storm-warning services, especially a t  the regional, and 

national levels; 

(b) To improve operational weather forecasts in all time ranges by 

development and incorporation into operational use of new 

methods for forecasting, such as models based on 

stochastic /dynamic techniques, other new modeling techniques 

and ways of parameterizing atmospheric processes; 

(c)  To develop and improve methods for presenting and, as neces- 

sary, modifying machne-made products for the user, so as to 

make these products more valuable and more easily applied to 

operational problems; 

(d) To develop and improve methods for processing, storage and 

retrieval of data for basic meteorological, climatological and 

other purposes, as appropriate, to meet the needs of other WMO 

programs in accordance with the requirements stated by the 

appropriate WMO technical commission (s).  



1.1.3. The Global Telecommunication Systems (GTS) 

The main functions of the GTS are the following: 

(a) To collect observational data provided by the GOS of the WMO; 

(b)  To distribute the data to so-called National, Regional, and World 

Meteorological Centers (NMCs, RMCs, and WMCs); 

(c) To transmit the resulting processed information--provided by 

the GDPS of the WMO--to other YIrMCs, RMCs, and NkICs. 

The network organization of the GTS is implemented on a three-level 

basis, namely: 

(a) The so-called Main Trunk C~rcuit (MTC) and its branches, linking 

together the WMCs as well as designated so-called Regional 

Telecommunication Hubs (RTHs); 

(b) The regional telecommunication networks; and 

(c) The national telecommunication networks. 

The basis for the organization of GTS is that  it should accommodate 

the volume of meteorological information and its transmission within the 

required time limits to meet  the needs of the World, Regional, and 

National Meteorological Centers. 

The main concept of GTS is to ensure that  every country in the world 

receives all needed meteorological information, partly in numerical, 

partly in graphcal  format. During the middle of the 1970s, the amount of 

information traveling on GTS per day was approximately 3.5 million char- 

acters  and 50-70 weather charts. A guiding principle of GTS is that  both 

contribution and consumption of information on the network is free of 



charge and based on mutual interdependency. 

The backbone of the GTS system [ 5 ]  is a medium-hgh speed ring net- 

work interlinking the main World Meteorological Centers (NTMCs) in Wash- 

ington. Moscow, and Melbourne, with the Regional Telecommunication 

Hubs (RTHs) in Bracknell, Paris, Offenbach, Prague, Cairo, New Delh, 

Tokyo, Nairobi, Peking and Brasilia (Figure 2). All these centers are inter- 

linked with the Main Trunk Circuits (MTCs) and their branches which 

operate in a segmented "store and forward" mode. 

The functions of the Main Trunk Circuit and its branches are the fol- 

lowing: 

(a) Ensuring the rapid and reliable exchange of observational data 
required for making analyses and prognosis; 

(b) Ensuring the exchange of processed information between the 
World Meteorological Centers, including data received from 
meteorological satellites; 

(c) Transmitting additional processed information for the purpose 
of providing Regional Telecommunication Hubs, Regional 
Meteorological Centers and National Meteorological Centers with 
the information produced by the WMCs; 

(d) Transmitting when feasible, other observational data and pro- 
cessed information required for interregional exchange. 

With regard to telecommunications, the World Meteorological Centers 

and the Regional Telecommunication Hubs are responsible for: 

(a) Collecting the observational data originating in their zone of 
responsibility and transmitting such data in the appropriate 
form and a t  the appropriate speed on the Main Trunk Circuit 
and its branches; 

(b) Relaying as internationally agreed, on the Main Trunk Circuit 
and its branches, in the appropriate form and a t  the appropri- 
ate speed, the meteorological information that they receive 
from these circuits and/or from RTHs not situated on the Main 
Trunk circuits: 





(c) Ensuring, in the appropriate form and a t  the appropriate speed, 
the selective distribution of meteorological information to the 
NMCs and to the RTHs not situated on the Main Trunk Circuit 
that they serve; 

(d) Checking and making corrections in order to maintain standard 
telecommunication procedures; 

(e)  Establishng radio broadcasts as required in accordance with 
regional plans; 

(f) Carrying out the monitoring of the operation of the GTS of the 
WWW. 

With regard to telecommunications, the National Meteorological 

Centers are responsible for: 

(a) Collecting observational data from their own territory or that  of 
one or more members according to bilateral agreements, as well 
as observational data from aircraft and ships received by 
centers located withn the area of responsibility. T h s  collection 
takes place as soon as possible and is completed withn 15 
minutes of the observing station's filing time; 

(b) Transmitting such data to the associated Regional Telecommuni- 
cation Hub and World Meteorological Center; 

(c) Receiving and distributing for their benefit and that of members 
who request them, in accordance with bilateral agreements, 
observational data and processed meteorological information, to 
meet the requirements of the members concerned; 

(d) Checking and making corrections in order to ensure that  stan- 
dard telecommunication procedures are applied; 

(e) Carrying out the monitoring of the operation of the GTS of the 
WWW. 

The main engineering principle of GTS is such that the system makes 

the fullest use of all available telecommunication means (including cable, 

radio, and satellite circuits) that are reliable and have suitable technical 

and operational characteristics. For medium- and high-speed data 

transmissions and for facsimile transmission in digital and analogue 

forms, standard circuits of the telephone type and radio circuits having 

similar t e c h c a l  characteristics are used whenever possible for opera- 

tional and financial reasons. 



The circuits provided and the techniques employed have to be ade- 

quate to accommodate the volurne of meteorological information and its 

transmission within the required time limits to meet the needs of World, 

Regional, and National Meteorological Centers. 

In the planning of the circuits and transmission schedules, the daily 

volume of traffic to be passed over any one channel should not exceed 

60% of its ultimate capacity. The channels are engineered to ensure the 

highest possible reliability. The system is based mainly on the intercon- 

nection of a number of centers, namely, NMCs, RMCs, RTHs, and WMCs. 

The WMCs, RMCs, and RTHs are provided with suitable equipment for 

selection, switching and editing in order to provide NMCs with the data 

selected to meet  their specified needs. 

Provision is envisaged for alternative routings, where necessary, to 

ensure the reliability and efficiency of the system, particularly the relia- 

bility and efficiency of the Main Trunk Circuit. The GTS network functions 

according to a well predefined schedule for alternatively transmitting 

analogue facsimile weather charts and digital data. Switchng between 

analogue and digital transmission is made automatic by adding special 

codes to the data to be transmitted. According to their size and resolu- 

tion a facsimile weather chart takes on average between 9 and 25 minutes 

to be transmitted over the network, thus a t  a rather slow speed. 

The WMO has defined special transmission protocols for GTS, and a 

data transmission error protection according to the CCITT V.41 recom- 

mendation has been adopted. Some of the WMO protocols are also applied 

to the upper levels, such as the application level. 



1.2. The GTS Regional Telecommunication Network for Europe 

The European part of the GTS network is shown in Figure 3 and the 

status of the individual links of the network and future plans as of June 

1980 are shown in Table 1. From the telecommunication point of view, the 

actual speeds of the network are rather low to medium, but these are 

more or less adequate for the present traffic load. According to measure- 

ments on the 1200 bit/s Budapest-Prague line [4], the daily digital traffic 

is approximately 2 MByte per day, utilizing the link to about 70%. 

Alternative systems for the switchng hardware providing the "store 

and forward" function are used in the different network locations. For 

example, in the European section of GTS, which was completed between 

1970 and 1975, the following computer systems are used: 

-- dual CDC 1700 in Vienna 

-- dual Telefunken TR86 in Offenbach 

-- dual IBM S/7 in Rome and Belgrade 

-- dual CDC 1700 in Prague 

-- CII 10070 in Paris 

- dual Siemens 4004 in Zurich 

-- IBMS/?inBudapest 

- dual Marconi Myriad I1 in Bracknell. 

In other European countries CDC and IBM computers are primarily used 

for switchng purposes. 

The Eastern and Western European systems are mixed in the sense 

that error protection is carried out by software in Western Europe and by 
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N 0 T E S : (1) DataIFAX = transmission on a time-sharing bnsis on thc same cliannel. 
(2) Data + FAX = transmission on two scparate channels used Tor dntn and FAX trnnsmissions rcspcctivcly. 
( 3 )  An entry of "FAX" in this table docs not necessarily mean that FAX is transmitted in both directions. 

I. M T C  and its branches 

Moscow-Prague 

Prague-Oknbach 

OlTcnbach-Paris 

Paris-Bracknell 

Dracknell-Washington 

Moscow-New Delhi 

Moscow-Cairo 

Offenbach-Nairobi 

2. Main rcglonal circuits 

Bracknell-OfTenbach 

Brackncll-Brussels 

Brussels-Paris 

Paris-Rome 

Rome-OlTenbach 

OfTenbach-Vienna 

OfTenbach-NorrkOping 

Vienna-Prague 

Prague-Budapest 

Sofia-Prague 

Budapest-Bucharest 

Bucharest-Sofia 

Sofia-Moscow 

Prague-Potsdam 

Potsdam-Warsaw 

Warsaw-Moscow 

Prcsenr operarionol srarrrs 

Cable, 1200 bitls data, hardware E D C  

Cable, 2400 bills data,  sortware E D C  

Cable, 2 x 4800 bitls datalFAX + FAX,  software E D C  
(1980) 

Cable, 2400 bills data/FAX. sonware E D C  

Satellite. 2400 bitls da ta /FAX,  software E D C  

HFIISB, I200 bitls special E D C  + I FAX 

HF ,  50 bauds ARQ 

Satellite. 2 x 50 bauds + I FAX 

Cable, 2400 bitls da ta /FAX,  sortware E D C  

Cable, 50 bauds 

Cable, 2400 bills. software E D C  

Cable, 2400 bitls da ta /FAX,  sortware E D C  

Cable. 2400 bitls data. sortware E D C  

Cable, 2400 bitls data/FAX, sortware E D C  

Cable. 2400 bills data. sortware E D C  

Cable, 2400 bills, sortware E D C  

Cable, 1200 bills data, hardware E D C  

- 
Cable, 2 x 50 bauds + 1 FAX 

Cable. 1200 bitls data1FAX. hardware E D C  

Cable, I200 bitls da ta /FAX,  hardware E D C  

Cable, 600 bitls 

Cable, 600 bills 

Cable. 1200 bills da ta /FAX,  hardware E D C  

Furure plans 

2400 or 4800 bitls da ta /FAX 

Cable. 2 x 4800 bitls data + FAX, so r~warc  E D C  

- 
Cable, 4800 bitls data/FAX, sortu.are E D C  

Satellite, 4800 bills data/FAX, sortware E D C  

Satellite, 2400 bills (1980) 

HFIISB, I200 bitls special E D C  + 1 FAX 

2 x 75 bauds + I FAX (to be considered) 

- 

Cable, 2400 bills, software E D C  (1980) 
- 
- 

- 

Cable. 2 x 4800 bitls data + FAX. sortware E D C  (1980) 
- 

Cable, 2 x 4800 bills data + FAX, sor1ware E D C  
- 

Cable, I200 bitls data (1980) 

Cable. 1200 bitls data/FAX. hardware E D C  (1980) 
- 

Cable, 2400 bitls data1FAX 

Cable, 1200 bills data,  software E D C  

Cable, 1200 bitls data/FAX, hardware EDC 
- 



2. Main rcpional circ~tits 
(confirt~rcrl) 

Moscow-Norrkaping 

Romc-Athens 

Sofia-Athens 

3. Regional circuits 

Brackncll-Dublin 

Brackncll-Dc Bilt 

Brackncll-Reykjavik 

Reykjavik-Sondre Stromrjord 

Bracknell-Oslo 

Bracknell-Copenhagen + Oslo 

Oslo-Copen hagen 

Paris-Madrid 

Madrid-Lisbon 

Paris-Zurich 

Prague-Warsaw 

OlTenbach-Dct Dagan 

OlTenbach-Potsdam 

Rome-Zurich 

Vienna-Budapest 

Vienna-Dclgrade 

Belgrade-Budapest 

Rome-Malta 

Romc-Beirut 

Sofia-Larnaca 

Sofia-Belgrade 

Sofi a-Tirana 

Sofia-Ankara 

Sofia-Damascus 

Sofia-Amman 

Prescnr opercrrionul srcrrris 

Cablc, I200 bitls data,  hardware E D C  

Cable. 2 x 50 bauds + I F A X  

Cable. 2 x 50 bauds + I FAX 

Cahle, I200 bit/s. sortware E D C  + I F A X  

Cable, I200 bit/s, software E D C  + I FAX 

Cable, 50 bauds /FAX 

UHF/cable. 50 bauds 

Cable,, I200 bitls, software E D C  

Cable, F A X  

Cable. 1200 bills. software E D C  

Cable, 3 x 50 bauds + I F A X  

Cable. 3 x 50 bauds 

Cable. 50 bauds 

Cable, 100 bauds 

Cable, 50 bauds 

Cable, 50 bauds 

Cable, 50 bauds 

Cable. 100 bauds 

Cable. 2 x 100 bauds 

Cable, 50 bauds 

Cable, 50 bauds (AFTN,  unidirectional from Malta to Rome) 

Cable, SO bauds (AFTN,  unidirectional rrom Beirul to Rome) 

H F ,  50 bauds (unidirectional lrom Sofia lo  Larnaca; A F T N ,  
unidirectional from Larnaca t o  Sofia) 

Cable, 50 bauds 

H F. 50 bauds 

Cable. 50 bauds 

HF. 50 bauds 

HF.  50 bauds 

Fu lure plans 

Cable. 2400 bit/s (1980) 

Cablc. 2400 bitls data/FAX. software E D C  

Cablc. 1200 bitls and. a t  a later datc, updating to 2400 bills 
data /FAX,  sonware E D C  

- 
Cable, 1200 bitls da ta /FAX,  sortware E D C  

- 

- 

Cable. 4800 bills da ta /FAX,  sortware E D C  (1980) 

Cable, 2400 bitls da la /FAX,  sortware E D C  

- 

Cablc, 100 bauds 

Cable, 100 bauds 

- 

Under consideration 
- 

- 

HFIISD, 75 bauds 

Cable, 100 bauds (1980) 

Cable, 100 bauds 
- 

Cable, 100 bauds (1981 11982) 

HF.  100 bauds (1981 11982) 

Satellite, 100 bauds (198111982) 



3. Rcgio~lnl circuit5 
(con~irrrrcJ) 

Damascus-Dcirut 

Oslo-Norrkoping 

Norrkbplng-Copenhagen 

Norrkaping-Helsinki 

OlTenbach-Zur~cli 

Rome-Ankara 

Amman-Damascus 

4. Inter-regional circuits 

Damascus-Cairo 

Paris-Algiers 

Rome-Algiers 

Paris-Casablanca 

Madrid-Casablanca 

Lisbon-Casablanca 

Paris-Dakar 

Rome-Tunis 

Rome-Tripoli 

Moscow-Tehran 

Moscow-Novosibirsk 

Moscow-Khabarovsk 

Moscow-Tash kent 

Lisbon-Washington 

5. W M C / R T H  radio broadcasts 

Bracknell 

Moscow 

NorrkBping 

OlTenbach 

Paris 

Prague 
Rome 

Sofia 

Prescnt o p e r o r r ~ ~ ~ r a l  srlrrrrs 

VHF,  50 bauds 

Cable. 100 bauds 

Cable, 100 bauds 

Cable. 2400 bitls. sonwarc  E D C  

Cable, 2400 bitls da ta lFAX.  sortware E D C  

Cable. 50 bauds 
- 

- 

2400 bills dntn/FAX, software E D C  
- 

Cable, 50 bauds 

Cable. 50 bauds 
- 

Satellite. 2 x 50 bauds + I F A X  

Cable, 50 bauds 
- 

HF.  50 bauds 
Cable, I200 bitls da ta /FAX,  har$ware E D C  

Cable, I200 bitls da ta /FAX,  hardware E D C  

Cable, 1200 bitls da ta IFAX,  hardware E D C  

HF.  50 bauds A R Q  

I R l T  and I FAX 

2 R l T  and 2 F A X  

I FAX 

I FAX 

1 R l T  and I F A X  

I FAX 

I R l T  and I F A X  

1 R T T  and I F A X  

Frrrrrre plnns 

Cablc. 75 bauds 
- 

- 
- 
- 

I200 bitls (1982/1982) 

Cable, 50 bauds 

H F ,  50 bauds 
- 

Not yet determined 
2400 bitls dala/FAX, soflafare E D C  

Not yet determined 

HF. 50 bauds 
- 

Cable, 1200 bills dala1FAX 

Cable. 50 bauds (1980) 
- 
- 
- 
- 
- 

- 
- 
- 

Upgrading to 240 rpm 
- 
- 

Combined ISD transmirsion (end 19RO) 
- 
- 



hardware according to the CCITT recommendation V 4 :  in Eastern 

Europe. In most installations in Eastern Europe the telecommunication 

equipment--modems and terminals--used are domestic made. For exam- 

ple, in Hungary, the Hungarian built modems TAM 600 (ES 8006) and ter- 

minals are used, and in the USSR domestic POTOK modems and 

AKKORD/PL 150 terminals are operated. 

The major functions of the "store and forward" switching computers 

in each network node are the collection and local storage of meteorologi- 

cal data received from the national observation network, and the forward- 

ing of the message package to the regional network node by providing 

date stamping. Functions such as polling and addressing, sequence 

checking, disabling/ enabling lines, and message broadcasting are also 

typical functions. The storage and retrieval of files transmitted from the 

regional center are most important functions too. Data are--depending 

on the storage capacity of the computer--usually kept for about one day 

before they are overwritten by new data. Other daily functions include 

system and housekeeping functions such as taking system statistics. 

As an  example of a system configuration, the IBM S/7  system of the 

Hungarian Meteorological Service has a core capacity of 500 kByte, two 

disc drives of 80 MByte and handles three 1200 bit/sec leased telephone 

lines, one each to Prague and Bucharest, and one to the central computer 

center of the Meteorological Service in Budapest. Connected to each of 

the two multiplex channels are 16, either local or remote, terminals 

linked by telegraph circuits. Connection to the national PTT telex net- 

work could not be realized because of export license restrictions on the 

side of the manufacturer. For the same reason, the switchng software 



could also not be supplied. The telecommunication software was there- 

fore written in two years by the inhouse programmers of the Meteorologi- 

cal Service. The system finally went into operation in 1978, and has since 

worked 24 hours a day with a reliability of over 99%. 

The European GTS system allows for fast and reliable transmission of 

da ta  on  the network. Data given by [4]  illustrate the use of the network: 

information from all Hungarian meteorological observation points a r e  in 

Washington within one hour,  and v ice  versa observation da ta  from US 

s h p s  in  the  Atlantic a r e  in Budapest wi thn  40 minutes.  

As a backup the meteorological service in Budapest has kept  their 

old, traditional, manually switched system. In the  event of line failures, 

as in  other  centers  of the region, they either use spare lines t o  other 

centers  or receive radio broadcast messages, w h c h  are  provided for both 

data  and facsimile by some stations (see Table 1). Other meteorological 

centers  also provide appropriate backup systems, according t o  the guide- 

lines of the WMO, based on additional private da t a  and telex lines, and 

broadcasting and receiving stations. 

2. DATA NETWORK OF THE EUROPEAN CENTER FOR MEDIUM RANGE 
WEATHER FOREXASTS ( E C m )  

The second largest meteorological network with computer  links 

between East and West is the data  network--called ECNET--of the  Euro- 

pean  Center for Medium Range Weather Forecasts (ECMWF) (Figure 4) [6, 

71. The ECMMTF actually represents a new and interesting t rend  in the 

field of meteorological networks and associated special services, w h c h  

deserves special attention. 
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Figure 4. Topology of the  ECMWF Network ECNET, October 1981 



In the field of meteorology in general, there are three major steps in 

handling meteorological data: generation of data by observation, 

transmission over meteorological networks, and processing for forecast- 

ing and statistical purposes, etc. The processed "value added" informa- 

tion can be distributed in many forms, such as printed publications or as 

data offered through telecommunication networks. According to the gen- 

eral philosophy of the WMO,  such data should preferably be fed back into 

the GTS network and this is accomplished by a number of distinguished 

meteorological processing centers. These data--in most cases forecasting 

data-can be received by all meteorological centers within the regular 

GTS service free of charge. As an example, the Hungarian Meteorological 

Service uses, among others, the numerical forecasts prepared as a result 

of model runs on large mainframes of the major WMO centers in Washing- 

ton, Offenbach, and Moscow for its short term-term forecasting. These 

forecasting services are at present, and according to meteorology tradi- 

tion, also free of charge. 

There is however a growing conflict in the generation and consump- 

tion of these new "value added" services. First of all they are very expen- 

sive to set  up and run, and thus can only be established by major, more 

developed countries. The USA, for example, spends about US150 million 

per year for the operation and maintenance of their meteorological satel- 

lites. The computer configurations used for meteorological forecasting 

are some of the largest in operation and are also very expensive. There- 

fore, a new tendency to change to more and more special services of this 

kind is becoming apparent. Ths  of course, can bring major problems. 



First, many meteorologists view with sorrow the gradual disappear- 

ance of the intact world of traditional meteorology in which information 

was exchanged solely on the basis of mutual interdependence. Second, 

with the introduction and use of new technologies such as meteorological 

and remote sensing satellites, the predominant role of domestic local 

observation is diminishng. More and more data can now be gathered 

from the sky with automated observation devices without having to rely 

on the data provided by other countries. In this sense, the more 

developed countries who can afford to operate these new technologies 

rely increasingly less on international cooperation. On the other hand, 

the less developed or smaller countries will continue to depend on data 

(raw and processed) originating from these large developed countries. As 

the primary reasons for this trend are technical and economical there 

are thus no good major reasons to halt the process, even though it may 

prod.uce as a side effect negative impacts on mutual international 

cooperation which has always been regarded as a positive example in the 

world. 

As mentioned earlier these new systems are very expensive and for 

this reason can only be built by either the richest countries, or by a 

group of countries as a result of international cooperation. However, 

since very large investments are required, some return will be necessary. 

Either fees will have to be charged for the consumption of services, or 

only those organizations tha t  contributed financially to the development 

and operation of these services can benefit from them. There are already 

several systems in Europe that belong to t h s  category. The system 

ARGOS, which provides data base information from sea buoys on the 



oceans, charges according to its use. 

Another large system of this kind is the ECM'MTF system that  charges 

its member countries subscription fees in proportion to their Gross 

National Product; a total of 2 7  million per year (1982)[14], The center,  

with its headquarters in Shinfield Park near Reading in the UK, operates 

one of the world's largest computer installations used for meteorological 

medium-range forecasting [ B ]  (Figure 5). The ECMWF with its huge CDC 

and Cray mainframes is a nice example of how a group of nations can 

cooperate and share expensive resources. However, it is also an exarnple 

of how other countries that  do not have sufficient resources to enable 

them to participate are unintentionally "excluded", although a fraction of 

the generated results is fed back into the GTS network of the WMO. 

The main tasks of the Center are the following: 

- Joint development of dynamical atmospheric models for 

medium-range weather forecasting by means of numerical 

methods. 

-- Regular generation of data suitable for medium-range forecast- 

ing. 

-- Cooperation in science and research to improve the quality of 

medium-range forecasting 

-- Collection and storage of meteorological data. 

- Dissemination of medium-range forecasts and research results 

to member states. 



6 DCU d s u  conltollers 
mamnlenance 
r o n l r o l  U ~ I I  0 DO 19 dow unmts 

il CaDacnly 37  8 M W I U ~ I I S  
CRAV 1 

I 
I r a * r f e ~  r a l r  3 5  4 M n l r  

J - 
1 mdlson 6 4  h81 wsrds  

2 4  110 channels cac.a:!t+ 7 5  6 Mwlunnl  
l r a r r f e r  ralc 3 5  4 Mb!r 

C C & v 1 5 * 2 L S  i nr :R:b/CYEFa :.-a 

n c l r o r k  10 M e m b e r  S la tes  
rlrom 5 0  l o  4 8 0 0  b'rl  

6 T I 5 5  dmsc controllers 

4 0 5  card  reader 

Figure 5 The European Center for Medium Range W-eather Forecasts 
(ECMWF). 



-- Collaboration with the WMO in fulfilling meteorological programs. 

-- Training member countries in meteorological forecasting 

As can be seen in Figure 4, the ECMTW network is separate from the 

GTS network of the WMO, and its topology reflects the above main func- 

tions of the center. It is primarily used for the dissemination of medium- 

range forecasting data to the member countries and for remote working 

on the large mainframes of the Reading Computer Center. For example, 

the local CYBER 171 system of the Austrian Weather Service in Vienna is 

connected to the Reading center as a Remote Job Entry device, where 

models are run on the CRAY computer and output for dispatch is 

prepared on the W E R S  of the center. The line between Vienna and 

Reading is a point-to-point connection with 2400 bit/sec, using the X.25 

protocol of CCITT on lower levels. 

The main, regular service of the ECMWF network is to provide fore- 

casts for up to ?-i0 days in advance. Observational meteorological data 

are acquired through the Global Telecommunications System (GTS) of the 

World Meteorological Organization. Figure 4 shows that ECMWF has two 

links with the GTS, one via Bracknell, the other via Offenbach, each link 

acting as a back-up for the other. The 10-day forecast, taking about 3 1 /2  

hours elapsed time on the Cray computer, s tarts  a t  21.30 and is com- 

pleted at  around 01.00. As a measure of the reliability of the daily opera- 

tion, a record is kept of the termination times of the forecasts on the 

Cray. Approximately 45% of the forecasts terminate within 15 minutes of 

the scheduled time of 01.00, wble 90% terminate witbn one hour. Less 

than one forecast in 20 is delayed more than 2 hours, the usual reason for 



long delays being computer malfunction. Post-processing, including 

transforming the parameters from the mode coordinate system to one 

more suitable for users of the forecasts, is carried out as the operational 

run proceeds. Figure 4 also shows the ECMWF network for dissemination 

of its products; this will be considered further below. The major steps in 

ECMWF's daily forecasting routine are shown in Figure 6. 

Since ECMWF has a global analysis system, all available observational 

data from the entire global domain are required, including surface obser- 

vations from land and sea (SYNOP), radiosonde reports from instrumental 

balloons (TEMP), weather reports from commercial aircraft (AIREP), 

atmospheric temperature measurements from polar-orbiting satellites 

(SATEM), wind observations from geostationary satellites (SATOB), and 

reports from drifting buoys or oceanographic reports (SEA). Each day, 

around 35,000 separate weather reports are received at ECMWF. After 

reception, the reports are checked, some are corrected and the reports 

are stored in the ECMYZTF Reports Data Base. 

3. METEOROLOGICAL DATA FROM SATELUTES 

Information received from earth observation satellites represents a 

special category of transborder data flow. In t b s  regime, a satellite 

owned by a given country can make observations of just its country of ori- 

gin and/or other countries from an extraterritorial orbit and beam data 

back to earth. In t h s  sense the transborder data flow takes place 

between neutral territory and one or more places in one or. more coun- 

tries. The data transmission path to earth may eith.er be in a broadcast 
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Figure 6. The steps in ECMWF's daily forecasting routine. 



mode, allowing access to the data by any observation station on earth 

equipped with the appropriate dishes, receivers, and other lnstrurnents 

required, or in a point-to-point mode addressed to only clne or a few reci- 

pients. Most meteorological satellites belong to the first category, i.e., 

their observation data is free to all stations; having the appropriate 

receiving equipment is the only criteria for receiving data. 

In the second category of satellites, the majority belong to the so- 

called sensing satellites type, but there are also a few low orbit meteoro- 

logical satellites. The information flow in these systems is triggered off 

by terrestrial command when the satellite is in the best position to 

transmit its high speed data to the earth.  To share this type of data with 

other nations, a second step in transborder data flow cooperation-- now 

between national territories--has to be taken. For some meteorological 

satellites t h s  is actually the case; data collected by a designated earth 

station is fed into the GTS network of the W M O  for worldwide distribution. 

GTS, however, also carries image and numerical satellite data of the first 

category, enabling those countries and meteorological stations without 

their own earth stations or with smaller dishes and limited capability 

(e.g., for analogue weather facsimile data only) to receive the full spec- 

trum of observations, such as digital data for hgh resolution in weather 

facsimiles. In the following we describe the two main categories of satel- 

lites, i .e. ,  the meteorological satellites and the remote sensing satellites. 

3.1. Weather Satellites 

In the category of earth observation satellites, the first and still most 

frequently used are weather satellites. From far above the earth's sur- 



face, cameras and other sensors provide meteorologists with broader pic- 

tures  of weather movements. Combined with the  analysis from high- 

speed computers,  meteorological satellites have made weather forecast- 

ing much  less of a guessing game: today's 24-hour forecasts have the 

same accuracy--04%--as 12-hour forecasts did 15 years ago. With bet ter  

prediction of severe s torms,  such as  hurricanes and typhoons, evacuation 

warnings can be issued and lives saved. Since satellites began keeping 

t rack  of hurricanes in the mid-sixties, no one has died because of defi- 

cient warning. Hurricane Camille, the worst s torm of the century, caused 

minimal loss of life in 1969, whereas 1,500 people died in hurricanes in 

Mexico in 1959 and 5,000 in Texas in 1900. A cooperative typhoon-warning 

system being se t  up in East Asia should reduce the area 's  yearly s torm 

damage of more than US33 billion. The Philippines, annually h t  by four 

or five typhoons boiling suddenly off the Pacific, will be a major benefici- 

ary. Mrithn 15 years ,  global satellite imagery should enable meteorolo- 

gists to  make five-day forecasts that  a re  as  accurate  as  24-hour ones 

today, which would translate into US35.5 billion of savings in agriculture 

and aviation in the United States  alone [9]. 

Meteorological satellites a re  generally divided into two groups, 

according to their type of orbit, being described as  either polar-orbiting 

or geostationary [ lo] .  

The polar orbiters a re  a t  an  altitude typically between 800 km and 

1,000 k m  and they pass near both North and South Poles in the  course of 

a single orbit, tha t  is to  say their orbit is roughly a t  right angles to  the  

equitorial plane of the  earth.  They take about 105 minutes to  circle the 

ear th  and because of the earth 's  rotation, each orbit crosses the equator 



about 25G of longitude farther  west than the previous one. With instru- 

ments that are able to scan from side to side, a particular location on. the 

earth can be viewed a t  least twice every 24 hours; once when the satellite 

is traveling roughly from north to south and again when it is traveling 

from south to north. The possibility of viewing the specified location 

more than twice in 24 hours arises from the fact that many instruments 

view sufficiently far to the side of the satellite track for there to be an 

overlap on consecutive orbits. T h s  occurs particularly a t  high latitudes, 

where consecutive orbits come much closer together than near the equa- 

tor. 

One item normally carried on polar-orbiting satellites is a tape 

recorder. The satellite is withn view of its main ground station for only a 

short time during an orbit and may be out of view altogether for several 

orbits. If this station is to recover the global coverage of observations 

made during these periods, data must be recorded to await a suitable 

opportunity for transmission. 

A geostationary satellite (sometimes called a geosynchronous satel- 

lite) remains stationary relative to the earth and so always views the 

same area of the earth 's  surface. This is achieved by putting it into orbit 

above the equator a t  a height such that it takes precisely 24 hours to 

complete one orbit and so matches exactly the rotation rate of the earth. 

The necessary height is very nearly 36,000 km (approximately 23,000 

miles)--many times greater than the heights a t  which polar-orbiting satel- 

lites operate. From its h g h  vantage point a single geostationary space- 

craft can view a circular area representing more than one quarter of the 

earth 's  surface. The problem of being often out of sight of the controlling 



ground station does not arise in the case of geostationary satellites, so 

normal operations do not require a data-recording facility on board. 

The characteristics of polar and geostationary orbits offer different 

advantages to the meteorologist so the two types of satellite complement 

each other. In particular, a polar-orbiting satellite can provide complete 

global coverage every 12 hours while a geostationary satellite, although 

never acheving global coverage, can monitor a substantial part of the 

earth 's  surface almost continuously. 

3.1.1. Current Operational Polar-Orbiting Meteorological Satellites 

There are two series of satellites in t h s  category, the TIROS-N series 
and the  METEOR-2 series, whch are operated by the USA and the USSR, 
respectively. 

TIROS-N is the third generation of operational polar-orbiting satel- 
lites from the USA. The first of the series was launched on 13 October, 
1978; the program was declared fully operational on 16 July, 1979 (follow- 
ing the launch of the second satellite) and i t  is planned to be continued 
into the 1990s. There are normally two spacecraft operating together, 
traveling in orbits approximately at right angles to each other. In this 
way, they pass alternatively across any part of the earth's surface a t  
intervals of between five and eight hours. Their heights are about 850 
kms above the earth and each orbit takes about 101 minutes, so that in 
the course of 24 hours they complete over 14 orbits. The orbits are said 
to be "sun-synchronous", whch means that  they cross the equator at  the 
same local time (solar time) on each orbit, thus ensuring consistent 
illumination for visible imagery from day to  day. Every spacecraft is 
designed to have an  operational life of a t  least two years and replace- 
ments are launched at  suitable intervals to maintain the twin system. 

Four primary instrument packages are carried: one provides visible 
and infra-red pictures of cloud cover (or, in the absence of clouds, the 
earth's surface); one is an  atmospheric sounder; another monitors solar 
activity; and the fourth is for data collection and platform location. Pic- 
ture resolution, i.e., the size of the distinct elements of which it is com- 
posed, is slightly more than 1 km. It is interesting to note that the 
TTROS-N series has a somewhat international character with part of the 
sou.nding package (the Stratospheric Sounding Unit), which provides data 
for levels high in the atmosphere, being provided by the United Kingdom 
and the package for data collection and platform location (named 
ARGDS--one of the charged services in Europe) being provided by France. 



Data are relayed to ground stations via three separate direct broad- 
casts. One of them, the Automatic Picture Transmission (APT) servlce, 
transmits medium-resolution (4  kms) images continuously as they are 
acquired by the satellite. They appear as an ever-extending strip whose 
width represents a distance of about 2,600 kms, and the picture ends 
when the spacecraft disappears below the horizon of the receiving sta- 
tion. Equipment needed for reception of this particular broadcast is rela- 
tively simple and inexpensive, enabling many sections of the meteorologi- 
cal community with only modest resources to enjoy the benefits of direct 
reception of images of their own region. 

The USSR METEOR-2 satellites, of the IVIETEOR-2 improved operational 
meteorological satellite system, were first brought into operation in the 
mid-1970s. They followed an  earlier METEOR series and will continue until 
at  least 1985, with one or two satellites being launched each year 
throughout that time. Their primary task is the acquisition of visible and 
inira-red images, although world-wide temperature soundings are being 
made on an experimental basis. Like the TIROS-N series, they carry an 
APT facility that broadcasts reduced-resolution images. Orbital height is 
900 kms and the time taken to complete one orbit is about 102 minutes. 
Images are obtained from three different instruments on each space- 
craft: a radiometer is used for the infra-red; there is television-type 
scanning equipment for the hlgh-resolution visible, and the APT service 
relays images from a device called a scanning telephotometer. 

3.1.2. Current Operational Geostationary Meteorological Satellites 

Geostationary meteorological satellites are operated by the USA, 
Japan, and the European Space Agency (ESA). They have much in com- 
mon with each other and there is a good deal of collaboration between the 
operators. Working through an  international group called the Co- 
ordination of Geostationary Meteorological Satellites (CGMS), the opera- 
tors have achieved a compatibility between data-collection systems and, 
to a lesser extent, between data-dissemination services. The former 
ensures that transmission from a mobile DCP (for instance, one on board 
an aircraft), will be received without interruption as it passes from one 
spacecraft coverage area to another. The satellites all provide two direct 
broadcast services, one of whch--WEFAX (Weather Facsimile)--has charac- 
teristics similar to the  APT transmissions of polar-orbiting satellites. By 
adding just one or two extra pieces of equipment, an APT station can be 
modified to receive WEFAX as well. 

The USA satellites are known as Geostationary Operation Environ- 
mental Satellites (GOES). The two main ones are located at  75OW and 
135OW and are known simply as GOES-East and GOES-West, respectively. 
GOES-East monitors the weather over the eastern half of North America, 
all of Central and South America and much of the Atlantic, while GOES- 
West monitors western North America and a substantial part of the 
eastern Pacific. They both provide frequent visible and infra-red images 
of the whole of the areas (or discs) viewed. The normal interval between 
images is 30 minutes but this can be reduced to as little as three minutes 
if coverage is restricted to a small part of the disc. This operation mode 



is used to make detailed observations of a weather feature that is rapidly 
changing or developing. Environmental data can be collected from as 
many as 10,000 DCPs every six hours. The two most recently launched 
GOES spacecraft carry experimental instrumentation for making atmos- 
pheric soundings of both temperature and humidity and are the first 
geostationary satellites to have this capability. First results have been 
extremely encouraging but operational soundings are not expected to 
become available for some time, particularly since soundings and image 
cannot yet be obtained simultaneously. A Space Environment Monitor on 
each GOES includes sensors for measuring solar activity and magnetic 
field. 

The European satellite is named METEOSAT. It is located above the 
equator on the prime meridian from where it can observe the whole con- 
tinent of Africa, much of Europe and the Atlantic and part of South Amer- 
ica. The first in the series, METEOSAT-1, was launched in November 1977 
and METEOSAT-2 in June 1981. Primary missions are imaging, data collec- 
tion and dissemination, and services broadly similar to those of GOES are 
provided. The imagery available includes, in addition to the usual visible 
and infra-red, what are called "water-vapor images". These depict the 
average humidity in the part of the atmosphere between about 5 kms and 
10 kms above the earth's surface. Moist areas appear in the pictures as 
relatively light shades and dry areas as very dark. The tops of some of 
the highest clouds can also be seen, showing up as intense white patches. 
Water-vapor images often reveal quite dramatically the broad, sweeping 
character of major features of the global atmospheric circulation, wbch 
cannot be observed directly by any other technique. 

Japan's Geostationary Meteorological Satellite (GMS) (also called 
Himawari) is located at 140°E and views a large part of eastern Asia, the 
whole of Australasia and a vast area of the western Pacific. The original 
spacecraft was launched in July 1977 and its replacement, GMS-2, in 
August 1981. The principal meteorological payload is again a radiometer 
for high-quality images and like GOES (but not METEOSA'T), there is 
instrumentation for monitoring solar activity and the space environment. 
Routine full-disc images are produced every three hours but special 
observations may be made a t  intermediate times for research purposes 
or when, for example, a severe storm or typhoon is under surveillance. 

Two more geostationary satellites are expected to complement th.e 
geostationary meteorological satellite network: GOMS (Geostationary 
Operational Meteorological Satellite) to be placed over the Indian Ocean 
by the  USSR, and INSAT (the Indian National Satellite) to be placed over 
the same region. 

In addition to these "meteorological service" satellites, there are 
worldwide some special research oriented programs using dedicated 
"research" satellites, such as the NIMBUS program of the USA or the 
METEOR program of the USSR. A recent research satellite, whch 
represented an exciting step forward in the applications of satellites to 
environmental sciences, was the USA satellite SEASAT-A, or ocean dynam- 
ics satellite. Its particular significance was that its instrument payload 
was concerned primarily with measurements of the ocean surface using 
microwave techniques. SEASAT was launched into a polar orbit 



approximately 850 kms h g h ,  on 26 June 1978. Unfortunately, its life was 
not as  long as had been hoped, for it suffered a major power failure on 10 
October of the same year. However, during its time in orbit, more than 
90 days of data were collected from its microwave instruments, giving the 
data-analysis teams plenty to work on to establish accuracies, capabili- 
ties, and limitations 

All the instrument sensors on SEASAT were evolved from predeces- 
sors that had been flown successfully on spacecraft or aircraft. They 
included a radar altimeter, to measure average wave height and sea- 
surface topography; a device called a scatterometer for determining wind 
speed and direction a t  the sea surface; radar  to observe wave patterns 
and ice distribution; and a microwave radiometer to measure sea-surface 
temperature. SEASAT was described as a "proof-of-concept" mission. 
Evaluations of its achievements and the quality of its observations have 
clearly demonstrated the feasibility and potential usefulness of a satellite 
dedicated to ocean purposes. 

3.2. Remote Sensing Satellites 

Beyond weather satellites, a wide array of remote sensing satellites 

[9] stand poised to move from the research and development phase to 

routine daily use. Beginning in the early 1970s, the USA and the USSR put 

into orbit general purpose remote sensing satellites. France and Japan 

are expected to orbit civilian remote sensing systems within the next five 

years. Known as LANDSATS, these satellites have proved useful to farm- 

ers ,  foresters,  shppers ,  hghway builders, coastal zone managers, and 

mapmakers. LANDSATS work in a polar orbit and on each pass scan a 185 

kms wide strip of the earth's surface, much less than the meteorological 

orbiters. The result is that 18 days are therefore required for complete 

global coverage, making it unsuitable for most meteorological applica- 

tions 

Remote sensing of living systems--crops, forests, grasslands, plank- 

ton and fisheries--could provide solid trend information on a truly global 

scale as well as having many uses in day-to-day resource management. 

The US Department of Agriculture has used LANDSA'T images of 



foodgrowing regions to improve crop harvests. It was estimated in 1979 

that the direct economic benefits of satellite crop forecasting have been 

about US3325 million a year, far exceeding the US%BO million cost of the 

program. In the United States, forest-products firms with large landhold- 

ings have found that satellite images provide not only broader coverage 

than ground-based assessments, but also a more accurate view of tree 

health than direct visual inspection. Thus far these systems are of value 

only over areas with large fields and low crop variety. 

Mineral and petroleum explorers have also benefited from remote 

sensing. By studying satellite images of known mineral deposits and then 

looking for similar formations elsewhere, geologists have been able to 

locate commercially valuable deposits. Most notable thus far has been 

the discovery of copper deposits in a remote region of Pakistan. How 

widespread such discoveries are likely to be is a matter  of controversy 

among geologists. The oil companies have made extensive use of 

LANDSAT data, but the impact t h s  has had on oil discoveries is hard to 

assess because firms maintain a tight lid of proprietary secrecy on 

exploration techniques. Another useful application of remote sensing will 

be to monitor the reclamation of strip-mined land. 

The prospects for greater routine use of LANDSAT-type satellites for 

resource management are today clouded by a series of institutional, pol- 

itical, and financial problems. Because the data obtained by remote sens- 

ing satellites have commercial use, developing countries fear that multi- 

national corporations geared to use the information will gain greater lev- 

erage on their economies and enhanced control over their resources. 

Several T h r d  World countries, led by Indonesia, believe that no remote 



sensing data of a country should be acquired or released without the 

observed country's explicit permission. 

The United States, supported by most of the other OECD members, 

maintains a policy of "open access" by selling LANDSAT photographs to 

anyone willing to pay the price without even asking for the purchaser's 

identity. A compromise position advanced by the Soviet Union would 

require the sensed nation to give prior consent for dissemination of 

images with greater than 50 meters resolution. The current US LANDSAT 

satellites have a resolution of 80 meters, but a US experimental system 

has a 30 meter resolution and the new French commercial system (SPOT) 

will go down to 10 or 20 meters. Stopping a t  50 meters would eliminate 

some potentially valuable applications, such as detecting specific pollu- 

tion sources, but going to 10 or 20 meters would generate information of 

military significance. 

According to [ l l ] ,  for example, forecasting of crop yields would 

require the best possible resolution. A resolution of 10 meters would be 

necessary in redefined categories of inventory and mapping of land use, 

and mapping of vegetation types. For most other types of applications a 

resolution below 50 meters would be ideal. From the technological point 

of view, a remote sensing satellite resolution of 10 meters or less will be 

feasible. As already mentioned, the French SPOT satellite to be launched 

in 1984, will provide images with 20 and 10 meters resolution, and limited 

stereo capability. The French system is an  exception, however, since 

unfortunately these resolution areas are in the category of military appli- 

cations, and thus access to these technologies by civilian scientists is lim- 

ited. 



According to [9], for example, maps of the moon are better than 

those of the earth because military authorities allow lunar orbiters to 

carry more advanced cameras than those on civilian spacecraft that orbit 

the earth.  Much of the early earth-sensing technology was pioneered by 

the military and transferred to civilian uses later. But the military is less 

open about the use of key sensing technologies by civilian groups. Thus 

the US military advised the SEASAT system to carry radar systems con- 

siderably below the state of the ar t ,  much to the dismay of some scien- 

tists whose experiments could have benefited from the more advanced 

radars. Point-source pollution monitoring will also suffer without the use 

of high resolution sensors now primarily used by the military. 

As already mentioned the dissemination of remote sensing data is 

done on a purely commercial basis, and tkrs has become a source of 

many problems and conflicts between nations; should weather access to 

remote sensing data be free or not, and if not, who should pay for it and 

how much, and last but not least, how can these data be best utilized? 

After examining the use of satellites for earth observation i t  becomes 

apparent at  t h s  point that although these new technologies have brought 

about many advances and benefits for mankind, they are,  at  the same 

time, a source of new conflicts. 



4. PROBLEMS AND CONFLICTS IN TRANSBORDER FLOW OF METE;OROLOGICAL DATA 

As has been  shown, the developments in meteorological observation, 

information exchange, and processing over t he  last hundred years,  and in 

particular the last 20 years,  has brought about dramatic technological 

changes and advances. However, the new, more powerful, but  more 

expensive, systems have also resulted in some negative effects w h c h  

were not experienced earlier when the "intact world" of traditional 

meteorology was still in order.  In the  "good old days" it was meteorology 

tha t  was often cited as  being a beautiful example of international 

cooperation based on  mutual dependency. Now, t h s  "world" is only just 

intact as a result  of the  efforts made by international organizations, such 

as the  WMO, and some governments. However, t he  number of discourag- 

ing signs is growing, such as the  increasing gap between the meteorologi- 

cal services of developed and developing countries, the increasing 

number of charged services, the decreasing dependency of the biggest 

countries on the res t  of the world, and the increasing dependency of the  

res t  of the world on them. Without exaggerating these signs (which can  

be compared to the t ip of an iceberg), we will describe and analyze some 

of the problems tha t  a r e  disturbing t o  the  present  practice of meteoro- 

logical services, and t h a t  may badly affect future cooperation. 

4.1. The Increasing Overload of Meteorological Data and the High Costs 
of Processing 

As a result  of new observation, telecommunication, and processing 

technol.ogies, t he  amount of meteorological data  obtained pe r  day is 

exploding. It is estimated that  a single weather satellite generates 1012 

new da ta  points each  day, w h c h  have t o  be delivered to the user and 



these, of course, are expensive and difficult to handle. Although the cost 

of installation and operation of observation systems is extremely high, 

many of these systems still generate observational data--due to the "gen- 

erosity" of the more developed countries--free of charge. The tragedy is 

that  although the data are made available through massive international 

efforts and financial investment, many countries still lack the financial 

and intellectual resources to complete the chain. Thus, although the 

information is there and crosses borders to become available in other 

territories, some countries cannot take advantage of it. 

This is often the case for GTS's services too. Although, for example, 

digital data of satellite images are regularly put on the network, less 

developed and poorer countries do not have the necessary computer sys- 

tems or means to store and process these data for their own needs. Thus, 

for them, much of t h s  valuable information is simply lost. The more 

developed countries, on the other hand, can cope much more easily with 

the increased demand for computer power. Even though it means major 

investments they are in a better situation to install powerful computers 

linked to their local GTS node. They are able to build up meteorological 

archives on these computers, run complicated forecasting models and 

utilize effectively the data available. Often, as a result of these model 

runs, they generously feed some of their results back into the GTS net- 

work. However, due to the h g h  investment and operating costs only a 

part of t h s  service is free of charge. The results of these--free or not-- 

model runs would, in principle, be of great help to the meteorological 

centers in all countries. There is, unfortunately, still a number of coun- 

tries that do not have the necessary means to utilize even those goods 



that are free 

Another problem is that poorer countries often do not have the 

means to even archive the observational data of their own country, obser- 

vational information that they originally fed into the GTS network. 

The richer countries, on the other hand, who have better means for 

absorbing and processing the vast amount of information on the network, 

can easily archve all data, including those from countries who do not 

have their national data archlved in machine readable format. However, 

when the poorer countries need their own historical data at  some later 

date, they have to buy it back, a situation that creates another area of 

conflict between the developed and developing countries. This new con- 

flict is also brought about by the increased costs of meteorological tech- 

nologies and new technological advances in this complex field. In the 

"good old days" the data would neither have been collected nor transmit- 

ted, and it definitely would not have been stored. I t  would simply have 

been lost and forgotten for ever. However, with present technology this 

data can be and is archved and retrieved; but someone has to pay for it. 

As previously mentioned, the same is true whenever the observed 

information is processed, for example, for medium-term forecasting. The 

resources involved in such services are extremely h g h  and again some- 

one has to pay for them. For these reasons it appears that it will be very 

difficult to keep up the practice of mutual and free exchange of observa- 

tions and the meteorological data derived from them. This classic princi- 

ple was easy to keep in the "good old days" when observational tools and 

techniques were similar and data were mainly manually collected, and 

where all concerned were fully dependent on the effective exchange of 



such data 

4.2. Polarization of Dependencies 

As already mentioned the mutual dependency between countries in 

the transborder flow of meteorological data is diminishing. Major 

developed countries who find it much easier to accumulate the necessary 

resources required for the provision of complicated observation stations, 

such as meteorological satellites, and for large data processing centers, 

are more and more in a better position to generate and transmit a larger 

share of all the data and to archive and process meteorological informa- 

tion and to rely less and less on the traditional meteorological observa- 

tions that  were the basis for exchange and interdependency between 

nations. Due to technological progress less developed countries are 

increasingly more dependent on the data and services provided by 

developed countries as the former are less likely to be able to afford the 

high costs associated with the introduction of these new technologies. 

However, with more concentrated regional cooperation among these 

countries, and maybe eventually external support, the situation might 

improve. 

The growing tendency for the richest countries to build up and main- 

tain global meteorological observational and forecasting systems by 

themselves is basically supported by the growing weight of military sys- 

tems. It is a well known fact that in m.ilitary operations the exclusive 

knowledge of an exact weather forecast can be decisive. For example, 

during World War I1 all major military operations were planned on 

meteorological advice, and the launchings were timed on the basis of 



weather forecasts. Of major importance were the highly specialized fore- 

casts prepared for massive air operations in darkness, amphibious opera- 

tions, e tc .  The largest of all operations, namely, the assault on the con- 

tinent of Europe by the Allied forces in June 1944, was successfully post- 

poned for 24 hours on the basis of weather forecasts, whch  had to satisfy 

a number of operational specifications. The importance of military 

weather forecasting has increased greatly with the increase in military 

technology, and forecasting services have become integral parts of the 

military establishments [8]. In the United States, for example, the U.S. 

Department of Defence operates separate so-called DMSP (Defence 

Meteorological Satellite Program) satellites for its exclusive use [12]. 

4.3. Polarization in Data Use 

Technological developments in meteorology progress a t  a rapid ra te  

and only developed countries and transnational corporations have any 

chance of keeping pace with t h s  process and thus utilizing its advan- 

tages. It is certainly true, both in absolute and relative terms,  that less 

developed countries also benefit greatly from these advances in general, 

and the development in each individual developing country is remarkable. 

However, the development pat tern and especially pace of development in 

these countries is a t  considerably different stages. Differences in the 

quality of meteorological observation and in the exchange and use of data 

have always existed but with the technological advances made in the last 

20 years these differences have, in absolute terms, grown. If the indivi- 

dual development stages in meteorology are regarded as "learning 

curves" then we believe that  the last major learning curve--introduced by 



the new information, observation and telecommunication technologies-- 

which occurred in most developed countries about 20 years ago, will only 

now s tar t  to take place in the less developed countries. This general pat- 

tern is shown in Figure ?, whch we believe reflects the nature of the qual- 

itative changes in the meteorological services that we are witnessing. 

As a result of this technological explosion, a polarization can be 

observed in the use of meteorological data, which might be the source of 

future conflicts. Most developed countries and transnational corpora- 

tions are in a better position to master the problem of information over- 

flow of meteorological data. They will also be in a far better position to 

utilize these data to make decisions on problems that developing coun- 

tries cannot react upon due to their lack of information. It is well known 

that many less developed countries feel uneasy because the more 

developed countries know more about their past,  present,  and future 

weather conditions and the impacts t h s  could have on a given developing 

coun.try, than the country themselves. A major point of conflict is that  

the generation of t h s  information is tied to large investments, which only 

some countries can afford. In the case of a large transnational corpora- 

tion t h s  investment may bring returns, but this often results in the new 

generated data being handled as the property of the corporation. On the 

other hand, i f  these investments were not made no new information would 

be generated and a lot of observational data would probably be lost. How 

to find the solution to t h s  problem is a complicated and difficult ques- 

tion, but it needs to be answered soon. 
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4.4. Export and Import Restrictions on Equipment 

Last, but not least, the growing problem of export and import res- 

trictions on equipment used for meteorological purposes should be men- 

tioned. In an area where, traditionally, interdependency and cooperation 

were guiding principles, the growing "technologization" of meteorology 

raises the issue of export and import restrictions linked to the general 

trade of high technology. As more and more new technology moves into 

the field of meteorology it brings with it an increasing fear of the 

undesired transfer of t h s  technology or export/import discrimination. It 

also raises again the problem that some components of meteorological 

systems (especially in observation technology) come close inside the 

"neighborhood" of military systems, and t h s  cannot be overlooked. 

A concrete example of an import restriction case was reported by 

[4]. When the Hungarian Meteorological Service wanted to import the IBM 

S/7 switchng computer no export license was granted for the IBM "store 

and forward" software CCAP. In addition no permission was granted to 

provide the IBM S/7 with telex ports. As a result, an inhouse team of the 

Hungarian Meteorological Service had to independently develop an 

appropriate switching software. This meant that the computer was 

delayed for two-years before it could provide a regular service and hghe r  

costs were incurred due to the duplication of effort. It also, however, 

meant a loss of revenue for IBM because the deal did not go through as 

planned. 

On a more general note, it would seem worthwhle to investigate the 

advantages and disadvantages of export /import restrictions, which until 

now have not been properly understood. The above example of not 



granting an export license did not serve for the good of IBh': and forced 

the Hungarians to  develop t h s  system by themselves, which, in the long 

run,  put  them in a be t te r  position with regard to the level of knowledge 

for this particular application and thus makes them less dependent on 

foreign technology. The impact of export restrictions on the creation of 

new jobs in foreign countries is another interesting and most timely issue 

to  look a t .  

5. SUMMARY AND CONCLUSIONS 

Meteorological networks are  one of the oldest and classic applica- 

tions of t ransborder  da t a  flow, w h c h  existed well before the emergence of 

computer communication networks. During the last 20 years with the 

appearance of new observation, telecommunication, and information 

technologies, the amount and complexity of data  crossing borders  has 

increased dramatically. In East-West relations, the flow of meteorological 

data  is one of the best established applications known tha t  works without 

any major problems according to  the standards developed and introduced 

by the  WMO. The backbone of transborder meteorological d a t a  traffic 

between East and West is the GTS network of the WMO. In addition, da ta  

from Western meteorological satellites is received and processed in  the 

Socialist countries and da t a  from Soviet meteorological satellites by 

Western and Third World countries. As a backup system to the  GTS net- 

work between East and West, meteorological data  a r e  broadcast across  

borders in a manner  defined and coordinated by the WMO. 



International cooperation in the exchange of meteorological data has 

traditionally been good. The exchange of observational and processed 

data was based on interdependency and no cost. With the introduction of 

new and expensive observation, telecommunication, and information 

technologies this favorable situation is about to change. Although the 

guiding principles of interdependency and the free exchange of informa- 

tion still dominate, there is a growing tendency to introduce certain cost 

recovery policies due to the high investment and operating costs of new 

systems. 

The new technological developments have brought considerable 

advances and benefit to mankind, however, and probably inherently, it 

has also triggered off some negative impacts, such as 

-- an increase in the overload of meteorological data for less 

advanced meteorological services 

-- an increase in the cost of forecasting and processing data 

-- a growing dependency by others on a few major developed 

countries coupled with the growing independency of these major 

countries on the rest  of the world 

-- a polarization of countries with regard to their capability to util- 

ize meteorological data, and 

- an increase in trade restrictions in t h s  classical field of 

cooperation. 
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