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Abstract

A standard mathematical model of a trade market is considered, and the
concept of an acceptable state of the market is introduced, which takes into
account the requirements of all the partners. To evaluate the 'distance’ between
the acceptable and current states of the market, a special mathematical
approach is developed. This approach has been found useful for correcting the

price vector to bring the states closer together.
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Introduction

During recent years there has been constant growth in the ability of man
to influence systems of global importance, such as climate, the natural environ-
ment, mineral resources, patterns of population, and so on. This potentially
far-reaching influence has become increasingly available to groups of countries,

individual countries, corporations, and even individual persons.

As a result, the responsibility for decisions made is now higher than ever
before. Hence, decision makers must use all available tools to try to analyze the
impacts of their actions, especially in cases when only a limited number of per-

sons are authorized to make the decisions and to take responsibility for the



consequences.

The use of computers is undoubtedly one of these tools, whose potential is
very far from exhausted. On the other hand, however, this use of computers is
restricted by the need to build adequate mathematical models of the objects
under investigation. Unfortunately, for most practical cases it is very difficult to

determine the adequacy of such models a priori.

This article is devoted to the analysis of trade markets, which is an example
of a situation where the adequacy of a mathematical model may be proved

easily, and which demonstrates the great potential of computer-based methods.

1. A Description of a Trade Market

A system of partners ( e.g. private persons, companies, countries, regions
and so on ) trading in a set of commodities within a given period of time is called
a trade markef. Knowing volumes and prices of commodities, it is possible to
evaluate export , import and balance data, which characterize the state of the

trade market.

Based on these data, one may evaluate the level of acceptability of the
current state of the trade market from the viewpoint both of each of the

partners and of the market as a whole.

The definition of desirable or acceptable states of the market permits us to

formulate the following questions:

- Is the current state of the market a desirable one ?
- If not, how far is the current state from the desirable one ?

- What should we do to bring these two states nearer to one another ?



Let us start by describing a mathematical model of the trade market.

Let V{; be volumes { measured in physical units ) of the kth commeodity sold
by the ith partner to the jth one. If the price of a unit of the kth commeodity is
p" , we may define export, import and balance for the trade between the

partners as

K
exTP;; = kz_:lpk Ve (1)

’meu = e:z:p]-i (2)
where K is the total number of commodities to be sold.

Total volumes of export and import for the ith partner will be

N
J=
N
IMP; = jz_:limpij, (4)

where N is the number of partners, and finally

BALANCE; =EXP; —IMP; (5)
It is very easy to prove that the sum of all exports equals the sum of all

imports due to the above relations.

2. Conditions of Acceptability of a Trade Market

Let us suppose that one may define lower and upper acceptable bounds for

the export, import and balance indicators for each of the partners. Then

We will call a state of the trade market acceptable if the constraints

EXP; < EXP; < EXP, (6)
IMP; < IMP; < THP, (7
BALANCE; < BALANCE; < BALANCE, (8)

are valid, for all i=[1,N] .



The values of the lower and upper bounds may be decided by experts
according to the scenario that is going to be considered. For example, data for
the ith group of constraints may be defined by authorized representatives of the

ith partner.

Besides the data characterizing the overall trade balance of each partner
there may also exist constraints on volumes of commodities sold measured in
physical units, due to limited industrial capacities, transport capabilities and so
on. Therefore, the system of constraints describing the acceptable states should
often be augmented by supplementary inequalities of the following type

Vi S Vg <V (9)
forallk,1 and j .

Cases where the conditions of acceptability are more complex will be
described in Section 10. But these additional constraints do not change the
mathematical statement of the problems to be solved, and therefore they are

not considered here.

It should be emphasized here that the ezpert opinions expressed in con-
straints (8). (7), (8) and (9) may sometimes appear to be far from realistic or
even downright inconsistent. Hence we must be ready to tackle cases where
there is no acceptable state at all. On the other hand, it is also possible that we
will have many acceptable states of the trade market for a given set of lower and

upper bounding values.

3. Measurement of the "'Imbalance"” of the Trade Market

We can now use our definition of an acceptable state of the trade market

to evaluate how far a given state is from an acceptable one.



Let us assume for the moment that conditions (8), (7), (B) and {9) are con-
sistent. Then there exists an acceptable state for the model under considera-
tion. We can transform a given state inte ihis acceptable one by making
appropriate changes in the veolumes of commodities sold. Assume that this
transformation involves adding to the velumes Vs the values z,s respectively.

The relative value of this change
(zs) = abs

o
)

characterizes the degree of imbalance for the flow of the kth commodity from

\ﬁrlh K.l

partner i to partner j. The symbeol of the absolute value must be used here

because the values zfj

may be either positive and negative.
One measure of the "unacceptability” or "imbalance" of the state of the

market as a whole could be formulated as

p(z) = ,’c“f’;p( zk)

This evaluation of the "distance” from the given state to the acceptable one only
has any practical value if the acceptable state is unique. But usually the accept-

able states are in fact nonunique and each has its own p value.

One way round this problem is to take just the minimum of these p values,
thus eliminating the ambiguity in our definition. In other words, define the "dis-

tance” between the given and acceptable states as

p* = "0p(z)

or

— min [max_, i

P =2 e |3 (10)

The value of p° shows what minimum relative change is required to

transform the given state of the lrade market into an acceptable one.



Mathematically the procedure for finding the imbalance p, which is in fact a
special case of the Chebyshev approximation problem, can be reduced to the fol-

lowing mathematical programming problem
Minimize p

with respect to variables § p, :::k forall i.5.k }

subject to
p=0 (11)
V" < zv < pV" (12)
_Y,k < Vk+xu < Vk (13)
forallk,i.,j .
FXP; = EXP; < EXF;
IMP; < IMP; < IMP;
BALANCE; < BALANCE; < BALANCE;
where

BALANCE;=EXP,~IMP;.

K
EXP;= 22}) (VE + zk) (14)
=ik =1
1P;=§) 3 p*( VE +zf) (15)
i=lk=1

foralli=[1,N].

4. An Nlustrative Example: the World Trade Market in 1975

To demonstrate how this approach may be used in practice, let us analyze
the state of the world trade market in the year 1975, using data from UNCTAD |

1980 ].

The model used here represents a system of eleven trade partners, built on

the principle of regional association. The list of the partners is given in Table 1.



Trade in seven aggregate commeodities is considered; these commeodities are

listed in Table 2.

# | Trade partner Identifier
1 | USA and Canada us
2 | West Europe EU
3 | USSR and East Europe SuU
4 | Japan JA
5 | Other developed count. oD
6 | Latin America LT
7 | Tropical Africa AF
B | West Asia WA
9 | Indian subcontinent IN

10 | East Asia EA

11 | Asia with planned econ. CN

Table 1.

# | Commodity description | Commedity identifier

1 | Food products AGRICULTURAL PRODUCTS
2 | Raw materials RAW MATERIALS
3 | Energy products ENERGY

4 | Intermediate products INTERMEDIATE PRODUCTS

5 | Consumer nondurables CONSUMER NON-DURABLES

6 | Equipment EQUIPMENT
7 | Consumer durables CONSUMER DURABLES
Table 2.

Since the model considers only aggregated commeodities, evaluation of the



trade flows is only possible in monetary terms and not in physical units. This

means that all the coefficients p* are equal to one here.

Tables A.1.1 - A1.7 ( see Appendix 1 ) contain information about the
volumes of export-import flows for all the partners and commodities considered

for the year 1975 ( in billions of U$ ).

Remember that this model is considered here only to demonstrate how the
approach can be used. Here we will use very simple additional constraints to
describe the acceptable state of the market: namely, a state of the world trade
market will be regarded as acceptable if the absolute value of the trade balance
for each of the partners does not exceed, say, 10 % ( or, for the second variant, 5

% ) of the total volume of export. The acceptable bounds thus defined are shown

in Table 3.
Acceptable range of balance: 10% | Acceptable range of balance: 5%
Partner
BALANCE; BALANCE; BALANCE; BALANCE;
US -14, 14. -7, 7.
EU -37. 37. -18.5 18.5
SuU -8. 8. -4, 4.
A | -8. 8. -3. 3.
OD -2. 2. -1. 1.
LT -5. 5. -2.5 2.5
AF -2. 2. -1. 1.
WA -10. 10. -5. 5.
IN -0.7 0.7 -0.35 0.35
EA -4. 4. -2. 2.
CN -1.5 1.5 -0.75 0.75

Table 3.



The solutions of the appropriate linear programming problem, as described

in Section 3, are as follows:

- for an acceptable range of balance of 10 %,
the value of the imbalance p equals 0.2413 ;
- for an acceptable range of balance of 5 7% ,

the value of the imbalance p equals 0.2757 .

Tables A.2.1 - A.2.7 ( see Appendix 2 ) show the values of the export-import
flows that satisfy all the requirements of the acceptable state; these data are

given only for the 107% acceptable range of balance .

Note that the acceptable state here is nonunique. For example, it is obvious
that the state with zero flows will satisfy conditions (8)-(9), but the "distance”
between the initial and zero states will be greater than the “distance” between

the initial state and the state presented in Tables A.2.1 - A.2.7.

In addition to the quantitative data, a graphical-analytical presentation ( as
shown in Figure 1 ) can also be useful. Here a graphical interpretation of the
matrix of the trade flows is given. The character '+' denotes those flows that
should be increased by 100 p° % . Character '-' denotes those to be decreased by
100 p° %. Character 'o’ marks flows with nonmaximum changes. Finally, the dot
' denotes zero flows. The columns of the table correspond to import flows, and

the rows correspond to exports.

This picture says that two of the trade partners - "USA and Canada" and
"West Asia" - were in a better position in 1975, from the viewpoint of the given
definition of acceptability. This conclusion can be drawn because the sclution of
the linear programming problem involves the greatest possible increases in the

import flows of both these partners while decreasing all the others.
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5. Analysis of the Dynamics of the Development of a Trade Market

The approach described may also be used to evaluate trends in the
development of a trade market, provided that expert forecasts of the dynamics
of acceptable states can be formulated. The following procedure can be applied

in this case.

Let the state of the trade market be sequentially considered for different
periods of time, say, year-by-year, and let acceptable states also be defined for
all these periods. Then, starting from an initial state, it is possible to calculate
new states of the trade market step-by-step, each one satisfying the expert

requirements and differing minimally from the previous state.

We will illustrate the use of this procedure with the following example. We
consider the model sequentially for the years 1975, 1980, 1985, 1990, 1995 and
2000, and specify the dynamics of acceptable ranges for trade balance as shown

in Table 4. Figure 2 shows these dynamics graphically.

The total volume of output data for this problem is too big to be presented
here, so we will give only a graphical description of the results. Figures A.3.1 -
A.3.11 ( see Appendix 3 ) contain cumulative charts, which allow us to trace the
trends of all export-import flows. Since the charts are cumulative, note that the
uppermost curve in each case represents total volumes of either exports or

imports.

In contrast to the static case, the dynamic formulation allows us to also
take into account mutual payments for credits given, and can therefore be
regarded as a mathematical model of a payoff balance between the partners in

the trade market considered.
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8. The Dependence of the Imbalance on Model Parameters

One of the most interesting areas that can be explored using this approach
is the dependence of the "unacceptability” or imbalance measure, p, on the

parameters of the model.

As will become clear on further explanation, we may consider some con-
crete interdependences that are of practical value, without loss of generality of
conclusions. In this model the dependence of the imbalance p on values of the
price vector p is chosen for investigation, because this could prove useful in

analyzing the stability of the trade market with respect to price variations.

To begin with, we will demonstrate how the imbalance value depends on
prices of "energy"” and "agricultural products”. Price variations will be made
with respect to the 1975 levels, which are set equal to 1. The definition of the

acceptable states is the same as in Table 3.

Results of the calculations for two cases ( with 10% and 5% acceptable

ranges in trade balance, respectively ) are given in Tables 5 and 8, and also

shown in Figures 3 and 4.

Price Value of p { %)
level for
energy | Acceptable range of balance: 10% | Acceptable range of balance: 5%
0.60 " 23.0318 25.5199 B
0.70 20.7145 23.1285
0.80 18.5312 20.8755
0.85 17.4862 20.3220
0.90 19.2325 22.8988
1.00 24.1324 27.5699

Table 5.
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Price Value of p ( %)
level for

agric. Acceptable range of balance: 10% | Acceptable range of balance: 5%
1.00 24.1324 _7.5699

1.50 21.3056 24.6208

2.00 18.6731 21.8744

2.50 16.2155 19.3104

2.80 16.0819 19.75186

3.00 18.7820 21.5839

3.50 23.4352 25.0442

Table 6.

These results imply that prices for energy products were

relatively overinflated in 1975, but that prices for agricultural products were too

low ( low from the viewpoint of the optimal balance of the world trade market as

a whole ). It can also be seen that the state of world trade in 1975 was ten times

more sensitive with respect to variations in energy prices, than teo variations in

the prices of agricultural products.

For example, using Table 5 it is possible to evaluate the level of oil price

that would have "best” balanced the world trade market in 1975. Let the optimal

level of the price for “energy’” be 100a7% of the actual 1975 level and let the share

of oil in the total volume of energy products be 8. Then, using @ to represent the

total cost of energy products sold in 1975, we have the equation

where z is the optimal level of the oil price.

a@ = (1 - p)@ + BzQ,

Therefore
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Knowing that in 1975 8 equaled approximately 0.5 and deducing from Figure
3 that a is about 0.85, we get x = 0.7 . This means that the optimal 1975 oil
price ( optimal as regards total world trade ) should have been 30% lower than

the actual level.

It is of course clear that the analysis of the dependence of the imbalance
value on the price vector p will not be complete until it is considered sequen-
tially for different components of the vector. It may also be of great importance
to consider the dependance for several components simultaneously and this

may give quite different results to the sequential analysis.

For example, by considering the simultaneous variation of prices for
“"energy” and "agricultural products”, we can find a state of the market with a
"better” value of the imbalance than that in Tables 5 and 8. Figure 5 shows a
piecewise linear approximation of the dependence of the imbalance on these two
components. The trade balance was of the order of 5 7% of the total exports here.
It is easy to see that there exists a state with an imbalance of 14.9%, correspond-

ing to energy prices at 80% and agricultural product prices at 150% of 1975 lev-

els.

It should be noted here that analyzing of the value of the imbalance as a
function of the components of the price vector p is a very difficult mathematical
problem and that the analysis requires the development of special methods,

which will be considered in the following sections.
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7. Difficulties Arising in the Parametric Analysis of the Trade Market Model

Attempts to use classical mathematical methods to analyze the depen-
dence of the imbalance on model parameters face serious difficulties, arising

from various features of this dependence.

First of all, except for the most trivial problems, it is impossible to con-
struct an analytical description of the dependence ( i.e. one based on a system
of equations or inequalities ) that can be investigated by standard methods of

mathematical analysis.

Secondly, the graphical-analytical method used earlier is of no use if more
than two components are considered. Therefore, only methods of numerical

analysis can be applied here.

Thirdly, classical numerical methods of mathematical analysis, such as
Taylor-series expansion, also cannot be used here because of two specific pro-

perties of the functions to be analyzed:

- It is only possible to use the dependence of the imbalance on model
parameters when one or more acceptable states exist. But this is not
the case for all parameter values. In other words, the function under
consideration is not defined for every set of its arguments. We must
first establish whether or not there exists an acceptable state

of the trade market.

- Even within the domain of the model definition, the use of Taylor-series
expansion is not always feasible, because the function is nondifferentiable.
Therefore, classical algorithms cannot be applied here to find, for example,

a minimum value of the imbalance.
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These analytically  "difficuit” properties - nonexistance and
nondifferentiability - are due to the presence of inequalities in the mathematical

statement of the problem { {11)-(15) ) and are not. therefore, easily removable.

B. The Method of Compact Modelling

To enable highly reliable and effective standard software, based on
methods of classical mathematical analysis,to be applied to the investigation of
the interdependence of imbalance and model parameters, a special appreoach

known as " compact modelling " has been developed.

This is based on the assumption that, even in case of a large-scale model],
the user is really interested in the interdependence of certain input and output
characteristics whose number is relatively low in comparison with the total
number of internal degrees of freedom of the model { for example, the number

of model variables ).

From the methodological point of view the compact modelling approach is
equivalent to reformulating the description of the model, in terms of only those
data that are of interest for users, into a new form that permits the use of clas-
sical methods of mathematical analysis. This new description must be an ade-
quate substitute for the original one in the sense that all the properties that

significantly affect the behavior of the model are retained.

It is obvious that the eflectiveness of the approach will depend on the
volume of computer resources required for practical use. We do not suggest that
this scheme will necessarily be effective for every model, but our experience has
shown that the compact modelling approach can be used successfully for a fairly

large class of finite-dimensional optimization and simulation models.
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We will now present a formal description of the compact modelling

approach.

Let us assume that there is a high-dimensional vector X , describing a state
of a model M. Let vector X" be a solution of a problem that was solved by means
of model M and has the required properties. Then the process of solution may
be formulated as

H(X)-Xx",
where X' is an initial state of the model.

Let us assume that low-dimensional vectors p and D describe the input and
output data, respectively. The user is actually interested in the interdependence
between D and p . We will also define two conversion relations. The first permits
the generation of the initial state of the model , using the initial input data

Glp)-X

and the second converts the final state X° into the output data

S(x"-D.

Finally, the interdependence between the input and the output data can be writ-

ten as

D=5(H(G(p))).
The operator =S (M(G(s))) may be called the compact image of model M .

For a variety of reasons it is almost impossible to construct the explicit
form of this compact image for the majority of mathematical models of practi-
cal value. Hence, whatever version of the approach is used,it should not be

based con the use of the compact images in an explicit way.

However, the idea is useful, in that this image can be approximated locally
for the immediate vicinity of a current vector p. rather than used globally for
the whole set of vectors p under consideration. The construction of the com-

pact image itself is generally not the aim of the investigation. Much more often
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the user wants to determine values of the input data that will provide the
required or desired values of the output data. For example, for the model of a
trade market it is possible to formulate the problem of searching for com-
ponents of the vector of relative prices p* for which the value p° of the imbal-
ance is a minimum. To solve the problem by a numerical method, we do not
need to have explicit formulae for the dependence of p° on p. It is sufficient to
be able to find local approximations of the function for any peints along the way

to the solution.

The compact modelling method can be compared with the procedure of
local approximation of a function by a part of a power series. The part of the
power series has a simpler description than the original function, but the
description takes different forms for different points, because the coefficients of
the series are themselves different for different points. In the compact model-
ling approach, the original high-dimensional description of the model is substi-
tuted by a sequence of low-dimensional local approximations of its compact

image.

At the same time, this analogy has only restricted validity. In fact the
dependence D=H(p) cannot be correctly described by Taylor approximations,

even if the model X *=#M(X) is described by smooth enough functions.

There are three reasons for these "difficult” properties of the relation

D=M(p):

- D does not exist for all p ,
- the dependence of D on p is, generally speaking, nonunique,
- the dependence of D on p may be nondifferentiable,

even if the functions describing the model M are themselves

differentiable.

These properties are always present, even in the case of simple models
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described in terms of linear programming problems or systems of linear ine-
qualities. Therefore, the use of methods based on the Taylor-series approxima-

tions is ruled out for these models.

In order to make use of standard numerical techniques, the compact image

of the model ¥ used must

- have unique values defined for all vectors p considered,
- be close ( in the sense of a metric ) to the original dependence
D = M (p) at all points where the latter exists,

- be smooth enough for the use of standard Taylor-series approximation.

To distinguish the compact image finally used from the original one, we will
denote the former as D = M(p). This function D = ¥(p) may be approximated
by a part of the Taylor-series in the vicinity of any point p and therefore stan-

dard numerical methods can be applied to investigate this dependence.

9. Practical Use of the Compact Modelling Approach

The main difficulty to be overcome in the compact modeling approach
consists in choosing a method for the practical and effective construction of
approximations of the compact image D = M(p) . The effectiveness of the
method as a whole will depend on how quickly and exactly the Taylor approxima-
tions of the dependence D = M(p) are calculated. We suggest the following

scheme for constructing the approximations.

Let the original model M be formulated as a mathematical programming

problem, or even as a system of equations and inequalities.

Instead of X (p), use the dependence X(p) , which is the minimum point of
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the auziliary function created for the mathematical programming problem
according to the rules of a smooth version of the "Penalty Functions Method".

Then we can use D = M{(p) = S(X(p)) as a compact image of the model M .

This auxiliary function is [ see, for example, Fiacco and McCormick, 1968 ]

E=p+ ZE:nP(‘r,as) (18)

where the so-called penalty function P(T,a) is defined as being smooth enough

for all & and 7>0 and satisfies the following relation

: 0, =0
lim _ '
T-'+0P(T' a)-[+w, a<0

and Q) is the set of active constraints of the mathematical programming prob-

lem.

If the auxiliary function (18) has its minimum at the point X , i.e.

X = arg)?minE(T.X)'

then it is possible to substitute X(p) into D = S(X*) instead of X°.

Now we can demonstrate that the dependence D = ¥ (p) may be used as a

compact image with the desired properties.

First, D exists for any p, because the auxiliary function (18) has a minimum
value independently of whether or not the mathematical programming problem

is feasible.

Second, according to the known properties of the Penalty Functions
Method, point X is close enough ( subject to appropriate choice of penalty func-

tion ) to X° for all p vectors, when the original model is feasible.
Third, the dependence X(p) is implicitly defined by the condition of sta-

tionarity of the auxiliary function (18)

VyE(T.X(p)) = 0, (17)

and the implicit functions theorem is applicable due to the smoothness of the
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penalty function P(T.a) . Therefore, the dependence D = M(p) is also smooth

enough for our purposes.

As can be concluded from the foregoing, the main problem with this
approach is finding the vector X(p) for a given p. Direct optimization of the aux-
iliary function (16) is generally not possible, because the Penalty Functions
Method is comparatively ineffective when used as an optimization algorithm. It
is much better to build the X* first and then to find X , using X°® as an initial

approximation, of course, only for those p where X* exists.

We can now demonstrate the use of the approach for the mathematical
model of trade markets (11)-(15) described in the previous sections, together

with a quadratic penalty function P

2

2
P(r.a) = zl-r ‘wﬁl

We will consider the price vector p as the vector of input data and the value of
imbalance p° as the output one. As the compact image of the value p° we will use

the value of the auxiliary function

abs (

E=p+ 5 2 Z Yot — > 1 E Z(ygt) (18)
g=1

calculated at its minimum point, for a small fixed value of the penalty parame-

ter 7, where the internal sum is taken for all feasible ¢ and the variables yg; are

defined by the following equations

~TYq + zfj + pVikj = 0, (19)
~Tya —zf +pVE =0, (20)
~Tyse + 24 + VG = 1 (21)

TYqt T -"-'k' + V= V:; (R2)

where t = N3k —1)+N(i—1)+j , for all k,i.7 ,

~Tyse ¥ EXPy = EXP (23)
TYg: + EXPt = EX.Pt (24)
~TY7 + IMP = IME; (25)
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Tyg + IMP, = TMP, (26)

~TYgt + BALANCE; = BALANCE, (27)

TY 10t + BALANCE; = BALANCE; (28)

—TY11¢ + EXPy — IMP, — BALANCE, =0 (29)
N K

~Ty 12t + EXPy — 3 L pF(V + zf5) = 0 (30)
J lk—l

—TY13¢ + IMP; — EZP (V& +zf) =0, (31)

j=lk=1
forallt = [1,N].

Sometimes the components of vector VpD may be necessary to build a local
approximation of the compact image. Taking into account that, in the case con-

sidered, D is equivalent to F, and using the well-known "chain rule”, we get

OE 3X
V. D(X(p), oo+ VxEZS.
(X(p)p) = 35 3p

By virtue of {17), finally, we have

oF
op
For the specific case of the model (11)-(15), the components of the gradient

VoD = (32)

Vp D can be calculated by formulae

h N N
ap% z=: g [y121,(-"' +V'°)+y131-(z}i-+V,'-‘i)].

forallk =[1,K].
Note that linear local approximation of the compact image requires no

components of the sensitivity matrix g% ; it is sufficient just to consider the

point X .

The problem (18)-(31) can be solved by standard software routines for most
dimensions of practical value. All the variables of this problem are free, all the
constraints are equalities, and the objective function is separable and { con-

sidered piecewise ) quadratic.
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10. A Short Description of the Software for Analyzing the Balance of Trade

Markets

A system of computer programs developed at IIASA [ Issaev and Umnov,
1982, Lenko, 1983 ] for analy.ing the balance of trade markets, referred to

further as TMA, may be used in the following situations:

- for preparing descriptions of the given and acceptable states of
the trade market,

- for solving the problem (11)-(18) to find the value of the current
imbalance and to construct an acceptable state,

- to transform the output data into a convenient form.

In the first case, namely preparing descriptions of given and acceptable
states, the user must prepare lists of the trade partners and the commodities to
be sold. The total number of the partners must not be greater than m?, where
m is the number of characters permitted in the computer. Each of the partners
has its own name and identifier. The length of the name must not be longer than
32 characters, including blanks. The identifier has two characters in each case.

An example of the form in which the data are prepared is shown in Table 1.

The user must also define the nurmber and name of each of the commodi-
ties. The name has 32 characters, including blanks, while the number must be
between 1 and 99. Note that one number is reserved for the monetary account.

An example of such data is shown in Table 2.

Next, it is necessary to define nonzero values of the trade export-import
flows for the given state. The TMA system makes it possible to input the ele-

ments of the cubic matrix exporter- importer- commodity in any order the user
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likes. This input is made using a terminal in the dialogue mode.

Finally, the user should describe the constraints on the acceptable state, if

such states exist, of course. An example of these data is shown in Table 3.

In the second case the TMA system prepares the MPS file required for prob-

lem (11) - (15) and runs solution procedures.

In the third case, depending on the specific user request, TMA prepares
several types of output file, containing all the information about the given and
acceptable states of the trade market. If the user wants it, a special graphical-

analytical file can be prepared in the form described in Section 4.

When using the TMA system, the user should take into account that,
although the upper limits N for the number of partners and X for the number of
commodities are generally large enough, in practice it is only possible to con-
sider relatively limited amounts of partners and commeodities. This is because
the dimensions of the problem (11) - (15) increase very rapidly with increasing
N and K. The number of variables in this problem is N2(K+1), the number of
constraints is not less than 3N%(K+1)+N and the number of nonzero elements is
not less then BN%(K+1). Experience has shown that these values more or less

dictate the acceptable levels for N and K .

Based on practical experience using the approach described and the TMA

system, we can make the following conclusions and recommendations.

The TMA system is relatively highly reliable and productive. Using IIASA's
VAX 11-780 computer, working under the UNIX operating system, the whole cycle
of calculations requires about 0.6 billion operations, or 20 mins of CPU time for
the model described in the paper. If an initial basis were known ( for example,

from a previous run ), the time required would be 6-7 times less.

There is no problem in specifying input information for the approach con-
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sidered because all data can be measured as exactly as required.

Finally it is worth mentioning that the approach described can produce
essentially the same results as traditional methods of trade market analysis.
For example, if the constraint on the acceptable states consists only of a given
import vector, the final state found has exactly the same structure as the initial

one.

To conclude this paper let us consider the problem of minimizing the value
of the imbalance of the world trade market in 1975. We need to find values of
the components of the vector p corresponding to the minimum level of o’ . We
set the level of prices in 1975 equal to one. The acceptable state of the trade

market is the same as that described in Section 4.

Values of the components of the gradient of the dependence of p° on p for

the initial point are given in Table 7.

# | Commodity -Q&k
6p

1 | Food products -0.059

2 | Raw materials 0.005

3 | Energy products 0.460

4 | Intermediate products -0.101

5 | Consumer nondurables -0.022

6 | Equipment -0.185
7 | Consumer durables -0.029
Table 7.

The values of the relative prices p; were varied within the following ranges

0.99<p! <300
0.10=<p?<1.01
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0.50 < p3<1.01
0.99<pi<200
.99 < p%<4.00
0.99<p%=<1.50
0.99<p" < 4.00

Values of p" , the auxiliary function and components of its gradient for

different steps are shown in Table B.

At the optimal point found the value of the imbalance equals ~ 10.5% .

Volumes of total export-import flows for this price vector are given in Figure 6.
In conclusion, it is necessary to mention the following points.

During practical use of the TMA system, it has been found that the descrip-
tion of an acceptable state may often be simplified by introducing some new
variables, which, however, do not change the mathematical statement of the
problem. These variables are :

the total export of the kth good by the ith partner
kE_ Sk
OUTE = jz_:lp vE,
the total import of the kth good by the ith partner

N
IMPE = lek vE,
J:

the total cost of the k£th good sold on the market
k 5, k
SUM® = Z oUTs,
i=1
and also the total volume of the trade on the market

N
TOTAL = ), EXP;.
i=1

Further, the TMA system uses inequality constraints rather than upper
and lower absolute bounds for all variables. This can be useful if it is necessary
to predefine a given structure of trade flows. One example of this condition

might be written
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0.12EXP; < exp;; < 0.15EXPF;
This condition means that the share of the jth partner with respect to the total

export of the ith partner must lie in the range 12 - 15 % .
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Ilteration O

p =|/1.000,1.000,1.000,1.000,1.000,1.000,1.000] |
E(p) = 0.241
V,E =|[-0.059,0.005,0.460,~0.101,~-0.022,-0.185,~0.029] |

Iteration 1

p = |]1.014,0.999,0.887,1.025,1.006,1.045,1.007] |
E(p) = 0.174
V,E = ||-0.069,-0.129,0.027,0.001,0.016,0.086,0.006| |

Iteration 2

p = [|1.221,1.010,0.846,1.025,0.990,0.990,0.990] |
E(p) = 0.155
V,E = ||-0.069,-0.021,-0.191,0.048,0.033,0.209,0.022] |

lteration 3
p = [[1.929,1.010,0.827,0.990,0.990,0.990,0.990 |
E(p) = 0.113

VPE' = ||-0.053,-0.017,~0.157,0.048,0.031,0.192,0.021 | |

Iteration 4

p = ||2.162,1.010,0.809,0.990,0.990,0.990,0.990] |
E(p) = 0.105
V,E =||-0.000,~0.124,—0.006,0.835,0.047,5.831,-0.136| |

Table B .
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APPENDIX 1. Values of the trade flows in the mathematical model of the

world trade market for 1979 ( initial state ) .
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APPENDIX 2. Values of the trade flows in the mathematical model of the

world trade market for 1979 ( the "nearest” acceptable state ) .
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APPENDIX 3. Graphical results of the forecasting procedure for

the development of the world trade market.
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