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Preface

Important questions about water demand arise whenever water resource
investments or water policies are being considered. Typically, these questions
are about how much water will be used, where it will be needed, what
purposes will be served, and when these demands will occur. The actual
demands will depend on such time-related variables as government policies,
population levels and distribution, energy use and cost, per capita disposable
income, technological development, consumer habits and lifestyles, and the
prices of water withdrawals and wastewater disposal. Developing relations
between these variables and using them to estimate water demands under
various conditions requires analytical approaches. This book describes some
of these approaches and shows how they can be used to analyze water
demands for industry, agriculture, and urban settlements.

The volume is directed primarily toward analysts responsible for gener­
ating information on water demands in relation to planning decisions in
water resources management. Because by definition this is an inter­
disciplinary task, the audience of the book may be expected to consist of
persons with diverse professional backgrounds, such as hydrologists, water
resources planners, experts in the technology of water use (industrial, agri­
cultural, or municipal), economists, and systems analysts who largely,
although not exclusively, are working within water management or regional
development agencies. The treatment of the methodological framework and
of the models themselves is such that the book is not aimed exclusively at
those interested in modeling per se. It is recognized throughout the text that
any attempt to influence and improve planning methods in water resources
systems must pay careful attention to practical issues and take account of the
institutional, administrative, legal, and economic constraints under which
those systems operate. The alternative approaches to water demand modeling
described here should always be interpreted in the light of these case-by-case
varying constraints.

Chapter 1 of this volume defines the problem and introduces the relevant
terms. Chapter 2 discusses the methodological framework, and lays out water
demand modeling as the foundation for the case studies described in the later
chapters. Chapters 3-5 discuss modeling water demand relations for indi­
vidual and aggregated water-use activities in industry, agriculture, and
municipalities. These three chapters have similar structures; after discussing
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briefly a given water-use category, each presents case studies from the
cooperative program on water demands of the International Institute for
Applied Systems Analysis (nASA). These studies, initiated in response to
needs in the nASA National Member Organization countries, exemplify the
approaches introduced in the first two chapters. The book continues with a
discussion of how some of these approaches can be used in addressing water
demand issues at the regional level, where water demands and water supply
are integrated, this integration being the principal objective of water
resources management. Following a discussion of the national perspective in
water demand modeling, the volume ends with a summary and some
thoughts on the role of water demand modeling, its limitations, and further
research needs.

We hope that the approaches in this book, which build on nASA's water
demand work during the years 1976-80, will find direct application in other
water resources management studies, and that these approaches will
stimulate further refinements and additional research.

Although the chapters were written by the authors indicated, the under­
lying research involved many others, including the participants in two nASA
workshops on water demand modeling in January and December 1977. Thus
the product uses inputs from many sources.

We acknowledge with gratitude several sources of support outside IIASA.
The work was generously supported by two grants from the Stiftung Volks­
wagenwerk, Hannover, Federal Republic of Germany; the Rockefeller
Foundation of New York supported D. R. Maidment's work at IIASA; and
Resources for the Future, Inc., Washington, DC, supported C. S. Russell's
work in writing Chapter 6 and co-editing the volume. In addition, the Johns
Hopkins University and the Lund Institute of Technology provided partial
financial support for the authors of Chapter 5.

This Preface cannot be terminated without reflecting our appreciation for
the even-tempered tolerance, patience. and perseverance of Denise Baker­
Promper, Vicky Hsiung, and Lis Jaklitsch in typing the manuscript.

J. Kindler
C. S. Russell
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1 Water Demand*

The management of water resources is becoming an increasingly serious
concern throughout the world: in market and centrally planned economies, in
developed nations and developing ones. The growth of population and the
spread of suburbs and vacation homes; industrialization; the growing virtu­
osity of organic chemists and the use of new forms of fossil fuel; and the
pressure on agriculture at both the extensive and intensive (fertilizers, pesti­
cides, and herbicides) margins are only a few of the major headings under
which one could catalog the reasons for the new urgency being felt in this
field. A combination of tradition, the nature of the water resources, and the
very large size to which water projects often lend themselves, also makes this a
field for public, and specifically government concern. This is true in countries
of widely differing economic and political philosophies, whatever the level of
development.

It also seems to be becoming increasingly felt that "the water problem" can
no longer be seen simply as one of new source development or of interbasin
transfers, as a matter of creating a new reservoir or digging a new canal. In
some areas, such as the Lower Colorado River basin of the United States, new
reservoirs will add nothing to the reliable flow of our rivers-indeed, that
river may now be over-regulated, with evaporation from reservoirs cancelling
gains from storage. In other areas concern over government budget deficits,
over special features of the natural or man-made environment, or rising levels
of regional chauvinism in water-rich areas may place overwhelming obstacles
in the way of water resources "development"; hence the interest in a broader
notion of "management" in which both the uses of water and its supply
receive attention. The possibility that some of those uses may be less than
imperative becomes more attractive as the cost of supply becomes greater.

This book addresses the growing interest in the examination of water uses
and does so particularly from the perspective of lessons and techniques
developed over the past two decades in engineering, economics, and systems
analysis. It necessarily excludes a great deal; just how much can be seen by

*This chapter was written by B. T. Bower, 1. Kindler, C. S. Russell, and W. R. D.
Sewell.
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WATER DEMAND 3

glancing at the summary of water resources management functions in Table
1.1.

The analysis of water uses is important to the first function (planning)
where the focus is usually on medium- and long-term forecasts of use, or on
medium- and long-term prospects for public policies to change patterns of
water use. Analysis keyed to the short term can be important in informing the
operation function, although, of course, the options open at that stage depend
on decisions made in planning; so that planning appears to be the key market
for water-use analysis. Planning can be defined here as the orderly
consideration of a water management scheme from the original statement of
purpose, through the evaluation of alternatives, to the final decision on a
course of action (Linsley and Franzini 1979). It involves the identification of
future water use levels, supply sources, and the possibilities for bringing these
into balance. Further, it includes the review of the balancing possibilities in
terms of criteria that reflect economic, social, environmental, institutional,
and political feasibility. This definition includes quite specific decisions about
projects, their output targets, and their special features. These decisions leave
the design function, then, one largely of the application of engineering
techniques to meet desired physical targets. There is, of course, nothing sacred
in this breakdown.

Various time horizons may be used in water resources planning, ranging
from one to perhaps as many as 30 years. The areal basis of planning also
varies; it may be focused upon a small town or the service area of a water
utility, or the plan may embrace a large region, such as a metropolis or an
entire river basin. In some instances it may cover a country as a whole. The
selection of the time horizon and the areal unit have important implications
for water-use analysis because the selection determines the nature and the
amount of information required. In addition, the extent to which the planning
process is systematic (continuous) rather than ad hoc will condition the
frequency with which data should be gathered and analyzed. In broad terms,
there has been a move in many countries towards long-term, comprehensive
planning, with provision for periodic revision, in order to incorporate
changes in problems, technologies, social values, and government policies.

The operational phase of water management involves the day-to-day, or
even hour-to-hour, implementation of the selected courses of action. This
embraces such functions as monitoring of water intakes and discharges, the
imposition of sanctions for noncompliance with regulations, and the collec­
tion of charges for water withdrawal and wastewater discharge. The opera­
tional phase should also embrace analysis of performance, aiming to deter­
mine the extent to which the goals of a project or policy have been achieved.
Thus such analyses might ascertain how much water from an irrigation
scheme has actually been used and why, and whether the projected crop
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production targets have been attained and if not, why not. Such ex post
evaluations can be very useful in assessing the effectiveness of policy initia­
tives and may help to avoid future mistakes. Unfortunately, there tends to be
a reluctance to examine past experience, perhaps because there may be a fear
that goals have not been attained or that unanticipated results have been
achieved. While such reluctance is understandable, especially where the
analysts might share some of the responsibility for past decisions, the future is
better served by a system that creates positive incentives for the pursuit of this
kind of feedback in operation.

Specific Problems for Water-use Analysis

While the hydrological, economic, and institutional contexts for water
resources management may vary enormously from situation to situation, the
sort of problems to be addressed in the analysis of water-use patterns can be
conveniently divided under three headings:

• baseline forecasting;
• predicting impacts of direct policy intervention, and indirect impacts of

related policies;
• balancing use and supply.

Here, baseline forecasting will be taken to mean the projection of water-use
quantities and patterns in the future under the assumption that no conscious
attempt will be made to affect that use. Thus, an agency might be interested in
obtaining an estimate of how many years it has until the flow available (say
with 95 %assurance) from an existing supply reservoir will be fully committed
to irrigation, given certain assumptions about population, income, import
policies, farming practices, and government farm policies-and given that
there will be no attempt to change things. But it will often be the case that the
policies intended to change things are exactly what is at stake. Then the
question becomes one of predicting the impact of such policies. In the
irrigation example, the responsible agency might consider lengthening the
"life" of the reservoir by raising the price of water at the farm gate; and it
would thus be interested in knowing how much time it could buy with various
price increases. In other situations, the problem may be that a public policy
not directed at water use explicitly may still be expected (or should be
expected) to have some effect on that use. Turning again to irrigation,
changing the system of crop price supports will have an effect on cropping
patterns and hence, in general, on water use in irrigation, although the
motivation for the changes may be to build (or reduce) a butter mountain, to
protect the family farm, or to reward a faithful constituency. Finally, and most
importantly, analysis of water use may be undertaken in combination with
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analysis of supply. Some attempt may be made to bring the two into balance
by increasing the supply or by introducing use-dampening policies, con­
sistently with some criterion of the social good, for example, maximizing the
sum of net benefits "to whomsoever they may accrue", or maximizing net
benefits to the citizens of the region, or to users of irrigation water.

In the following chapters, examples will be presented to illustrate most of
these applications of water-use analysis. For the moment let us onJy pause to
see just how important these applications can be and, not incidentally, how
prone to serious errors have been some of the past analyses. To do so, we can
look at a few examples from several different decades and countries:

• The Columbia Basin project, begun in 1936 in the Pacific Northwest of the
United States, was intended to irrigate over a million acres. So far, almost
50 years later, only one-half of that total has been irrigated. The South
Saskatchewan project in Canada was hailed on its completion in 1958 as a
major means of overcoming the problems of monoculture in the Prairie
provinces. It was planned to irrigate some 500000 acres of land but, after
25 years, less than 10000 acres have actually come under irrigation. In both
cases, investment decisions were based on water-use projections that subse­
quently proved to be incorrect (Sewell 1978).

• The 1965 forecast of total Swedish water withdrawals for the period to year
2000 predicted 6·3 x 109m3/yr withdrawals in 1976 and over 8 x 109m3/yr
by 2000. The actual figure for 1976 was about 3 x 109m3/yr, or less than
half of the forecast. The problem here was a failure to anticipate the effects
of the environmental legislation of the 1960s. These laws led Swedish
industrial users to install new water-recycling equipment to cut the costs of
complying with water quality requirements, and with the incidental effect
of dramatically reducing water withdrawals (Falkenmark 1977). It should
be noted that this reduction of water withdrawals took place in spite of a
substantial increase in industrial production over the same period. This
experience, shown graphically in Figure 1.1, underlines the importance of
understanding the various factors that determine the use of water in
different activities, in this case, particularly the introduction of new govern­
ment policies relating to water quality management and the impact of
changes in technology.

• In 1973 it was estimated that water requirements in England and Wales
would double in the period 1971-2001, from 14x 106 m 3/day to 28x
106 m 3/day (Water Resources Board 1973). An elaborate system of
barrages, reservoirs, and water transfer schemes was proposed to meet
these burgeoning demands, at an estimated cost of over £1500 million
(about US$3000 million). A number of projects were begun and detailed
designs were prepared for others. Recently, however, there has been a
serious questioning of the 1973 forecasts. Demands have continued to
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expand, but the rate of increase has fallen below the 2 /~ per annum trend
that was used in the forecast. The rate of population growth, on which the
water demand estimates were primarily based, has decreased considerably,
and the rate of economic expansion has declined from 3·8 %per annum to
about 2'5 % per annum. Moreover, the introduction of new charging
schemes and the imposition of stricter controls on water quality have
apparently had effects on water use that were not considered in the 1973
forecast (National Water Council 1975). The overall result of these events
has been to reduce the forecast of overall demands by the end of the century
by one-half (National Water Council 1978).

Where public policies or private decisions are based on such faulty pre­
dictions, serious misallocation of resources can result. In particular, because
there appears to be a bias toward overprediction in the simple methods, the
tendency is to overbuild the structures designed to provide for future
demands. Because such structures usually involve economies of scale in
construction, it is optimal to build them ahead of demand, so that predictions
cannot be checked until resources are committed. The resulting distortions
can sometimes be concealed by promotional pricing of project outputs, but
such practices only create more trouble for the future by artificially inflating
current demand and the rate of growth of demand. Because capital
unnecessarily sunk into dams, canals, water transfer facilities, and the like,
could be used to meet other social needs, and because many of the world's
governments seem to be feeling the pinch of inflation and taxpayer restless­
ness, the importance of avoiding these distortions is growing.

While it is impossible to a void mistakes about the future, it is possible to
improve the odds that a particular prediction will be close to correct. In the
business of projecting water demands a major improvement can be made by
correcting the bias mentioned above-the bias toward overprediction. This
bias arises from the common assumption that the price or cost of water does
not matter to users. These users are implicitly or explicitly assumed to have
inflexible requirements for water (per unit of output, per hectare irrigated, per
household member per day, or whatever). It is a major message of this book
that this assumption should be abandoned and the economic concept of
water demand substituted for it. The next sections of this chapter expand on
this idea.

Definitions for the Analysis of Water Demand

A useful way into the problem is to examine the definition of relevant
terms, especially requirements and demand, the price of water, demand
elasticity, and dimensions of water demand.
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Price per
unit,p

Quantity demanded per unit time, Q

Figure 1.2. Demand functions.

Demand versus requirements

The term "demand" is often used interchangeably with "requirement" in
discussions of water use, but this confuses two ideas usefully kept separate
(see, for example, Hanke and Boland 1971). Demand is a general concept
used by economists to denote the willingness of consumers or users to
purchase goods, services, or inputs to production processes, since that willing­
ness varies with the price of the thing being purchased.

A commonsense notion (but one elaborated and refined in many ways in
economic theory) is that for any single consumer or group of consumers and
almost anything we can imagine him or them purchasing, the quantity
demanded will increase as the price (cost) per unit decreases. The demand
function A in Figure 1.2 conforms to this expectation of a negative relation­
ship between price and quantity demanded.

A "requirement" is something that does not obey this commonsense rule:
no matter what the price, the same quantity is purchased, as illustrated by B
in Figure 1.2. 1 Now, of course, it is also commonsense that there do exist

1 It has already been implied that water demand is also a function of several factors
other than price. Figure 1.2 illustrates only quantity~-price relationships, provided all
factors other than quantity and price are held constant.
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minimum requirements for many things in life that are unresponsive to price
(imagine B in Figure 1.2 moved left close to the origin). Our bodies need some
minimum input of food, and some minimum levels of clothing and shelter if
we are to survive. Our production processes likewise, at any given time, have
irreducible minimum input levels (as fossil fuel in electricity generation). Even
water, at certain levels of use, is a requirement. But it is very seldom that one is
actually talking about questions relevant to requirement levels. Almost
always the notion of demand is what is relevant. In agriculture and industry,
too, the true "requirements" are usually only a small part of observed water
use, and are almost never what giant projects are built to supply. For
example, in the production of beer and soft drinks, there is no substitute for
that portion of water intake that is incorporated in the product. Similarly, in
the production of canned fruits and vegetables, there is no substitute for that
portion of water intake that is used to make the syrup or brine that is included
with the product in the cans. On the other hand, in industrial cooling it is
possible to substitute physical capital for water by building closed cooling
systems with non-evaporative towers (analogous to auto engine cooling) and,
by varying the extent to which this is done, to vary the use of water (in terms
of withdrawals from a watercourse or evaporation) down almost to zero
(Abbey 1979).

Similarly, in agriculture it is well known that there are at least two ways of
substituting away from water quantity in irrigation. One way is by changing
or improving the irrigation system, e.g. by lining canals, changing from
flooding to sprinkler or drip methods. The second is by investing in the care
and timing of water application-by taking advantage of careful analysis of
plant needs and soil moisture conditions to estimate the optimal quantity to
apply rather than to follow a traditional rule of thumb. Therefore, to treat all
existing and future uses as requirements is to ignore important possible
methods of substitution and adjustment that will be seized upon as the cost of
water to users goes up.

Demand elasticity

One of the most important concepts in demand analysis is the elasticity of
demand. The elasticity of demand of an activity or user, with respect to a
demand-determining variable such as price P, is the percentage by which the
quantity demanded by the user Q changes for a 1 ~~ change in the variable.
The price elasticity, PE, which describes this relationship, may be defined as:

percentage change in Q I1Q/Q dQ/Q P dQ
PE= =--~--=--

percentage change in P I1P/P - dP/ P Q dP'

For example, if the price elasticity of demand for water is - 0,5, this means
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that a 1 % increase in the price of water will result in a 0·5 %decrease in water
demand, with all other factors held constant. 2 It should be noted that price
elasticity is not the same as the slope of the demand function shown in Figure
1.2, dP/dQ.

The concept of elasticity can be used in relation to anyone of a host of
demand-determining variables; but price and, for consumption of goods,
income, demand elasticities are the measures of most importance. As noted
earlier. it can be said that the demand for a commodity having no close
substitutes is likely to be inelastic, i.e., an absolute value of PE < 1·0. Perfect
price inelasticity (zero elasticity) means the good, service, or input in question
is a requirement. In general, the more easily available substitutes are, the
greater is the elasticity of demand.

The concept of elasticity, even of price elasticity alone, involves more
complications than can be fully dealt with here; however, a particular good or
service does not come with an elasticity attached to it independent of context.
For one thing, "the" elasticity of demand for a particular good in a particular
market will usually vary with price. F or another, elasticity will depend on the
definition used: the demand for automobiles in the UK, for instance, will
display certain elasticity properties (if we can estimate it). But the demand for
any particular automobile make or style (all other prices held constant) will
have a very different elasticity pattern. The narrower the definition, in general,
the greater will be the elasticity because the field of substitutes will be larger.

When the commodity or service in question is an input to the production
process, the demand for it is called "derived" demand because it is derived
from the demand for the final output of the production process. The elasticity
of derived demand is determined by the characteristics of that production
process and of the fundamental demand for the output. In particular, the
elasticity of derived demand for a factor input is a function of the share of the
relevant factor in total production cost, the elasticity of substitution between
the relevant factor and other inputs, and the elasticity of demand for the final
product (see, for example, Bronfenbrenner 1961.)

It is also important to distinguish between long- and short-term elasticities
of water demand. As noted by Carson (1979), "a change in the price of water
may have a very small instantaneous effect on demand, but as time passes and
the home-owner fixes his leaks. the industrial plant installs a recirculating

2 The expression given above for price elasticity pertains only to the situation where
price-quantity data pairs are close to each other, or where a.smooth demand function
be satisfactorily fitted to the data that are known. As stressed by Carson (1979), the
analyst should carefully check if the data available to him satisfy these requirements.
Although the concept of "arc elasticity" does exist to deal with the situation when the
only data pairs known are widely separated points on the demand function, the
predictive value of this measure is generally considered to be small.
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system, or the farmer adopts sprinklers or drip irrigation instead of flood
irrigation, water demand tends to respond to price changes." Hence, in the
long term, demand is more elastic than in the short term, because greater time
allows for more opportunities to adjust, and thus presents more options for
substitution.

Establishing the price of water

Because historically water, in many of its uses, has had a zero price, it is
reasonable at this point to look a little more closely at the idea of "the price of
water" and to ask where such a price does, or could, come from. In principle,
there are two ways in which water prices may be established. One is through
the interaction of supply and demand in an open market, and the other is
through administrative decisions. In practice, neither way is used in its "pure"
form.

The first option, by definition, does not apply to centrally planned econ­
omies. Owing to the predominantly public ownership of the means of produc­
tion and the absence of free markets, centrally planned economies have
no automatic mechanisms for determining resource prices. In search of the
optimal plan, the central planning authority, often using a system of balance
calculations3 and mathematical programming methods. tries to equilibrate
supply and demand on a macroscale in the interest of society as a whole. This
search, or as Kantorovich (1965) describes it, "competition among plans",
involves the application of the "programming prices", which recognize the
scarcity of resources and their marginal rates of substitution for each other in
production. It is also necessary to distinguish between the "programming
prices" used by the central planner and the purchase, wholesale. and retail
prices used in the actual exchange of goods and services (Belousov 1979). The
purchase. wholesale, and retail prices are used as an instrument for implemen­
tation of the centrally determined economic and social policies. The
responsibility for establishing these prices, however. including the price of
water, if any, rests with the government authorities.

Even in the predominantly market economies, there are often no "markets"
for water either in withdrawal or in-stream uses. Howe (1976), for example,
points out that in the USA, the prices charged for irrigation water provided
by public agencies are usually nominal and unrelated to either the costs of

3 A system of balance calculations is utilized in the formulation and verification of the
national plan, as well as in ensuring its fulfillment. These calculations take into
account the "resources" (supply) available to the national economy on the one hand,
and the "uses" (demand) on the other.
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supply or the values derived. Others, including Milliman (1963), Warford
(1966), and Hanke and Davis (1973), have noted that prices charged for
domestic water supply or sewage disposal are seldom arrived at through a
market-type interaction between suppliers and users of such services. There
are many possible reasons for this situation, including the fact that in most
societies the services of natural watercourses, such as the ability to remove
and dilute wastewater, are not privately owned. Further, the services with
which these waste removal services compete, such as the provision of recrea­
tional opportunities, are also usually considered the property of society at
large (so-called common property). Furthermore, there often exists a view
that a certain level of water service should be provided at nominal cost to
ensure that public health standards are maintained.

The second option, setting water prices by administrative decisions, under­
lies most of the water pricing schemes in existence. In this case, the questions
of primary importance are how the price is to be administered, how high it
should be, and to what extent the price should be varied in time and space.
For optimal allocation of resources, the price water users pay for their
marginal units of water withdrawal, consumptive use, and wastewater
disposal services should reflect the marginal costs of supplying these units.
The practical implementation of this principle presents several difficulties,
and readers are referred to studies on water pricing policies in the US by Gysi
and Loucks (1971), Hanke and Davis (1973), Gibbs (1978), and Saunders et
al. (1977). Similar problems have been studied in the UK by Rees (1974), in
France by Fiessinger and Teniere-Buchot (1976), in Poland by Symonowicz
(1976), and in the USSR by Fedenko (1966) and Loiter (1967).

A water user may, of course, face not one price for water, but several prices
simultaneously. For example, if the user purchases water from the municipal
water authority and discharges wastewater to a municipal sewage system, he
may pay a price for each unit of intake water purchased, a price for each unit
of wastewater discharged, a price for each unit of biochemical oxygen­
demanding (BOD) material or suspended solids material discharged. The
user may also face prohibitions on the discharge of certain materials or con­
straints relating to other indicators of water quality-a requirement that pH
must be between 5·5 and 9'5, for example.

The foregoing discussion has concentrated on water prices established
externally to the water-using activity. But in many cases a water user has
additional options, for example: to turn to his own sources of supply, such as
wells; to build his own facilities for modifying wastewater before discharge;
and to add facilities for recirculating water within his activity. Given the
externally established prices and the internally established costs for different
water supply and wastewater discharge options, the rational user compares
the total costs of different water supply and wastewater discharge options,
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and selects a combination that best satisfies his criteria of choice. Thus, a
water user is responding to a set of prices and costs, not to a single price.

In some cases, there may be no externally established water price. It is then
necessary to use the available data to derive a rational price reflecting the
costs society imposes on itself by deciding to use a further quantity of water in
a particular way. Such a rational price is often called a "shadow price". The
calculation of shadow prices for water uses of various kinds in various places
may be the business of water management agencies or of central planners,
depending on the country and the context. In other cases, even though real
prices exist (whether market or administered) they may be rejected by
planners as not reflecting the true social marginal cost of the water being used.
This would be true, for example, if a local public agency were selling
groundwater pumped from an aquifer it shared with other jurisdictions. If the
extra pumping costs of its withdrawal and reduced withdrawal potential
imposed on the others were not reflected in its price, then its consumers would
be responding to a socially incorrect signal. Calculations introducing such
neglected elements of social cost would have the effect of producing shadow
prIces.

The dimensions of water demand

The discussion so far has referred rather generally to the use of or demand
for water by industrial plants, farms, and households, though more specific
dimensions of demand have been mentioned in passing. For later clarity it
will be useful to distinguish six separate dimensions of water demand:

(1) quantity of water withdrawn at the intake(s) of a given activity (with­
drawals);

(2) total quantity of water used, including any recirculation (gross water
applied);

(3) quantity of water evaporated, incorporated in a product, or otherwise
lost before discharge (consumptive use);

(4) quantity of water discharged (discharge);
(5) quality of water discharged (wastewater disposal services demanded);

and
(6) the time patterns of each of the above dimensions.

The first four dimensions are illustrated by the simplified production
process shown in Figure 1.3. These dimensions are relevant both to self­
supplied activities, e.g., water users that provide their own water and disposal
services (as illustrated in Figure 1.3), and to various activities that are
provided with water supply and wastewater disposal services by a communal
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(municipal) agency or enterprise. The key relations between the dimensions
are as follows:

• Gross use equals net withdrawal plus recirculation:

Qg = Qj-Q~+Qr'

• Discharge equals withdrawal less consumption plus net additions from the
precipitation collection system:

Qd = Q;-Qc+ P - E .

• Recirculation equals gross use adjusted for losses and net additions from
precipitation:

Qr = Qg-Q~-Q~+P-E-(Qd+Q~+Q~) = Qg-Q;+Q~.

Product or
service output

Final or intermediate
consumption

Internal
recycling

Inputs (including
environmental
inputs such as
water, air, land)

External
recycling

Residuals
discharged

Figure 1.4. Input-output relationships for a water-use activity.
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The quality of water discharged

In discussing the quality of water discharged, it should be emphasized that
all water-use activities discussed in this book result in the generation of
"residuals", as shown in Figure 104. No production or service activity trans­
forms all of its inputs into the desired products or services and these remain­
ing flows of material and energy from the activity, the nonproduct outputs,
are called residuals if their economic values are nil or are less than the cost of
collecting, processing, and transporting them for input into the same or
another activity. Hence, whether a nonproduct output is a residual or not
depends on existing technology, relative prices, and on various governmental
policies, all of which can change over time. It should be stressed that there are
technological, physical, and economic interrelationships between two basic
types of residuals-materials and energy; and between the three states of the
former-liquid, gaseous, and solid (Bower 1977). For example, a residual
generated in one state can be transformed into one or more residuals in
another state. Indeed, such transformations are the essence of wastewater
treatment methods.

Temporal variability of water demand

The time dimension of water demand may exhibit: (1) variations within a
day and from day to day; (2) variations by season; and (3) variations from
year to year. Daily variations in intake water are illustrated in Figure 1.5. In
industrial activities, they may result from random changes in such demand­
determining variables as raw material quality, operating rate, product mix,
weather, as well as breakdowns and spills.

Seasonal variations in water demand (defined as a seasonal average) often
exhibit some regularity in that certain activities take place each year during a
certain season, although the specific beginning and ending dates and levels of
activity can vary from year to year. For example, the times when the product
mix in a petroleum refinery shifts from more fuel oil to more gasoline in the
spring and back in the fall depend on the weather. Water demand for cooling
varies with season, as a function of ambient temperature. And irrigation in
most areas occurs only during certain months.

Water demand (defined as the annual average) also varies from year to year
as a result of such factors as weather variability, population changes, levels of
activity in an industrial operation, or changing cropping patterns in an
agricultural operation. For example, cropping patterns change in accordance
with planned rotation, and in years of below-average precipitation there tend
to be larger water demands for lawn sprinkling. Levels of production in
industrial plants change with business cycle conditions and with structural
changes in industrial composition. Municipalities grow and decline, gain and
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Figure 1.5. Diurnal variations in water demand for one California cannery (from
Sewell et at. 1968).

lose acreage under lawns, and build and abandon swimming pools, fountains
and other water-using facilities.

As the reader wiIl have noted, temporal variations in water demands can
either be stochastic (e.g., tied to probabilistic processes such as the weather)
or deterministic (e.g., determined by production or service process tech­
nologies). Taking either kind of variation into account on any of the possible
time scales is difficult. But reflecting stochastic variation in a useful way is
generaIly harder than reflecting deterministic changes.

Three other points relating to temporal variations in water demand merit
mention. First, not all parts of an activity necessarily have the same temporal
pattern of water demands. An agricultural operation with crop and livestock
production is a typical example. Whereas the requirements for livestock may
be fairly constant over the year, those relating to the production of particular
kinds of crops may have accentuated seasonal peaks.

Secondly, there can be secular trends in some water demands for a given
activity with fixed technology~such as an existing power plant-as a result
of deterioration of equipment (even with good maintenance). For example,
the heat production rate of a power plant increases over time, thereby
requiring more water for cooling for the same net energy output. A similar



18 MODELING WATER DEMANDS

situation exists in an agricultural activity. The management practices used,
such as the weight of equipment used, amounts and types of pesticides and
fertilizer applied, cultivation practices, etc., are likely to modify the soil system
itself. For example, the layer of topsoil may be lost due to erosion, a
compacted subsoil layer may be formed, and the amount of biological
organisms in the soil profile may be reduced. These changes in the soil system
in turn affect irrigation water demand.

Thirdly, the discussion so far has concentrated on temporal variations in
intake water demand for an activity. Significant variation also occurs in
wastewater discharges. For example, irrigation return flow may vary over
.time for any of the three reasons: (1) over-irrigation; (2) rainfall during the
irrigation season: and (3) rainfall during the nonirrigation season. The load of
residuals generated at a petroleum refinery varies with the product mix being
refined (and similarly for other multiproduct industrial plants). The quantity
of municipal waste will of course, vary with population (as with long-term
growth and decline and short-term variations due to tourism).

Modeling Water Demand Relations

If we take seriously the idea that water in its several dimensions as a
consumption good and as an input to production is demanded rather than
required, then it makes sense in the contex t of water resources management to
try to understand and capture in mathematical form these demand relations.
Our approach to baseline forecasting, policy impact assessment. and the
balancing of demand and supply will thereby be undertaken from a firmer
base and with a correspondingly higher chance of success. Efforts to under­
stand water demand and to describe it mathematically we shall calf
"modeling", and these are the principal subject of this book. Because Chapter
2 discusses two alternative approaches to building models of water demand
by water-using activities, while Chapters 3- 7 offer several examples of actual
modeling efforts, it is not necessary here to go into detail about concepts or
techniques. A few things are, however, worth saying right at the start.

First. the essence of a water demand model is that it contains the price of
water as a variable explaining demand. This price may, as already remarked.
be a market price, an administered price, an internal use cost, or even a
shadow price (although, of course, if there is no current price or measurable
internal cost per unit, there will be no data from which to estimate the
demand elasticity). Secondly, we do not wish to give the impression that only
complex and mathematically sophisticated structures count as water demand
models. The essence of modeling is the art of cutting and simplifying, and an
elegant model is one that helps us to understand and predict with a minimum
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of fuss and extraneous detail. On the other hand, modeling artistry usually
arises out of long experience with building and applying models, and the
newcomer to the field is well advised to avoid self-discovered shortcuts and to
begin at least with attempts at fairly complete representation of the activity or
system of interest. Then, the management use of the model may dictate
simplifications in the model structure; simplifications that can be undertaken
with a better understanding of the price paid for them (see Vaughan and
Smith 1980 for a discussion of the simplification of a complex steel mill model,
and Chapter 6 below for another technique). Chapter 7 makes the point
that, in the context of an interest in national aggregates, it may be appro­
priate to summarize quite complex models as single coefficients.

Finally, it should be recognized that any attempt to influence and improve
decision making in water resources management by modeling water demands
must pay careful attention to practical issues, must take into account the
political, institutional and legal constraints under which water systems are
planned and operated, and must clearly show the value of these models vis d
vis conventional approaches. Otherwise, the impact of modeling water
demands will be less than that which analysts might have wished or expected.
Many models will remain academic exercises and will be seldom used. Future
improvements in modeling water demand complexities and in algorithms for
solving such models, while possible and of scientific value, will by themselves
not have much of an impact on management decisions. The analysts must
learn more about how to implement models within the decision-making
process relevant to the problem being addressed. How can we develop and
apply our models in a manner that will increase their utility to water
resources planners? The demand for information that can be derived from
models exists, but we have to communicate with individuals other than fellow
modelers in a way that they can understand, critically appreciate, and act
upon.

Levels of analysis and the plan of the book

The last observation above raises the issue of the level of water demand
analysis required for the water resources management task at hand. We can
distinguish four such levels: (l) the individual water-use activity; (2) the
aggregated water-use activity; (3) the region; and (4) the nation. Figure 1.6
illustrates schematically how the demands of individual water-use activities
are built up into the demands of aggregated activities, regional water
demands, and, finally, national demands for water and water-related services.
These aggregation processes are pursued more thoroughly in Chapters 6
and 7.

Individual water-use activities are decision units such as farms, factories,
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and households.4 Chapter 3 describes the modeling of industrial water
demand; and agricultural demand is the subject of Chapter 4. Household
water demand is treated as part of aggregated municipal demand in Chapter
5. Aggregated water-use activities comprise individual activities served by a
common system, such as all of the activities receiving water through the
distribution system of a municipal water supply agency, or all of the activities
discharging wastewater into a common sewerage system. The most familiar
aggregate of individual water-use activities is the municipality or metro­
politan area, in which residential, commercial, institutional, industrial, and
recreational water-use activities are served by water from and/or discharge
wastewater to communal systems. Other types of aggregated water-use
activities include industrial complexes in which multiple industrial activities
discharge wastewater to a common system, irrigation districts consisting of a
number of separate agricultural operations, and agricultural complexes con­
taining a number of different operations under a single management.

The estimation of water demands of entire regions has to take into account
how individual and aggregated water users interact to the extent that they
share sources of water and sinks for residuals discharges. In this case, the
dimensions of water demand, discussed above in relation to individual and
aggregated water users, must be reinterpreted to reflect these interactions
through the natural environment. For example, for most purposes, the sum of
withdrawals in a region is of no particular interest because such a figure
implicitly ignores the water re-use practiced when upstream and downstream
users share a watercourse, and because it may miss local problems in which
some subset of withdrawals exceeds or is dangerously close to common low
stream flows at a particular point. These matters are discussed in Chapter 6.

Water demand at the national level comprises the demands of all regions
located within the boundaries of a nation, and although national demand
totals in particular types of water-use activities generally have little signi­
ficance for specific management decisions, they may be helpful in providing a
perspective for policy actions. It may be important to know, for example, the
principal water uses in a country and the trends in their demands for
additional supplies. This may provide critical information when allocations of
capital are to be made, or decisions as to agricultural or industrial policy are
at issue. How the national macroeconomic and social policies affect water
demand modeling efforts at a lower level of aggregation is discussed in
Chapter 7. At this point it is only to be mentioned that regional or basin-wide
demand analyses carried out without national policies being properly taken

4 Virtually all these water use activities comprise several unit processes, many of which
use water and generate liquid residuals. As will be shown in the following chapters,
close examination of the water demands of these unit processes is often required.



22 MODELING WATER DEMANDS

into account may be totally misleading because of several problems that
could seriously bias the results. As pointed out by Tate (1978), "these
problems include local optimism in regard to new developments. a tendency
to assume that new supply systems will be required before they actually are,
and a tendency to build in excess capacity in order to attract new industry."
Therefore any regional water demand analysis may have to be approached in
several iterations involving regional and sectoral disaggregation of national
policies and estimation of regional water demands, which may then be
aggregated to give the national picture of the water demand situation.

In the final chapter some general reflections on the subject of this volume
are presented. The potential role of water demand modeling is discussed,
together with some factors that are responsible for its limited use in the
current practice of water resources management planning and policy making.



2 Atethodological Framework*

In Chapter 1 the importance of analyzing water use was discussed, the
notion of water demand was introduced, and water demand modeling was
described very generally. Now, the discussion will go more deeply into this
last subject as a means of laying a foundation for the case studies set out in the
following chapters. This discussion will concentrate on two broad approaches
to water demand modeling, statistical and engineering, and for each the
techniques involved, their conceptual underpinnings, data needs, and some
special problems will be examined. Verification is a step common to all
modeling work and is so treated here. But at the application stage it is again
possible to draw some useful distinctions between the statistical and engineer­
ing approaches.

It should be stressed once more that water demand modeling may be
informal-an art rather than a formal technique. There is very little one can
say to assist such enterprises, except to produce a catalog of rules of thumb.
The authors aim to help those who suspect that some formal analytical
techniques may be useful, and who would like to know more about some
generally recognized guidelines and warnings concerning application of these
techniques.

Characterizing the Two Approaches

The statistical and engineering approaches to producing water demand
relations involve two quite different responses to perceived problems and
opportunities. They begin from different views of what it is that one wishes to
model; they involve the llse of different types and amounts of data; and, of
course, they are based on sharply contrasting computations. In general, one
even finds that they appeal to different people. Nonetheless, it is possible to
overdo this emphasis on differences, for in fact it is often the case that the
methods of one will be found useful in pursuing the other. Therefore, the
reader should bear in mind that the drawing of sharp distinctions serves

* This chapter was written by J. Kindler and C. S. Russell.
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Figure 2.1. A steel mill as a black box.
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expositional convenience, but that often in practice the edges between the
methods soften and blur.

View of the activity

To begin, the assumption is made that one is interested in modeling the
water demand relation(s) for an activity on the scale of a farm or an industrial
plant. A household would be another possibility on the same conceptual level,
if not the same physical or economic scale. The statistical approach begins
with a view of the activity as a "black box" with a set of overall inputs, their
associated prices or costs, and a set of total outputs, including (for correct­
ness) outputs of pollution, with their associated prices or costs. For example,
a steel mill can be viewed as a (simple) black box, as shown in Figure 2.1.
Although the activity itself is seen as a black box, that does not necessarily
mean the analyst has no interest whatsoever in the contents of this box. The
"completely black" box goes with an implicit assumption that there are no
internal differences over the sampled activities. If one uses data from activities
that are known to be different inside the box, this must be allowed for in the
modeling process, as explained below.

The engineering approach, on the other hand, fills the black box with
individual unit processes, as that of Figure 2.1 is shown filled in for the same
simple steel mill in Figure 2.2. 1 Neither approach.is intrin'sically more correct,
although the engineering approach is certainly more complex. And some
would argue that learning enough about the activity of interest to fill in the

1 A real engineer designing a steel mill would have to go to a very much finer level of
detail, and then each of the unit processes in Figure 2.2 would become black boxes to
be filled in with the pumps, conveyors, vessels, cranes, ovens, generators, motors, etc.,
etc. Everything is relative~even in water demand analysis.
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processes and their linkages is useful even if the statistical approach is to be
the method used in model construction.

Data sources and manipulation techniques

The views of the activity contrasted above correspond to contrasting data
requirements, and these in turn are linked to contrasting techniques for using
the data to obtain a water demand relation(s). The statistical method uses
data on inputs to and outputs from the "perimeter" of the activity box. In
particular, quantities and corresponding unit costs are the heart of the matter.
That method does not require information on the flows between nor the costs
and inputs attached to specific unit processes within the perimeter. On the
other hand, the statistical method, as its name suggests, thrives on great
quantities of data-the more independent observations of flows and prices
the better. This is because the method amounts to an attempt to infer from
discrete sets of n-dimensional data the parameters of the function "most
consistent" with the observations. The method of inference is almost always
some more or less elaborate form of multiple regression analysis in which the
parameters sought are given by combinations of the statistics of the observa­
tions, and these combinations in turn have been derived from some chosen
decision rule that takes into account the inevitable "noise" in the data (i.e., the
inevitable but not systematic impact of unmeasured influences). Total or unit
water demands 2 -intake, gross water applied, consumptive use, wastewater
quantity or quality-are regressed against the variables considered to affect a
given dimension of water demand. Multiple regression enables the
consideration of both quantitative variables, such as level of production, price
of intake water, and wastewater disposal charges, and qualitative variables
such as the type of production technology (by application of so-called dummy
or 0-1 variables, essentially tags that say, "This observation comes from a
plant using process X", or "This comes from a plant using process Y").

To return to the steel mill example, suppose one believed, on the basis of a
very general understanding of how steel is made, that the quality of waste­
water discharge from the mill is determined by what happens at the coker and
at the finishing mill. Then, to develop a statistical relation capturing this
belief, one would want to find the parameters of a function connecting such
variables as the quantity of coal purchased, its carbon and volatile organic
content, the extent of the finishing operations conducted (as measured
perhaps by the weighted average thinness of the steel sheets shipped), the cost
of discharges (if there is an effluent charge or sewer service charge), all to the

2 Per unit of raw material input, per unit of product output, per inhabitant, per patient­
night in a hospital, per employee, or per any other similar referent.
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quality of the wastewater discharge, as measured by, for example, its bio­
chemical oxygen demand.

It is evident from the above that to estimate any functional form and to test
any hypothesis about the water demand relation (except a trivially simple
one) requires quite large amounts of data. Such data could only come from
repeated observation of the same activity over time (say, monthly totals over
10 or 20 years) or simultaneous observation of many activities of the same
sort at the same time (say 100 or so plants). For self-evident reasons the first
source is known as a time series, the second as a cross-section. 3 Data in these
quantities for individual water-using activities are almost unknown, certainly
to the independent researcher, probably to the consulting engineer, and in
many cases even to the company or agency "owning" one of those activities.
(This latter statement generally applies when such measures as water use and
pollution loads are in question, for it is only recently that such measurements
have become more or less routine). In passing, one may note that it is hard to
find such data for an entire activity; how much harder for the unit processes?
This is the sense in which data and methodology are intertwined. The black
box view of the whole activity is usually the best the statistical data will
support.

But even in this case, extreme care must be exercised in the interpretation of
the available statistical information, especially of the price-quantity data.
Many attempts to analyze water demands are undertaken on the basis of
statistical data that do exist, but reveal nothing about price responsiveness of
water use. If water users are not charged according to the quantity of water
they use (but are charged a flat-rate per unit of time), how can one draw any
conclusion about their price responses? If average cost pricing is used in a
given region (price = total cost of water supply divided by the total quantity
of water supplied), and if it is true that the more water supplied by the given
system, the lower the average cost, can one draw any conclusion about water
users' responses to price? This problem is also encountered in the statistical
modeling of electricity demand, where ways have been developed to handle it
(see, for example, Bohi 1981).

The engineering approach requires knowledge of what is going on within
and among the many unit processes with which it fills up the box. But for any
given process it can be content with very little (even no) observed data, for it
takes the view that one ought to be able to calculate from first principles and
rules of engineering practice just how each unit process would operate under

3 Under certain conditions and using the correct techniques, it is possible to pool time
series and cross-sectional data, so that several inadequate data sets may be combined
into one with enough size and variation to be helpful. See, for example: Johnston
(1972, pp 192-207), and Balestra and Nerlove (1966). Also see the example in Chapter
5 of this volume.
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different assumptions about such details as boiler efficiencies, amount spent
on heat exchangers, pressures and temperatures of reactions, pump types,
vessel sizes, and so forth. In other words, the engineering approach amounts
to an engineering design exercise (albeit a simple one); or, more accurately, a
set of alternative unit design exercises which, taken together in different
combinations, can produce a large number of alternative activity designs.
These in turn can be used to define water demand relations for the activity.

For the steel mill example we have been following, the engineering ap­
proach would involve a study of each unit process, alternative designs for it,
alternative inputs to it, and alternative operating conditions in it. Any
particular combination of assumptions about these features would imply a set
of outputs and a set of "utilities", including those of special interest to the
reader: water use and wastewater generation. Connecting all units together in
a consistent way (e.g., the sulfur content of the coal input to the coker must be
consistent with the sulfur content of the coke input to the blast furnace, given
the effect of coking on sulfur content), one can produce an activity model in
toto, with inputs, outputs, and the dimensions of water demand. In a real
sense one can view this approach as the result of "data malaise". Because data
in sufficient quantity and detail for real plants do not exist, or at least are
almost unobtainable even by public water management agencies, the only
possible way to understand water demand relations is to start from
scratch-from what ought to be-and to build an artificial but completely
accessible "activity".4

There are two principal ways of analyzing an activity using the engineering
approach: (1) engineering design, and its extension (2) mathematical pro­
gramming. Up to a certain point both ways follow the same path. The
preliminary investigation of the activity, the development of material and
energy balances for unit processes, the specification of factor inputs and their
costs, the calculation of residuals of interest, always comprise necessary steps
for developing water demand models by the engineering approach. Following
identification of the technological options available for changing water use
and the estimation of costs of making such changes, the next step is to
delermine whether the savings in costs of intake water and wastewater
discharge justify the increased costs associated with making the change. It is
in the method of seeking an answer to this question, in whatever specific guise
it appears, that the design and programming approaches differ.

4Indeed, the obvious leap from accessibility back to statistical analysis has been
exploited by energetic researchers who have used some of the big water demand
models to generate what they call "pseudo-data", which they then use to test a range of
ideas about various kinds of aggregation, the difficulties introduced by pollution
discharge limits, and the general accuracy of their representations of complex produc­
tion function surfaces (see, for example, Griffin 1978, 1980).
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The goal in most cases is to find the optimal response of the activity to a
change in the cost of water at the intake, to a modification of a certain water
quality standard in the wastewater receiving body, or to some other outside
influence. If the charge for water withdrawals increases, the question arises as
to whether it is cheaper to continue using the same amount of water or to
spend money to reduce water intake. Similarly, if residuals discharge
standards become more stringent or an effluent charge is imposed, the
problem is to determine the least-cost way of meeting the standards or the
best reaction to the charge (where the sum of the cost of discharge reduction
plus the remaining charge payments is a minimum). The analyst must
determine how flows and waste loads can be reduced, what the different levels
of such reductions would cost, and how such changes would affect the
demands for other factor inputs in the production of service processes. The
decision rule is usually to change water-use patterns and other factor inputs
to minimize the total cost of producing the output. 5

The major problem is how to consider a wide range of possible combina­
tions of alternative unit process configurations. An exhaustive search for the
least-cost solution at any given level of output can be very long and complex.
For example, the analyst may be interested in the least-cost solutions
associated with different prices of water, different prices of energy, different
specifications of final products, alternative recirculation systems, alternative
production technologies, and so on. If there are n unit processes with m
alternatives for each process, there are m" possible chains of unit processes to
be analyzed. 6 In this situation rules are required to limit the number of
combinations to be analyzed, because it is usually impossible to investigate
the entire response surface.

Much computational effort can be saved if it is possible, on the basis of
systematic sampling, to disregard several different ways of producing goods
or services and various water utilization system alternatives, and to focus the
greater part of the effort on those combinations of unit process that are most
likely to contain the solution maximizing or minimizing a certain objective
function. In a sense this is a step towards the application of mathematical
programming, which involves the use of optimization techniques (such as

5 The actual problem will usually involve such complications as the desire to maintain
the quality of water used in certain ways (such as boiler feed water) and the need to
meet a specific time pattern related to each water-using unit process. Subject to quality
demanded, recirculation of water and cross-connections among uses are possible.
Relationships between extent ofrecirculation and cost, and extent of recirculation and
consumptive use should be developed for each unit process, in order to have the base
for the analysis of possible substitutions among elements of the activity's water
utilization system and between that system and the production process.
6 Just to strengthen the point, note that if m is only 3 and n is only 10, there are 59049
possible combinations or chains.
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linear and mixed integer programming) for analysis of combinations of unit
production or service processes of an activity and the associated water
utilization system. Application of mathematical programming supplements
an engineering design procedure with a systematic search method for deter­
mining the optimal chains of unit processes and the associated water demand
(see, for example, Dorfman 1953, Baumo11961, Hillier and Lieberman 1974).
One advantage of the engineering/programming model 7 over the statistical
one is that costs and prices (including the price of water) may be allowed to
vary beyond their values recorded in the past and the resulting prediction of
the demand for water (one of the factor inputs) may be accepted with
reasonable confidence. The statistical model results must be treated very
gingerly when the exogenous variable values used are outside the ranges of
the observations. Another advantage of the engineering/programming model
over the statistical approach is that the former allows one to introduce new
technologies into the problem explicitly, once their characteristics are known,
and hence explicitly model technical change.

The Statistical Approach

As discussed above and illustrated in Figure 2.1, in the statistical approach
each activity whose water demand is being modeled is conceptualized as a
black box. There are, however, different ways of looking at the black box
representations. In Figure 2.1 all inputs and outputs follow the physical
reality. Water is withdrawn by the activity, part of it is consumed, and finally
wastewater is discharged by the activity along with product or nonproduct
outputs. In Figure 2.3 the black box inputs and outputs are arranged in a
different way as required by the statistical analysis. 8

The variables shown as inputs to the box represent the explanatory
variables; those shown as the outputs are dependent variables. Among the
explanatory variables one should distinguish the so-called exogenous vari­
ables that have an effect on the dependent variables but which are not
explained by the model. These include administered prices, environmental

7 The models involving application of mathematical programming will often be
referred to in the following as "engineering/programming models".
8 This discussion of the statistical approach is designed to provide a general feeling for
what is involved. This is not a how-to-do-it manual. Such a manual would be far
beyond the scope of this book, not to say the authors' talents. The reader interested in
pursuing a statistical model is referred to some of the basic textbooks on statistics and
in particular on regression analysis (e.g., Draper and Smith 1966) and numerous
contributions to this topic offered by econometricians (e.g., Pindyck and Rubinfeld
1976, Kmenta, 1971, Intrilligator 1978, Maddala 1977). Some water demand studies
using the statistical approach are also discussed in Chapters 3 and 5.
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Figure 2.3. Representation of the black box concept in the statistical approach to
modeling water demand relationships.

standards, amounts of precipitation, and government subsidies to a particular
type of production or service. As shown in Figure 2.3, depending on the model
structure, some of the dependent variables may also become explanatory
variables (see the following discussion of interdependence and simultaneity of
water demand dimensions).

The modeling process usually proceeds by a series of iterations through the
following steps:

(a) choosing the model structure, i.e., selecting variables, and hypothesizing
structural relationships, including whether or not simultaneous deter­
mination is involved for two (or more) variables;

(b) choosing functional forms;
(c) estimating model parameters;
(d) verifying and validating the model; and
(e) using the model.
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The following discussion is concerned with some important subjects which
bear on the conduct of the first three steps above. Model verification and
validation is a step common to all modeling efforts; therefore, it is discussed
later jointly for both statistical and engineering approaches. The application
of models developed by the two approaches is also discussed jointly at the end
of this chapter.

Specifying the model

In general, a statistical model of a water demand relation can be written as:

Q =j(Xl>X z"",Xn)+u, (2.1 )

where j(.) denotes the function of explanatory variables X1,XZ, ... ,Xn,
and U is a random variable describing the joint effect on Q of all factors that
are not explicitly taken into account in the form of explanatory variables. 9

The stochastic error term is almost always assumed to have the following
properties:

• the expected value of u is zero;
• the variance of u is a constant;
• looking across observations, the errors are uncorrelated, i.e., the expected

value of the product Ui' uj is zero.

There is usually no correct a priori analytical form for the function f. In
practical applications, however, water demand models are commonly
assumed to be either additive, multiplicative, or a combination of the two.
These possibilities translate into linear, full logarithmic, or semilogarithmic
forms: 10

or

or

Q~ao+a,X,+... +a"X.+" 1
In~~ b, +b, InX, + +b.lnX. +0 j
Q - Co +c1lnX I + +cnInXn+u

(2.2)

9 If it is desired to distinguish between specific observations, it is possible to write

Qi = !(Xi\. X i2 ,···, Xi.) + U j

for the relationship involving the ith observation of Q, Xl' ... , X •.

10 The usual method of dealing with nonlinear relations is to seek an initial trans­
formation of the data such that the relationship between the transformed data appears
approximately linear. Recent work in econometrics has involved the use of more and
more general functional forms. The most important varieties for the analyst of water
demand relations are discussed in Intrilligator (1978, Chapter 8).
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where Q is the total or unit amount of water or wastewater disposal services
demanded; aD"" ,an' bo, ... , bn, and co" .. , Cn are the structural parameters of
the alternative models, XI"'" Xn are explanatory variables, and u is the
random error term. These forms are convenient because they allow for easy
estimation of model parameters by use of the ordinary least-squares method,
provided it can be assumed that the explanatory variables are determined
independently of the dependent variable. It should be noted that this con­
dition is not satisfied if the set of explanatory variables includes other
dimensions 0;' water demand, the values of which are determined in the same
process as that producing the observed values of Q (the simultaneous deter­
mination problem). If Qwere the quantity of water demanded in a market for
water, and p were the price of water, p and Q would also be simultaneously
determined. When this is the case, more complicated estimation techniques
must be used (see the next sections).

At this point, the issue of interdependence should be distinguished from
that of simultaneity of determination in the context of water demand dimen­
sions. All such dimensions are of course interdependent; they are tied together
by the material balance conditions as shown in Chapter 1. These conditions
do not indicate, however, direct causality. The causal forces are economic.
Water intake is not caused by gross water applied. Rather, both are
determined by costs. Gross water applied is determined by the economics of
production, process alternatives, and the cost of water delivered to the
process. This cost is determined by an economic balance between the costs of
direct water intake and water recirculation. The same kind of argument
applies to the discharge end of an activity. The potential discharge depends
on gross water applied, but the actual discharge depends on the relative
economics of effluent charges/constraints, end-of-pipe treatment, and
recirculation. If all unit costs for water handling by the activity are constant,
there is no simultaneity of determination among the different dimensions of
water demand. Interdependence, in the sense described above, does, however,
imply its own estimation problems, and special techniques exist for dealing
with situations in which several dependent variables are interdependent. 11

Now suppose that the costs of either or both of water intake and recircula­
tion vary with quantity (i.e., rate of flow). Then one must substitute a unit cost
equation for the constant unit cost factor assumed above. Economically, the
cost equation is equivalent to a supply equation, and now there is a problem
of determining a point of equilibrium between the demand equation and the
cost (supply) equation. This yields a problem in true causal simultaneity, cost
and quantity being jointly determined as discussed below. The economic
balance between water intake and recirculation now also depends on the

11 See, for example, Pindyck and Rubinfeld (1976, pp280-2) on Zellner estimation.
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quantity of whichever (or both) has nonconstant cost. This means that the
composite unit cost of water delivered to process (gross water applied) is also
dependent on its quantity. Under such circumstances, the identity relating
intake, recirculation, and gross water applied becomes important, since it
makes the cost term in the demand equation for gross water applied
dependent on the quantity of this water; that is, gross water applied is also
determined as a point of equilibrium between cost and demand functions.

Simultaneity and identification

When two or more variables are jointly or simultaneously determined, as is
the case for price and quantity of a good sold in a classical market situation or
cost and quantity in the example cited above, there arises the possibility that
it will be impossible from available data to sort out what is going on; that is,
to identify the true demand and supply equations. This is logically prior to the
estimation problem, which is discussed in the next section. An easy way to see
how such a problem might arise is to look at the data that would be generated
if only observed price and quantity data were available, even though some
other conditions were causing the demand and supply curves to shift, thus
generating the data. This is illustrated in Figure 2.4, where the circled points

p

D1

Estimated
function
p = f(Q)

Q

Figure 2.4. Shifting of demand and supply functions.
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of intersection of the shifting demand and supply functions are the observed
points (the data) and the estimated function p = f(Q) is shown as a dotted
line-and is neither a demand nor a supply function.

Could one sort things out if there were information available on the forces
shifting the functions? The answer at a first approximation depends on
whether the shifts in demand and supply curves occur because of the same
variables or are independently caused by different variables. To see this,
consider an algebraic version of the sketch in Figure 2.4:

demand function: p = I(Q, X D)

supply function: p = g(Q, X s),

(2.3 )

(2.4)

where X 0 and X s are the exogenous or shift variables. If X 0 and X s are the
same, then there is no way of untangling their effects. For example, let the
demand function be:

p = a+bQ+cY

and the supply function be:

p = d+eQ+kY,

(2.5)

(2.6)

(2.7)

where Y is income.
To see that these equations cannot be identified from information on p, Q,

and Y, it is convenient to define the reduced-form equations: i.e., those in
which each endogenous (simultaneously determined) variable is expressed as
a function of the exogenous (predetermined) variables. Here the reduced-form
equations are:

k-c d-a
Q=-Y+-

b-e b-e

kb -ec db -ae
p=---Y+---.

b-e b-e
(2.8)

These functions can always be estimated, but what one has after the esti­
mation is combinations of the parameter values actually sought; that is,
combinations of the values a, b, c, d, e, k, the structural parameters, that
characterize the demand and supply equations themselves. 12 One way of
looking at the identification problem is in the form of the question: Is it
possible to disentangle the structural parameters from the reduced-form
equation parameters [e.g. (k - c)/(b - e)]? In the simple example set out
above, the answer is no. Neither the demand nor the supply equation is
identified.

12 The reduced form may suffice if one is interested in simple prediction.
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If, however, the demand and supply shifts occur independently, under
certain circumstances either or both the demand and supply equations may
be identified. In the simple context pursued above let the demand function be:

p = a+bQ+cY (2.9)

and the supply function be:

p = d+eQ+kW, (2.10)

where W is weather, and all else is as defined above. Then demand shifts
because of income only and supply shifts because of weather only. Here the
reduced-form equations are:

k c d-a
Q=-W--Y+-

b-e b-e b-e
(2.11 )

bk ec
p=-W--Y

b-e b-e
db-ae

b-e
(2.12)

A few minutes with pencil and paper should convince the reader that the
parameters of these reduced-form equations are sufficient to calculate all of
the structural equation parameters. For example, using a "hat" to indicate
"estimate of", 6can be estimated as

6 = (:e)I(b:e),

andaas ~ ~

A _ (ab -ae)_6(a-a).
a - b-e b-e

(2.13)

(2.14)

Hence, the parameters of both structural equations are identified.
Intuitively, what is involved is the presence in each equation of shifters

(exogenous variables) that do not appear in the other. More formally, the
necessary condition for an equation to be identified is that the number of
predetermined variables excluded from that equation must be greater than or
equal to the number of included endogenous Gointly determined) variables
minus one. In the last example, both the demand and supply equations had
two endogenous variables, p and Q, and each equation had excluded from it
one variable that appeared elsewhere in the system. Thus both exactly meet
the criteria for identification (are exactly identified). I

3 If there is more than
enough independent information to identify the structural coefficients of a

13 The necessary and sufficient conditions for identification of equations in equation
sets are much more difficult to state (see, for example, Pindyck and Rubinfe1d 1976, pp
292-8).
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basic equation (i.e., they can be calculated in more than one way from the
reduced-form parameters), then the equation is said to be over-identified.

Parameter estimation

The ordinary least-squares method is the most commonly used technique
for estimation of model parameters. It can be shown that-under assump­
tions about the properties of the already mentioned random error term u, and
provided that causal independence of variables can be assumed -the
ordinary least-squares method yields the best estimates of the model para­
meters. They are of course best only to the extent that the defined structure of
the model is accurate.

As discussed earlier, sometimes it may be necessary to build a more
complicated, multi-equation model in which at least some of the dependent
variables serve as explanatory variables for other dependent variables. It has
been shown (e.g., Goldberger 1964, Theil 1978) that in the case of such
interdependent models, the use of ordinary least-squares equation by
equation leads to systematically "biased" and "inconsistent" parameter
estimates. 14 Special methods of estimation (i.e., maximum likelihood or two­
stage least-squares) must be used in these cases. For details the reader is
referred to the two monographs cited above. It is sometimes possible to avoid
this serious complication by recognizing that causality runs in one direction
only, so that there is a "first" dependent variable which in turn helps to
determine a second, those two helping to determine a third, and so on. This is
called a recursive system.

Mathematical Programming

The initial discussion of the engineering approach to water demand
modeling ended by indicating the possibility of applying mathematical pro­
gramming methods to the analysis of combinations of unit production or
service processes of an overall activity and its associated water utilization
system. Here a particular mathematical programming technique, linear pro­
gramming, is described in the context of water demand modeling.

14 For a parameter estimator to be unbiased means that if we could find a large
number of sets of data and use each set to estimate the structural parameter the
expected value of the parameter estimates obtained in this way would equal the true
parameter value. Consistency is a property defined in terms of the size of the data set
used in any particular estimation. Its intuitive meaning is that as the amount of data
grows without limit, the consistent estimate gets closer and closer to the true value of
the structural parameter of interest. If an estimator is inconsistent, this does not
happen.



38 MODELING WATER DEMANDS

The purpose of the model and its structure

A linear programming (LP) model of an activity is a combination of unit
processes, including those relating to the water utilization system, written in
the form of a set of linear inequalities, where the variables are the levels of
operation of the processes, and the inequalities express requirements (con­
straints) on the overall system or its parts. For example, one requirement
might be that total production be so many units per period; another might be
that wastewater discharge be less than a specified volume. The "objective
function" for the model represents the criterion for choosing the optimum
combination of unit processes, the measure that must be minimized or
maximized. In water demand analysis it is most common to find that the
objective function represents cost. In such cases the problem is stated as
"minimize cost subject to certain constraints", in particular to a minimum
constraint on acceptable output. (The choice of the appropriate objective
function is a much more difficult and delicate matter than is indicated here,
and is discussed further at the end of this chapter.)

Cost-minimizing solutions to the model may be calculated for each
specification of effluent (or ambient environmental) standards, water prices
or charges, water availability, availability or prices of energy and feedstocks,
etc. This process is technically called parametrization, and involves repeated
solution of the model under successive changes in level of an input price or a
constraint. This is the way one explores the model's response patterns and
extracts information from it. The model may be designed so that each optimal
combination of processes gives, among other results, the amount of water
withdrawn, applied, consumed, and discharged; the quantity of each
pollutant discharged, and the amount of wastewater (residual) disposal
services demanded. In this manner, alternative values of unit and total water
demands by activity may be generated for further analysis and use.

In LP models the unit processes are included as vectors and are character­
ized by fixed proportions between inputs and outputs. The elements of these
vectors are called "technical coefficients". A modeled activity has only a finite
number of processes available to it (which it is convenient to think of as the
alternative unit processes from an engineering unit process analysis) and each
process may be operated at any non-negative level as long as the necessary
inputs are available and all constraints are met. When the level of a process is
changed, the consumption of all its inputs changes in the same proportion. It
is also assumed that the various processes may be operated simultaneously.
(To impose the requirement that the model choose either process X or process
Y but not both requires the use of integer programming.)

The beauty of the LP technique is that there is available an algorithm or
rule (the simplex method) for moving systematically from any initial trial
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solution that satisfies the constraints, to the optimal solution. ls This
algorithm has been programmed, and modern computers can very quickly
find the optimal solutions to problems in which there are literally millions of
possible combinations (chains) of unit processes.

If the levels of the unit processes in the overall activity are denoted by
vector x, then the LP model associated with a cost-minimization objective
would have the following symbolic form:

minZ = ex

subject to

Ax ~ b

where

x~O
j (2.15 )

• Z is the value of the objective function, the quantity to be "optimized"-in
this case minimized;

• e is an (I x n) vector of unit prices and costs associated with the (n xl) vector
x of unit processes distinguished in the model. These costs detail the
process operating costs, and where relevant, the associated capital charge:

• A is an (m x n) matrix of technical coefficients that identify the amounts of
inputs required and outputs produced per unit of each process;

• b is an (m x I) vector of requirements that must be satisfied by the linear
combinations expressed by the corresponding rows of the A matrix multi­
plied by the x vector. These coefficients (usually called "right-hand sides")
represent for example, resource availability, mass balance requirements, and
production or service requirements.

A special feature of LP models is the automatic computation, along with
the optimal levels of all unit processes, of a corresponding set of shadow prices,
each associated with a particular constraint in the model. The shadow price
concept is of special importance in water demand analysis because it can help
in situations in which market prices are hard to visualize. The shadow price
associated with a constraint that curtails the availability of a certain resource
measures the economic cost (to the modeled activity) of that constraint. For
instance, a shadow price associated with an environmental standard for
maximum allowable concentration of toxic materials in the receiving water
can be used to determine the marginal cost of such a standard. If a constraint
is not binding, its shadow price is zero.

The general structure of an LP water demand model is well illustrated by
concrete applications described in Chapters 3,4, and 6 of this volume.

IS On solving linear programs, see, for example, Gass (1969). A widely used and highly
regarded algorithm package is the MPSX available from IBM.
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Model building

The primary task in the development of an LP model of a water-use
activity is the construction of the activity vectors-columns in the A matrix.
By assumption, the coefficients of each column are independent of the
coefficients of every other column. Therefore, it is not necessary to know in
advance which processes the model will select in its optimal solution. Rather,
it is necessary to attempt to model as plausibly as possible all possible
processes, and then let the model choose the best (cost-minimizing or benefit­
maximizing) subset. But the modeling effort generally proceeds most
efficiently if the following steps are followed.

First, a flow diagram of the activity is prepared which identifies not only the
basic system components necessary to produce the desired output(s) of
product(s) or service(s), but also as many production process and water
utilization alternatives as are to be considered. This diagram establishes both
the system configuration and level of detail to be modeled, and explicitly
indicates linkages and interrelationships between system components. For
example, in Figure 2.2 a simple flow diagram associated with steel production
was shown.

Secondly, each modeled process and each alternative for that process is
identified separately and described in terms of its technical coefficients, prices,
and costs. (The number and nature of row constraints in the model and the set
of coefficients that must be defined are determined together in anticipation of
the overall model's structure.) At this point, the level of engineering know­
ledge required depends upon the level of detail and degree of accuracy desired
in the model. This is usually a rather involved and time-consuming task, but
the same is basically needed in the conventional engineering design
calculations. To assist the reader in gaining a feel for this part of the process,
several examples of deriving technical coefficients in industrial and agri­
cultural applications of the mathematical programming approach are
presented in Chapters 3 and 4.

Finally, when all technical coefficients, prices, costs, and right-hand sides
have been identified, the individual processes are fitted into the structure of an
LP model. Each modeled process (or combination thereof) becomes a
column in the A matrix; each constrained input or output or material balance
requirement implies a row constraint in the matrix. These constraints may be
structured to require purchase (without limit) of all input required by the
solution; or to place an upper limit on resource availability or use.

The LP framework can be elaborated to encompass tbose processes of the
activity that are of particular interest in the analysis of water demands. The
basic procedure is to account for all the important inputs and outputs of each
process in the set of constraints, explicitly including all dimensions of water



METHODOLOGICAL FRAMEWORK 41

demand. The objective function should include the prices and costs associated
with water withdrawal, gross water use, consumptive use, and disposal into
the environment of all residuals of the production or service activity. In this
formulation of the model, the (row) balance constraints require that for each
resource or input used by the activity, the total input to all processes equals
the amount "purchased" plus the amount produced within the plant; this
total must in turn equal the amount consumed plus any amount "sold" and
the amount released to the environment.

Model Verification and Validation

But before one proceeds to use a water demand model, developed either by
the statistical or the engineering approach, a fundamental question has to be
answered: How much confidence does one have in the model? This is the
question of model verification and validation. These two terms are easily
confused, and both have come to be interpreted in several different ways.

In this book, "verification" is understood as the determination of whether
or not the correct model has been developed from a given single set of data
describing water demand relations. The notion of "correctness" carries some
ambiguity, but it will hopefully be clarified in the following discussion. Model
"validation" is the testing of the model's adequacy against one or more
independent sets of data. It is the process of acquiring increasing confidence
from the fact that the outputs of the model conform to reality in the required
range. A model can never be completely validated: one can never prove that
its results conform to reality in all possible data ranges; it can only be
invalidated by failure in one instance. Validation is a step in water demand
modeling which, unfortunately, is rarely attempted, principally because data
are scarce and of limited quality, as discussed earlier.

Although verification and validation are common steps in all modeli~g

efforts, operationally these two terms have a different meaning, depending
upon whether one deals with the statistical or engineering/programming
model of water demand.

In the case of a statistical model estimated by application of multiple
regression analysis, verification involves computation of various goodness-of­
fit measures (e.g., multiple correlation coefficient, coeffiCient of determina­
tion), application of several statistical tests of significance (e.g., F -test for the
overall significance of the regression equation, t-tests for the significance of
the individual regression coefficients), and checking of the extent to which
some basic assumptions of multiple regression are met (e.g., linearity, inde­
pendence of residuals, constancy of residuals' variance, normality of
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residuals ).16 In addition, the model builder usually also involves himself in
the qualitative verification of the model which, first of all, consists of ascer­
taining whether the regression coefficients have correct signs.

To give the reader a general idea of this qualitative type of model verifica­
tion, an example of a water intake demand function may be considered. In
this equation the regression coefficient on water intake price (and probably
on wastewater disposal price) should be negative, because higher prices
generally induce lower water intake and wastewater discharges (although
consumptive use of water could increase, depending on the options available
to the plant). The signs of the regression coefficients for other factor input
prices can be either negative or positive, depending upon whether they are
complements or substitutes (relative to water), respectively. If one of the
explanatory variables is the level of output (or size of activity), the estimated
regression coefficient for that variable (which measures the effect on unit
demand of the scale of production) could also be either negative or positive.
For example, there may be economies of scale-at least up to a certain
level-for internal recirculation of water, such that the unit water intake and
wastewater discharge would decrease in association with an increase in the
level of output. On the other hand, plant size may be positively correlated
with water demand, because, e.g., greater water demand is typically associated
with greater complexity, and complexity with size. If the signs of the estimated
parameter values are correct in the sense of being in agreement with theory
and common sense, then one can say that the model is verified from the
qualitative point of view.

The validation of a statistical model entails using a new set of data and
testing the values of dependent variables derived by application of the model
against the observed values of these variables. However, in the statistical
modeling of water demand, all the available data are usually too few for the
model-building phase, and there is simply no additional data to speak of.

The engineering/programming model is a totally different type from that just
discussed; therefore, its verification and validation must also be viewed
differently. In this case, there are no standard procedures to be followed, and
in fact, the distinction between verification and validation is no longer a sharp
one. Verification of the "correctness" of the model probably means not much
more than carefully checking results of experimental model runs for their
completeness and internal consistency. A model can sometimes also be
checked (if not formally verified) by submitting selected process components
for evaluation by a sort of higher-level expert (say, a specialist in coking or
blast furnaces at a steel mill). The model can also be applied to particular

16 At this point, the reader is referred to any standard textbook on mathematical
statistics or econometrics, e.g., Johnston (1972).
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activities of the type modeled, and after tailoring inputs, sizes, processes,
output mixes, costs, and prices, to the extent possible on the basis of available
data, one can compare predicted water demands with the actual ones.

Thus far, verification and validation of the model as a finished product
have been emphasized. In fact, modeling, and especial1y model verification,
are continuous processes in time. When preliminary runs are performed with
a computer-implemented model, one usual1y finds several clues to possible
model improvements, and verification should rather be viewed as an integral
part of the whole modeling process. As far as model validation is concerned,
the critical question for the advancement of water demand analysis is not
whether the demand models currently in use can simulate everything of
interest about water demands. One can assume with a high degree of certainty
that they are not capable of doing that, primarily because of the usual1y poor
data base and the overal1 complexity of the demand generating factors.
Hence, the question seems to be whether the model provides a rigorous and
systematic framework for further investigations (including data col1ection
programs), and whether one can use the model for the purpose for which it
was original1y conceived and designed. Virtual1y every aspect of model
building depends on the purposes for which the model was designed, and this
observation leads to the next section concerning model applications and use.

Model Applications

Three specific problems for water-use analysis and application of water
demand models were mentioned in Chapter 1. These were:

• baseline forecasting;
• policy analysis (where either direct, intentional, or indirect, unintentional

policy impacts may be of interest); and
• demand/supply balancing.

A few more words about these applications and about matching models and
problem application wil1 round out this general discussion of methodology.

Baseline forecasting of water demands may be thought of as an exercise in
translating forecasts of other social and economic measures into future water
use. For example, national level water withdrawal forecasts might involve
using a statistical reduced-form equation connecting national aggregated
withdrawals with such variables as gross national product, population, urban
population, the size of the agricultural sector, water recirculation factor, and
the importance of manufacturing as opposed to service industries. A baseline
forecast of water use would involve predicting future values of the explana­
tory variables over the period of interest, and then producing a water
withdrawal forecast by inserting these predicted values of the explanatory
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variables in the reduced-form equation. The adjective "baseline" is applied
because the forecast does not reflect any direct policy interventions designed
to change future levels of water withdrawals. It implicitly assumes no change
in the policies pursued during the period over which the relation was
estimated.

Any attempt to forecast the future on the basis of the past is fraught with
obvious dangers in the form of discontinuities in technology, and economic
and institutional structures. But it is really impossible (and inefficient) to
avoid using the past as a guide to the future, and a formal forecasting
procedure may be thought of as an attempt to improve our chances of being
close to correct. By taking account of many more or less independent
explanatory variables one may increase the chance of uncovering and taking
into account some predicted break in past patterns, such as a predicted spurt
in the growth rate of agriculture. If the break really does occur it will be
reflected in the withdrawal forecasts-subject to the caveat that the under­
lying relationship reflected in the estimated equation parameters and func­
tional form may be changing as well.

The analysis of the impacts of public policies on water demands may
conveniently be thought of as an elaboration of baseline forecasting, the
elaboration taking the form of making allowance for changes in policy
variables (or instruments). These may be policy instruments designed to
influence water demand levels directly, such as water prices, standards con­
trolling wastewater discharge, or requirements that water use in certain
shortage periods be reduced. The policies to be analyzed may, on the other
hand, be those having only an indirect connection with water use; for
example, farm subsidies, energy pricing, or air pollution control. In either
case, one obvious measure of the impact of the policy is found through
comparing water demand forecasts with and without the policy change(s). To
be able to make such alternative forecasts the water demand relations must be
developed so that values for the relevant policy variables may be included.
This requirement may, as discussed below, have important implications for
the relative suitability of the two modeling approaches for the analysis of
particular policies at particular levels of analysis.

The balancing of water supply and demand is yet a more complex
application of water demand relations. 17 In its most complex application it
may be seen as iterative forecasting of demand subject to iterative adjustment
of a mediating variable, depending on supply-side choices, the most obvious
choice for which is price or cost to the users. Thus, for a municipal water
system, one might first propose a plan of capacity expansion over time. Then

17 By one route it is not complex at all. The traditional approach to balancing might in
fact be called increasing supply to meet the baseline forecast of water use.
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a trial time path of prices to be charged could be inserted in the system
demand relation. The resulting path of demand could then be compared with
the capacity expansion path (neglecting for purposes of exposition the
uncertainty problem). This demand path may be inconsistent with the supply
plan for the trial price set. So another price set must be chosen and tried.
Whether the process will converge to a balance in a reasonable number of
trials-or, indeed, whether convergence is to be expected at all-will depend
on the shapes of the relevant cost and demand functions, even though these
may remain implicit for large regional balancing problems (for the mechanics
of such a procedure, see Hanke 1978).

Model application and choice of model type

The choice between model types depends on such factors as data avail­
ability, skills and interests of the modeling team, and access to computational
facilities. But this choice is also linked to the intended application of the
model(s) to be constructed. That is, for some applications, statistical models
seem more promising; for others the engineering approach with application
of mathematical programming is to be preferred. One way of summarizing the
links between application and preferred model type is to look at combina­
tions of the two principal characteristics of specific application: the level of
analysis, and the problem to be addressed. However, the variety of situations
under which demand analysis is required is so large that there is simply no
way to provide a clear-cut general recommendation of the "best" way to
proceed.

Thus, where the individual industrial plant (like the large coal-fired power
plant discussed in Chapter 3) or farm is concerned, the engineering/pro­
gramming models seem better suited for all three problem types. This is partly
because the data problems of the statistical approach leave one almost
inevitably with a rather crude average representation of the activity in
question, and a representation not easily tailored to particular circumstances.
Thus, if the statistical water demand relations for a petroleum refinery could
be based on cross-sectional data over many different refineries at different
locations, of different vintages, mixes of operations and products, types of
crude oils used, and so forth, these relations might allow the modeler to come
very close to specifying a particular refinery demand relation by specifying the
relevant shift variables. As a practical matter, however, it is likely that the
refinery data base available even to a government or industry modeler will be
substantially less complete than that just assumed.

The engineering approach, on the other hand, though not entirely free of
the "tailoring" problem, at least allows the construction of models that are in
principle flexible, for what one includes or excludes by way of specific detail is
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more often a matter of choice than of necessity forced on the modeler by data
gaps.IS The problem here is that the actual job of tailoring may be very
difficult, involving many changes to the coefficients of the programming
matrix. Thus the choice for individual water-use activity models comes down
to a choice based on expected data availability.

When the analysis is concerned with municipal water use, and especially
with the household water demand involving many small, individual users, like
in the city of Malmo, Sweden discussed in Chapter 5, the model of choice is
usually the statistical one. Here the key variables (such as climate, average lot
size, water price, wastewater charge) are likely to be both easy to measure and
actually measured. Furthermore, the results of the measurements are likely to
be matters of reasonably accessible record. Such systems offer many
advantages to the statistical modeler and do not for the most part conceal the
sorts of interactions that are best handled by the engineering approach.

When the probLem at hand is one of baseline forecasting, especially for levels
of analysis above that of the individual activity, the statistical approach
comes into its own. Then, even if the analysis begins with models of the
individual activities, the necessity for highly differentiated data (the tailoring
problem) is less serious, for a set of "average" petroleum refineries may not
work out badly as a representation of a regional situation-and is indeed the
essence of the national aggregates. Perhaps even more to the point, it may be
possible to apply statistical analysis directly at the level of interest, bypassing
modeling the individual activities completely, as was done for the case of
the Dutch paper industry described in Chapter 3. This is more likely to be the
case for the national than the regional level, for that is the level at which many
public data are aggregated.

There will, however, be a problem at this level of aggregation with the price
variables. In most countries there will be no single price variable to include in
an aggregate relation, based perhaps on time series. In these circumstances,
the model builder will at best be estimating what amounts to a reduced-form
equation. So long as the interest is in baseline forecasting rather than the
analysis of alternative pricing policies, this need not be a problem. But the
situation may not even be this favorable, and for both baseline forecasting
and supply-demand matching exercises at the national level the modeler may
be thrown back on the use of coefficients, only some of which will have been
derived from water demand models of activities at lower levels of aggregation.

When one is particularly interested in the analysis of policies either directly
or indirectly affecting water demand at the regional level (e.g., the Silistra

IS There are, of course, gaps for the would-be engineering modeler, too. The exact
details of some process (e.g.. conversion rates for chemical processes, temperatures and
pressures, achievable rates of production) may be industrial secrets; and these can
usually not be inferred from other known items.
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regional study described in Chapter 4 and the Lower Delaware study
discussed in Chapter 6), the model type most likely to be useful, at least in the
initial phase of analysis is the engineering/programming one. This is again
partly a matter of data availability, but it also involves structure. In the first
place, most of the policy instruments of special interest in the water field at a
given time (such as charges for abstractions from rivers, effluent standards,
and requirements for certain conservation actions) have not been used before,
or have been used only for short times in one or two places. Thus, there is no
statistical record from which to estimate anything. 19

In the second place, many of these instruments are very difficult to include
in the statistically derived estimating equations. For example, consider the
regulation of wastewater discharges through the use of standards based on
treatment process definitions, as is now the policy in the USA. In principle,
the standards apply to all industrial sources of wastewater, but the levels of
control actually specified may vary between sources because of such charac­
teristics as age of plant and even the political power of the industry and the
region. In order to see how such "a policy" affects water demands other than
wastewater assimilation services, it would be necessary to have very detailed
plant-by-plant information on the actual workings of the policy in a form that
could be used as "a variable". Simple 0-1 variables, or required discharge
reductions, will not reflect what is actually happening (see Hazilla et al. 1980).

This situation may be contrasted with that faced by modelers of the
macroeconomy. There, many of the most important policy instruments
(interest rates, budget deficits. maximal tax rates) are straightforward to
measure; have been used for long enough that a response record has been
established; and are easy to include in macrolevel equations.

In setting out to find plans that optimally balance demand and supply of
water one may want to use either the statistical or the engineering approach
depending on the particular context. On the one hand, it may be the case that
the interest is in balancing (deterministic) demand and supply of water for a
municipal water system's withdrawals at one point in time. Then statistical
analysis of demand and supply might allow the analyst to proceed rather
directly to the answer. Even if one wished to reflect the stochastic character of
water supply and the costs of shortages, the overall system demand relation
may still be quite sufficient (see, for example, Russell et al. 1970, where such an
analysis makes use of the demand equations of Howe and Linaweaver 1967;
for a more recent review, see Russell 1979). If one attempts to do it all at once,
however (that is, to include a variable price instrument along with supply
expansion possibilities and demand curves), there may be an analytically

19 This problem is analogous to that discussed above for national level water demand
modeling where there may exist no meaningful price.
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intractable problem, although aggregate statistical relations may still be
appropriate for the demand side.

On the other hand, if balancing of demand and supply involves individual
water-use activities explicitly, as when the modeler is interested in:

• the balance for streamflow at several points, each affected by a different set
of water-use activities, and

• the water quality at various specific points, each of which is again
influenced by different wastewater dischargers,

then one must begin with models of the activities, and for this, the engineer­
ing/programming approach is preferable. That approach is also preferable
where the instruments to be used in achieving the balance do not fit easily into
the statistical mold for the reasons outlined above.

The foregoing discussion of model use raises two other fundamental issues
that have so far been neglected: the choice of the objective function for
individual activity models or for aggregates of such models, and the matter of
optimization itself. To this point, the assumption has been that decision
makers at every level will find it relevant to look at costs and that their aim is
to minimize the costs of achieving particular policy aims, such as the produc­
tion of a given quantity of output at a certain industrial plant or large-scale
agricultural enterprise. A first level of complication is to bring in benefits-as
might be represented by the demand functions for the output of the plant or
farm -and to shift to maximization of net benefits.

Other complications can easily be imagined, and these force a deeper look
at the relation between model use and the objective function and choice rule.
Indeed, a thorough examination of this area would require a book in itself.
However, the would-be modeler can be warned of the kinds of problems likely
to be encountered without being lectured on all the relevant subtleties.
Further, methods for incorporating some of the complications can be briefly
suggested.

One problem with the simple approach is that water-using or managing
enterprises are likely to be public (government) bodies with more complex
objectives than is implied by single-minded attention to cost, or even to net
money benefits. For example, the maintenance of total employment may be
an important objective-perhaps even the major objective. Alternatively,
water quantity or quality measures may be dominant; for example, perhaps a
large state farm has been told to minimize its irrigation water withdrawals.
(Even private businesses may not be interested only, or even most
importantly, in cost minimization or profit maximization. For example, they
may concentrate on total sales or on market share. In the long term, however,
it is difficult for firms to survive in a competitive system if they completely
ignore costs and profits.) One possible response to such a situation is to
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construct the model(s) to concentrate entirely on the mandated concern, and
this will often, though not always, be technically possible. Thus, the objective
function could become employment or energy use, or irrigation withdrawals,
or whatever, and the "value" of each unit process would be measured entirely
by its contribution to the (nonmonetary) objective.

Such a single-minded approach may not be the wisest course, however,
because other aspects of the problem are also likely to concern policy makers.
For example, energy use or raw material demand may be important even
though maximizing employment is the charge of the decision maker. In such
circumstances, the modeler may choose to build a model with employment
per unit process in the objective function, but to include constraints on energy
or other raw material use. If enough other considerations are important, it
may be worthwhile to summarize them in the form of a cost constraint, where
energy and raw material use are valued, along with other cost items, at
market, administrative, or national shadow prices and a constraint placed on
total cost. A fundamental observation, then, is that the problem:

max: employment

subject to: a constraint on total costs

is almost indistinguishable from its so-called "dual":

min: cost of production

subject to: a lower limit on total employment.

Similar observations apply whenever there is more than one concern. What­
ever approach is chosen it will usually be possible to layout schedules of
predicted policy results that show the decision maker (an individual or
collective body) how much of one important item may be obtained at how
great a "cost" in terms of the other concerns (a more sophisticated approach
to similar knowledge is multiobjective programming; see, for example, Cohon
1978 ).

Notice that the possibilities opened up by the above observations are
bounded only by the imagination of policy makers and, more to the point, the
virtuosity of model builders. If it is possible to connect the modeled activity or
set of activities to any social or political concern, it will also be possible to
examine the costs of pursuing one goal in terms of other goals sacrificed. Even
the distribution of policy costs and benefits over regions or groups within a
population can be explored in this way. For one example, see the description
in Chapter 6 of a regional model with constraints on the distribution of
certain costs.

The second issue mentioned above, the possibility that "optimization" is
not the appropriate requirement, is potentially more difficult. Most funda-
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mentally, if policy makers actively reject optimization, there is no obvious
basis for a technical analysis of the infinite number of possible policies (prices,
quantities, standards, or quotas). It is well, therefore, to distinguish between
possible causes for the apparent rejection of optimality. For example, the
decision maker may individually be "boundedly rational", in the sense of
Herbert Simon. Practically speaking, this will mean that it is too much
trouble for him or her to search for the optimum position, taking into account
the full range and complexity of the responsibilities inherent in the office (see,
for example, the work of Simon: March and Simon 1958, Simon 1960).
Another possibility is that the models available to decision makers do not in
fact capture the relevant objectives and constraints, so that the results
become more or less irrelevant and decisions appear to reject optimality
when what they actually do is recognize the existence of a different problem.
Finally, there may be philosophical objections among the audience for the
model's results to using, or at least to appearing to use, the crassly materialistic
output of any applied cost-benefit study or model (e.g., Kelman 1981). These
people may embrace "spontaneity" as a value in itself and thus be averse to
"calculation" of any sort. Or they may feel that some things are, or should be,
priceless-by which they may mean either infinitely valuable or freely avail­
able at zero price. Whatever the specific arguments used to support the
rejection, it is very difficult to see how the approach described in this book can
be made useful to those who reject cost-benefit types of calculation.

With this background on methodology, data, verification, and application,
it is time to turn to the specific case studies so long promised to the patient
reader. In Chapter 3 the focus will be on the water demands of the paper
industry and for electric power generation (as examples of demand analysis
for industrial water use), in Chapter 4 on agricultural water demands, and in
Chapter 5 on municipal water demands. Subsequently, there will be an
examination of regional (Chapter 6) and national (Chapter 7) levels of
analysis.



3 Industrial Water Demands*

Introduction

Most industrial processes use water as an input, though the purposes to
which the water is put vary widely. In some cases water is an input in the
classic sense and forms part of the product. The beverage industry is an
obvious example, but water or steam is also used as feedstock or processing
agent in numerous chemical and pharmaceutical processes. In other plants it
is used to convey the product from one stage of production to another. For
example, in paper making, pulp is carried in slurry form from the pulping
operation to bleaching and paper-making. In the canning industry fruits and
vegetables are often transported through the production process in a water
stream.

Where excess or unwanted heat is generated by a mechanical process or
chemical or nuclear reaction, water is the obvious choice as the heat removal
medium. This use is nearly universal, but is on an especially grand scale in the
steam-electric power generating industry.

Water is used for washing and cleaning throughout industrial facilities. In
the canning industry fruits and vegetables are washed with water at the
beginning of the production process; hydraulic debarking in the pulp and
paper industry is a standard method for removing the bark and cleaning the
dirt from incoming logs; and water is also used to wash final products. Water
is, of course, used for personal and plant hygiene and for other overhead
purposes such as lawn watering, vehicle washing, and fire protection. Steam
may be used for space heating. Moreover, an examination of the water
utilization system of an industrial plant may show that water is actually a net
output of some stages of the production process as when liquid residuals
result from the production of some dry foods. Nonproduct residuals other
than energy are also commonly removed from industrial processes in water
streams, and the treatment and disposal of the resulting wastewater is a major
concern of public policy makers in most industrial nations.

Thus, water demand by an industrial activity is a multidimensional

* This chapter was written by J. C. Stone and D. Whittington.
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phenomenon. At a given point in time, water demands with respect to all six
dimensions set out in Chapter 1 are determined by the following interrelated
factors:

• production technology;
• product mix and quality specifications;
• qualities and prices of raw materials, including fuel and electrical energy;
• unit values of recoverable nonproduct materials and energy;
• price of purchased water of given quality at the intake to the plant;
• costs of different amounts of self-supplied intake water, e.g., costs of intake

facilities, treatment, and recirculation;
• limitations, standards, or unit fees imposed on the discharge of liquid,

gaseous, and solid residuals from the plant, either directly to the environ­
ment or to some collection and disposal system;

• costs of different degrees of in-plant residuals modification;
• capital availability;
• climate.

Because there are different uses of water within an industrial plant and
because of the many factors that affect those uses, the development of specific
and accurate relationships explaining water-use patterns is difficult. As
discussed in Chapter 2, there are two basic approaches to modeling industrial
water demand relationships: statistical and engineering. The latter may
further be divided into the engineering design and mathematical pro­
gramming categories. This chapter discusses and illustrates the statistical and
mathematical programming approaches to modeling industrial water
demand relationships.

Statistical Approach to Modeling Industrial Water Demand
Relationships: The Dutch Paper Industry

The objective of this section is to illustrate some of the pitfalls that await the
unwary analyst who sets out to build a statistical model of industrial water
demand. The discussion does not attempt to describe the estimation pro­
cedures themselves or their limitations; details of these can be found in any
number of econometrics texts. The focus is rather on estimating water
demand relationships, and a checklist of some of the econometric problems
that are most likely to be encountered is provided. Ideally, a review of the
professional literature should serve the same purpose, but few examples exist
of the application of regression techniques to modeling industrial water use
that include a measure of the "price of water" as one of the explanatory
variables (Ginn et al. 1975, De Rooy 1974, Rees 1969). The vast majority of
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the existing work in the area of statistical water demand models has focused
on domestic water use (see Chapter 5 for a brief review and example; see also
Gorman 1980). The following discussion is primarily concerned with the use
of cross-sectional samples of industrial facilities because these are the only
data usually available. A specific example is utilized-water use and effluent
charges in the Dutch paper industry-to show more concretely the difficulties
that .arise in the analysis. This example has been developed within the
framework of collaborative arrangements between IIASA and the National
Institute for Water Supply RID, The Hague, The Netherlands.

Table 3.1. Products, processes, and water intake for 21 plants in the Dutch paper
industry in 1974 (from Rijksinstituut voor drinkwatervoorziening, Voorburg, The
Netherlands ).

Process
water
intake per

Annual ton of Age of Type of Location
Plant production output (m 3 tech- production Product (urban or
number (103 tons) per ton) nologya processb typeC rural)

1 43·50 65·54 A A 3 U
2 133-40 55·83 A C 1,3,5 U
3 91·00 34'69 AD S 1 U
4 123·00 26'60 AD A 5 U
5 78·80 71·87 A A 4,5 R
6 86'75 47'77 AD A 4,5 U
7 175·56 58·34 AD C 3,5 U
8 28·20 86·88 A A 4,5 R
9 43·00 40·70 AD S 5 R

10 55·65 51·93 A A 4 R
11 62·00 79·32 A A 3,5 U
12 17-20 38'55 A S 5 R
13 33'50 30·15 0 A 4,5 U
14 57·00 20'16 0 S 2,4 R
15 50·00 21·06 0 S 2,4 R
16 66·00 85·34 0 C 2,4 R
17 131·00 26'12 A C 4,5 R
18 17-80 28·09 A S 3,4,5 R
19 12·00 41'67 A A 4,5 R
20 12·20 68·85 A C 3 R
21 49·00 45·14 0 A 2,4 R

aTechnology: 0, old; A, average; AD, advanced.
bType of production process: S, simple; A, average; C, complicated.
C Product type: 1, newsprint; 2, strawboard; 3, printing and writing paper; 4, packing
paper and board; 5, special paper and board.



54 MODELING WATER DEMANDS

In 1974 the Dutch paper industry consisted of 38 plants. Raw materials
inputs to the industry consisted of 40 % waste paper and 60 '/~ pulp, two­
thirds of which was imported. Data for 1974 production, process water intake
per ton of product, types of product outputs, type of production technology,
and location (urban-rural) of 21 of the 38 plants in the industry are shown in
Table 3.1. These plants produce approximately 75 %by weight of the output
of the Dutch paper industry. The plants obtain their water from a
combination of groundwater and surface water sources, and from the public
water supply system. Of these plants, 11 withdraw some of their water from
public water supply systems; 15 utilize some groundwater; and seven use
surface water. Thirteen of the plants are located in rural areas.

The types of technology of the 21 plants have been characterized as old,
average, or advanced. The types of production process may similarly be
characterized as simple, average, or complicated. The types of products
produced are newsprint, strawboard, printing paper, writing paper, and
board and packing paper. Seven of the plants produce only a single product;
the other 14 produce two or three of these products.

All of the plants in the sample are subject to the 1970 Surface Water
Pollution Law, which requires a reduction by wastewater dischargers of
approximately 90~;'; from their 1970 discharge levels. The legislation also
requires that dischargers pay an effluent fee (charge) based upon the bio­
chemical oxygen demand (BOD) content of their effluents. The level of the
effluent fee varies depending upon whether the discharge is into water
administered by the national government (e.g., sea, large rivers, or lakes), or
by provincial or local authorities. The level of the effluent fee cannot be easily
related to local water quality conditions.

Choice of model structure and its functional form

The most comprehensive approach to the estimation of industrial water
demand relationships would be first to estimate a production function for the
Dutch paper industry from which the demand function for water (as well as
for other factor inputs) could then be derived. A given production function
yields specific functional forms for the factor input demand equations, which
can also be directly estimated simultaneously. Functional forms for the
production relationship commonly used in econometrics include Cobb­
Douglas and constant elasticity of substitution. More general forms of the
production relationship and the resulting derived demand functions are,
however, becoming more widely used (Box and Cox 1964, Corbo and Meller
1979, Berndt and Christensen 1973, Berndt and Wood 1975, Burgess 1975,
Fuss 1977, Fuss and McFadden 1978). The duality approach to the theory of
production is just beginning to find applications in the area of water and
wastewater demand relationships (Sims 1979).
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For several reasons, little attention has been given in the literature to the
specification of general production relationships for industrial facilities, or to
the simultaneous estimation of factor input demand functions (see Pittman
1981 for an exception). First, for a given sample of industrial facilities, there is
usually little theoretical justification for selecting one of the general functional
forms postulated for production relationships.

Secondly, the estimation of production functions or demand functions for
inputs such as labor, capital, energy, and chemicals requires data that are
rarely available to water resource planning agencies or authorities. This is
true in the example of the Dutch paper industry; information on the costs of
capital, labor, and energy were unavailable, so that their collection would
have entailed considerable effort. Thirdly, the small sample sizes commonly
used by the water resources planner make the estimation of a system of
equations (and any significant number of parameters) impossible. For
example, the cross-sectional sample used by De Rooy (1974) consisted of 30
observations; that of Ginn et al. (1975) contained 20 observations for each of
four two-digit standard industrial classification groupings; Pittman (1981)
had 30 observations; and the Dutch paper industry example contains only 21
observations. 1

Given these difficulties, the standard approach in the literature is to
estimate a single-equation model, as discussed in Chapter 2:

Qw =f(X 1 ,X2 ,···,Xn )+u, (3.1 )

where Qw is the quantity of water demanded, and f(.) represents the
functional form of the explanatory variables (output and factor prices).
Analysts have generally not been concerned whether the parameters esti­
mated for this single equation are consistent with restrictions imposed by
production theory. Since there is little a priori reason for selecting one
production function over another, there is no preferred functional form of the
single-equation water demand model. The choice offunctional form is usually
determined on the basis of two (sometimes conflicting) criteria: (1) best fit,2
and (2) ease of estimation. A search for the functional form that yields the best
fit can quickly become an exercise with little theoretical content. It is in
practice often constrained only by the limited number of functional forms that
can be easily estimated. In this Dutch paper industry example, the linear form
of the single-equation model for the estimation of a water demand
relationship is used.

1 This focus in the literature on cross-section studies also leads to the estimation of
long-term water demand elasticities. Statistical analysis of short-term industrial
responses to changes in water prices has yet to be undertaken.
2 Note that the R2 values for linear and logarithmic functional forms cannot be
compared directly to judge the best fit (see, for example, Rao and Miller 1971).
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One logical way to extend this single-equation structure is to attempt to
model more of the complexity of the water demand relationships within
industrial facilities. For example, a plant's water intake may come from
several sources such as public water supply, surface water, and groundwater.
Although water withdrawals from different sources may be close substitutes,
the qualities may not be identical and reliabilities may differ as well. Thus
there could be different demand functions associated with each source. As
another approach, De Rooy (1974) attempted to estimate demand functions
for four categories of water use within chemical plants:

(1) cooling of solutions and thermal control of machinery;
(2) processing, washing, and conveying final products;
(3) steam generation in boilers;
(4) sanitation.

Such a disaggregation by type of use can be valuable when data are available.
Three sources of water and four types of water use would, however, yield 12
distinct demand functions if water from each source were used for each
purpose. As a practical matter, data are simply not available to estimate
statistically water demand functions for more than one level of disaggre­
gation. In the Dutch example, water use was categorized as either cooling or
process water. Since many of the plants in the sample did not use water for
cooling (according to the definition utilized), it was decided to focus only on
process water intake.

The dependent variable in the single-equation industrial water demand
model (3.1) is commonly defined as the quantity of water intake (perhaps
from a given source or for a particular use) divided by some measure of the
level of industrial production from the facility. This is usually weight or
volume of plant output, such as tons of steel per month, but the appropriate
measure will vary by industry. For instance, the level of production in a
petroleum refinery might be indicated in terms of barrels of crude oil input,
rather than some measure of output.

For some industries the choice of the measure of production level can be
particularly difficult, with troublesome implications for the estimation in
terms of "errors in variables". For example, the US Environmental Protection
Agency (1980) standardizes water intake and wastewater discharged for the
microelectronics industry (SIC 3674) in terms of the floor area of the manu­
facturing plant because there is neither a standard input nor output from the
industry. Water use per employee and per dollar value added are other
commonly suggested measures. Despite the measurement problems, if the
analyst does not standardize water intake when levels of production of
different plants in a cross-sectional sample vary significantly, the consequence
will be to simply ensure a high R 2 because water intake is usually highly
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correlated with the output from an industrial facility. In this example of the
Dutch paper industry, water intake is standardized by the annual production
level in each plant, in terms of tons of final product output. The dependent
variable is thus process water intake per ton of final product.

As indicated in Chapter 2, the next step in the statistical approach to
modeling water demand relationships is to posit variables that would appear
to affect water demand per unit of output. This could be done by intensive
visits to various plants in the given industry and discussions with knowledge­
able individuals in the industry. Economic theory suggests the following
explanatory variables for use in the cross-sectional model of industrial water
use:

(a) prices of other factor inputs;
(b) type of technology or production process;
(c) product mix;
(d) output level;
(e) "price of water".

The same set of variables, plus the possibility of lagged values, would be used
for a model to be estimated with time series data.

Data on the prices of factor inputs other than water present problems not
only because they are hard for water authorities to obtain, but also because
they may be difficult for the industrial facilities themselves to calculate. An
obvious example is the cost of capital, for which the economist's and
accountant's definitions are considerably different. Similarly, for other inputs,
the data available are likely to be for average accounting costs, not marginal
opportunity costs.

If variables for the prices of other factor inputs are not included in the
single-equation model, this will lead to a specification error, and the estimated
coefficients will be biased and inconsistent if the factor prices vary between
the plants in the sample and are correlated with the explanatory variables
included in the model. 3 In the Dutch example, one is forced to live with this
specification error. Since the plants are located in a relatively small, homo­
geneous region, this is not anticipated to be a major concern for such inputs
as labor, energy, and other raw materials. The cost of capital, however, could
differ substantially between plants in close proximity.

Regarding other potential explanatory variables, one might hypothesize
that the type of technology and the type of products would be significant in
determining the quantity of water intake. To account for these factors in the

3 One method of addressing the problem of missing prices for other factor inputs that
has been suggested (Ginn et al. 1975) is to include in the water demand equation a
proxy variable defined as the cost of water as a percentage of the firm's income. The
use of such variables should be treated with caution, however.
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Dutch example, three dummy variables have been defined: M (age of tech­
nology), T (type of production process), and Pr (product type). M and T can
each take anyone of three values in the single-equation model. Operationally,
this means that there must be two dummy variables in the regression
equation to represent each of these three-way classifications, and thus each
requires the estimation of two regression coefficients. In nine of the 21 plants,
the most important product is "special paper and board"; in the other 12 the
most important product is something else. The Pr variable is therefore
defined so that it can take one of two values-either special paper and board
or not special paper and board. Hence, only one coefficient needs to be
estimated. The use of so many dummy variables is a costly practice in terms of
the limited degrees of freedom available with such a small sample, and the
interpretation of the results will necessarily be somewhat speculative.

The level of plant output could be hypothesized to affect the standardized
water intake if there are economies of scale in in-plant recirculation systems,
wastewater treatment, or certain managerial and organizational functions. It
is thus included in the model.

The price of water

One of the principle objectives of more explicit modeling of water demand
relationships is to incorporate the influence of "price" on the quantities of
water demanded and discharged. However, including a "price of water"
variable as one of the explanatory variables in the single-equation model is,
somewhat ironically, the source of many of the difficulties with the statistical
estimation of water demand relationships.

Industries either obtain their water supplies directly from surface and
groundwater sources, or from municipal water supply systems. The appro­
priate treatment of the "price of water" variable in the statistical model
depends upon which of these situations (or both) exists for the industrial
facilities in the sample. Since in many countries there has typically been no
charge for self-supplied surface or groundwater, nor any regulation of the
quantity withdrawn, industrial facilities have often faced an externally
established price of zero. In recent years pollution control requirements have
been imposed in many countries, which have increased the costs associated
with water intake and wastewater discharge. The precise form of the pollution
control requirements (effluent taxes or standards, for either wastewater
volume or residual mass) influence the manner in which an industrial facility
adjusts its water-use patterns, but, as shown in Chapter 1, more stringent
pollution control measures usually reduce water intake and wastewater
discharges because the costs of using water are higher.

What price of water should be included in the single-equation model in this
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situation? Economic theory requires the use of the marginal, not average,
price. If average prices or costs are used instead of marginal prices, the model
will be mis-specified, and the estimates will be biased (Howe and Linaweaver
1967, Gibbs 1978).

In practice, when an industry withdraws water directly from surface or
groundwater sources, analysts have tried to determine an internally estab­
lished price of water (Ginn et al. 1975, De Rooy 1974). Such estimates have
been calculated by dividing, for example, the total annual capital, and
operating and maintenance costs for an industrial facility by the quantity of
water intake. This obviously yields an average cost, not the desired marginal
cost. For a time series analysis with only one plant, some approximation of
the facility's marginal costs might be feasible, but for the water resources
planner to attempt such a calculation for each facility in a cross-sectional
sample could be quite expensive. Such a task would be greatly complicated by
the fact that different plants would use different accounting methods for
depreciation and taxes in the calculation of their costs of capital.

Differences in average or marginal costs between plants in a cross-sectional
sample could result for several reasons, such as economies of scale in water
treatment, variations in water quality between sources, and different depths to
groundwater aquifers. As noted in Chapter 2, if the marginal costs vary as the
quantity of water changes, two problems arise. First, the use of average or
marginal cost in the model as the price of water variable creates a simul­
taneity problem because the price of water and the quantity of water intake
are jointly determined. In this case ordinary least-squares is inappropriate.
Instrumental variables or, more generally, two-stage least-squares estimation
can be used to address this problem, but unfortunately, in cross-sectional
industrial water demand analyses, there is no obvious candidate for an
appropriate instrument.

Secondly, if the price variable is endogenous rather than exogenous, the
demand function may be unidentified (depending on the specification of the
other explanatory variables and the function relating the cost of water to the
quantity withdrawn), and additional information may be required to
distinguish the demand and supply relationships (see Chapter 2). In this case,
the "supply" function is not a market determination, but rather the internal
cost function for obtaining water.

This question of the identification of the single-equation water demand
model should logically be raised prior to its estimation, but analysts have
often concluded that the demand function has been estimated if a regression
analysis yields a negative coefficient for the price variable. The argument is
that an upward-sloping supply or cost function would yield a positive
coefficient. Such a conclusion is unjustified in any case, but is particularly
suspect if the price of water variable is calculated as an internally established
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Figure 3.1. (a) Estimation of a demand function. (b) Estimation of a supply function.
*The identification problem would, of course, still arise if the marginal cost curves
were upward-sloping.

cost of using water. If there are economies of scale in the use of water, the
average and marginal cost curves for water faced by a plant will be
downward-sloping.

The reason why this complicates the estimation of the water demand
function is illustrated in Figure 3.1. Figure 3.1 (a) depicts a situation in which
the regression model estimates the desired demand relationship. Different
supply functions for the sample of plants trace out the downward-sloping
demand curve-the higher the marginal costs of water use, the less water is
demanded by the plant. Figure 3.1 (b) illustrates a situation in which the
regression model estimates the supply relationship-the more water a facility
uses, the lower the marginal costs of water. In this case different demand
functions for the sample of plants trace out the downward-sloping marginal
cost curve of water. Both situations yield a negative coefficient on the price of
water variable in the regression model. Unless the demand function can be
properly identified, the analyst cannot determine whether the estimation has
yielded a demand function, a supply function, or some combination of the
two.

The second situation of interest concerns industries that purchase water
from public water systems. Industries on municipal water supply systems
typically pay a per unit charge for water intake and often for effluent disposal.
Such externally established prices can be based on a variety of types of rate
structures, such as flat, uniform, increasing block, or decreasing block. A flat
rate is a fixed minimum charge regardless of the quantity of water used (or
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wastewater discharged), and can be combined with uniform pricing (the per
unit charge is fixed regardless of the quantity used) or block pricing (the per
unit charge is a step function of the quantity of water used).

The special statistical problems created by the existence of such rate
structures have only recently been recognized in the water demand literature
(Agthe and Billings 1980, Billings and Agthe 1980, Foster and Beattie 1979,
Griffin and Martin 1981, 1982, Griffin et al. 1981, Howe 1982). The marginal
"price" is the charge or cost that can be avoided or changed by the industrial
facility, and thus reflects the real opportunity cost of using water. When the
price of water is not a function of the quantity withdrawn (or purchased), the
price of water is predetermined, or exogenous, in the model, and the marginal
price is unambiguously the appropriate variable. However, when a declining
or increasing block rate structure is in effect for an industry purchasing water
from a public water supply authority, price is once again a function of
quantity withdrawn, and vice versa. This simultaneity problem is likely to be
more serious the greater the number of blocks in the rate structure and the
closer a facility is operating to one of the changes in the block. The standard
practice in the residential water demand literature until recently has been to
use the block rate in which each consumer's use falls as the price of water
variable (Howe and Linaweaver 1967, Gibbs 1978, Danielson 1979). In the
case of a declining or increasing block rate structure, however, Taylor (1975)
points out that:

The use of a marginal price for "the" price variable ... only conveys part of the
information required; for a single marginal price is relevant to a consumer's decision
only when he is consuming in the block to which it attaches; it governs behavior
while the consumer is in that block, but does not, in and of itself, determine why he
consumes in that block as opposed to some other block.

The basic point of Taylor's argument is that the marginal price associated
with such residential rate structures (in this case for electricity) does not
capture the income effect associated with a change in intramarginal charges.
For example, if one consumer faces a declining block rate structure and
another faces an increasing block, the marginal price each pays could be the
same, but their total water bills could be substantially different. If the quantity
of water consumed is a function of both the marginal price of water and
income level, the consumer with the declining block rate structure would have
a higher water bill, a lower real income, and thus would consume less water.
The use of a marginal price variable alone would not adequately characterize
the relevant information in the rate structure.

An analogous situation exists with the estimation of industrial water
demand relationships when industrial facilities purchase water from public
water authorities with declining or increasing block rate structures. A
marginal price variable will largely measure the substitution effect of a change
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in the price of water-i.e., the higher the marginal price of water, the less water
will be used for a given output level because factor proportions will shift in
response to the change in price. The marginal price variable is not sufficient to
capture adequately the output effect; i.e., for a given factor proportion, a
higher total water bill leads to higher output prices, which in turn lead to
reduced production and less water use.

To measure the effect of intramarginal price changes on the quantity
demanded, Taylor recommended the use of a second price variable in the
single-equation demand model, which would be constructed as the average
price paid over all the steps of the block structure before the marginal step.
Nordin (1976) suggested that a better way to construct this second price
variable would be to measure the difference between the customer's actual bill
and what the quantity used would cost if the consumer paid the marginal
price for all units purchased. Billings and Agthe (1980) and Howe (1982) used
this difference variable in their estimation of residential water demand rela­
tionships.

This elaboration of the water demand model in the context of rate struc­
tures has yet to be attempted in the industrial water demand literature. It is
not likely to be a fruitful avenue for research with respect to industrial water
intake, however, because the costs of water intake are typically a very small
fraction of the total costs of water use. By far the largest portion of the costs
associated with using water for an industrial facility are usually pollution
control costs. On the other hand, if wastewater effluent charges vary as a
function of the quantity discharged according to some rate structure, this
approach of including a second price variable in the single-equation model
has immediate, practical applications.

The price of water variable presents an additional practical difficulty for the
analyst. Because sample sizes of industrial facilities are so small, analysts
cannot effectively estimate separately all the different dimensions of water
demand listed in Chapter 2. Thus, in order to estimate some aggregate
measure of responsiveness of water intake to changes in the costs of using
water, a common practice has been to construct composite price variables
that are the sum of the unit costs of water from all sources (surface, ground,
and public water supply) weighted by their relative quantities and the unit
costs of effluent disposal. For example, a price of water variable used by
De Rooy (1974) was the sum of three unit costs:

(1) the weighted unit cost of intake purchased from a public utility intake
pumped from a well or stream;

(2) the unit cost of any treatment prior to use; and
(3) the unit cost of disposal (including any waste treatment).

Such a composite price variable assumes that the relationship between water
intake and water discharged is fixed. More importantly, the issues of identi-
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fication, simultaneity, and the appropriate representation of the rate structure
are confounded because some of the unit costs may be simultaneously
determined (and thus endogenous), while others may be exogenous.

In the Dutch paper industry example, data for unit costs of water intake
from al1 three sources were average costs and functions of the quantity
withdrawn. To include them in the mode1-individual1y or as part of a
composite variable-would introduce four serious problems:

(i) average rather than marginal prices would be used;
(ii) prices and quantities would be determined jointly and simultaneity bias

would result;
(iii) the water demand function would not be identified; and
(iv) the rate structure of the public water authorities would not be accurately

characterized.

Such problems can only be adequately solved by more and better data.
The BOD effluent charges of the Dutch water authorities, however, are

fixed regardless of the quantity of wastewater discharged by a facility. They
are thus marginal prices and are not jointly determined with the quantity of
water intake. Therefore, the effluent charge has been used as the price of water
in the single-equation model. The hypothesis to test is thus more restrictive
than the general water demand relationship; i.e., whether changes in the
effluent charge affect the level of water intake. Another logical hypothesis to
test would be whether the quantity of wastewater and its BOD content
decrease as the level of the effluent tax increases (Sims 1979). Unfortunate1y,
data were not available on the quantity and quality of the wastewater
discharged.

Results of the analysis

Ordinary least-squares regression was used to estimate a linear function
relating process water intake per unit of product output to the proposed
explanatory variables-effluent charge (price of water), output, type of tech­
nology, production process, and product mix. The output and dummy
variables for product mix and type of technology did not have significant
coefficients and were eliminated from further consideration. Table 3.2 shows
the results of the linear estimation with effluent charge and type of production
process (as a two-way classification: either "simple" or "average or compli­
cated") included as explanatory variables. This equation was judged to be the
best in terms of the test statistics.

Considering first the F statistic for the entire equation, it is possible to
reject at more than the 99 '1~ level the nul1 hypothesis that al1 the estimated
coefficients are equal to zero. An examination of the F values for the
individual regression coefficients reveals, first, that the coefficient on the
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Table 3.2. Results of a regression analysis applied to water demand at 21 plants in the
Dutch paper industry.

Regression equation: (Qiw/P) = IX I + IX 2 (Pw)+ IX 3 (T)

Degrees of Sum of
Source freedom squares

Model 2 3521·0
Error 18 4931·0
Corrected total 20 8452.0

F value 6·43
Probability> F 0'0078
R2 0-42
Mean of Qiw/P 49·2
Standard deviation 16·6

Mean
square

1760·0
274·0

Standard
tfor H o Probability error of

Estimate parameter = 0 > (t) estimate

Intercept (IXd 41·0 5·02 0·0001 8·18
IX2 -1,1 -1,95 0·0668 0·58
IX 3 24-4 3·06 0·0068 8·00

effluent charge variable is statistically different from zero at more than the
93 % confidence level and has the expected negative sign. Secondly, the
coefficient on the production process dummy variable is statistically different
from zero at more than the 99 %confidence level, and is positive, indicating
that more complicated production technology requires increased process
water per unit of output.

Since the linear functional form was used, the estimated elasticity of process
water intake per unit of output with respect to the effluent charge is not
constant. At the mean sample value for the quantity of water intake per unit
of output (Qiw/P = 49'2) and an effluent charge of 0'11 guilders/m 3

, this
elasticity is - 0·25. Given that these facilities have already accomplished
substantial reductions in discharge, a priori this would be considered a
reasonable result (Sims 1979). The R 2 value of 0.42 indicates that there are
significant variations in process water intake per unit of output among the
plants that are not explained by this simple regression model. This R 2 value is,
however, typical of such cross-sectional industrial water demand studies.

Conclusions

One might logically ask how this model could be improved. This section
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has alluded to several methods, but unfortunately many of these require a
larger sample of plants, as well as more data for each plant. Because the mix of
raw materials probably varied significantly among plants in the sample, and
because water use is affected by the type of raw materials, a raw materials
variable could have been included. Because each plant faces effluent stan­
dards as well as the effluent fee, one might try to devise an effluent standards
variable to include in the equation. If more observations were available,
simultaneous equation methods could be used to estimate the water demand
function with separate variables for the unit price of process water intake and
for the unit fee imposed upon the BOD in the effluent discharge, and to try
to determine their impact on different water streams within a facility.

As a practical tool for water resources planners, statistical estimation of
industrial water demand relationships is, however, still in its infancy. The
small sample sizes commonly available, the lack of necessary data for even
those plants in the sample, and the simultaneous determination of the price of
water and the quantity of water used pose estimation problems for the analyst
which cannot be ignored or treated casually.

Mathematical Programming Approach to Modeling Industrial
Water Demand Relationships: Electricity Generation in Poland*

Mathematical programming has for some time been an important tool for
modeling industrial operations. Such models have been widely applied to the

• John C. Stone wishes to acknowledge and thank a host of colleagues and friends for
their assistance and cooperation in the conception and development of the Vistula
case study and its model of electricity generation. From IIASA: Janusz Kindler,
Leader of the Water Demand Research Task, for project conception, initiation, and
management; Witold Sikorski for technical, system development, and programming
assistance; William Orchard-Hays for assistance in model solution; Denise Promper
for clerical assistance and logistics; and Christine Swales for editorial assistance. From
the Institute of Meteorology and Water Management and other Polish organizations:
Zdzislaw Kaczmarek, Director of the Institute; Jerzy Pruchnicki, Deputy Director of
the Institute, for air pollution modeling; Mieczyslaw Gadkowski for project concep­
tion, technical specification, process configurations and cost estimates; Andrzej
Salewicz for technical, system development, and programming assistance; Karol
Budzinski for air pollution modeling; Hanna Spoz-Dragan for meteorological/hydro­
logical data; Ewa Czarnecka for clerical assistance, interpretation, and logistics;
Aleksander f-aski (Hydroproject) for model review and advice and water policy
specifications; and Czestaw Mejro (Warsaw Technical University) for model review
and advice. From the University of Houston, Industry Studies Program: Russell G.
Thompson, Director for project conception, initiation, and supervision; and F. Dail
Singleton, Jr, principal architect of technical relationships and matrix generators for
generation and cooling processes.
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solution of scheduling, resource allocation, and transportation problems.
Models have also been developed for analyzing and forecasting industrial
activities under new economic and/or regulatory conditions, and since the
early 1970s serious attempts have been made to expand them to include
considerations of residuals generation and management. Many of these
attempts have their conceptual origins in the work of Russell (1973). Plant­
level models of petroleum refining (Russell 1973) and of iron and steel
production (Russell and Vaughan 1976) have been developed in the US at
Resources for the Future. Plant- and industry-level models have been
developed at the University of Houston, Texas, for electricity generation.
petroleum refining, and manufacture of several important chemical products,
such as chlorine and caustic soda, ammonia and other nitrogenous fertilizers,
ethylene and other organic chemicals, synthetic rubber, and certain plastics
and polyesters (Thompson et al. 1976, 1977, 1978). Plant-level models of
paper mills have been developed by Sawyer et al. (1976) and Noukka (1978).

The water demand study described here developed as a collaborative
arrangement between llASA, the Institute of Meteorology and Water
Management (IMGW), Warsaw, Poland, and the Industry Studies Program
of the University of Houston, Texas. The operational objective of this
collaborative effort was the development and application of a mathematical
programming model of a hypothetical, coal-fired power plant located on the
Wisla (Vistula) River in Poland. This choice of focus for the study reflected
the recognition that electricity generation is an enormously important com­
ponent of industrial water demand. The problem, while hypothetical, deals
with sufficiently realistic issues to render the results of the analysis useful to
Polish decision makers. The objective of the modeling effort was thus
analytical rather than predictive-specifically, the development of a tool for
quantifying the impact on water demand of alternative resource prices and
standards for both pollutant discharges and environmental quality.

Figure 3.2 provides a geographical perspective on the modeled decision
problem. The plant is assumed to be located on the middle reach of the
Vistula River and has a rated capacity of 3000 MW (net). The potentially
substantial water demands of the power plant are supplied exclusively from
the river, with the minor exception of slurry water recycling. The significant
quantities of coal required to fire the plant are to be transported from the
Silesia mining region, approximately 300 km distant. Two alternative grades
of coal are available-run-of-mine or "regular" coal, and washed or "bene­
ficiated" coal-and two modes of transport are possible: railroad and slurry
pipeline. A third option of barge transport was dismissed as currently unecon­
omical. The principal economic decisions for the plant are: the mix of coal
types to burn, the mode of coal transport, and the design and operation of the
plant cooling system.



INDUSTRIAL WATER DEMANDS 67

/.-.
",..' '.-\

\

\

\ ~. \;i POL AND ".
. !

I \

l i\. _.i
, 'I (

\ '. \
\ .
) I
I' i
) \
i.. 'Moad I.'. ~~"::m"'": Electric powe~plant

I l"
i . ret
(i ...., S\U{{~ P17~ In ~

- I....._.J SI LESIA I' 'I. eneficiatio plant /
..... ._. '.~ije~Katowice j/

'\ \ ... ·_·1 ,//~ I
\/ ", ' /_'_', Krakow i

". (Cracow) l
'. _. I

'1 ••/ '. /--......:'"'- .-......... \,'"-,' ............. _)

Figure 3.2. The geographical setting of the modeled problem.

The configuration of the cooling system is the principal determinant of
water demand for the plant. Flow levels in the middle reach of the Vistula are
not so low as to impose direct restrictions on the intake of water, but
problems with heat discharge render it impossible to operate an entirely
"once-through" cooling system the whole year round. The problem, therefore,
is to determine the optimal design and schedule of operating for a combined
cooling system that can operate in an appropriate combination of open- and
closed-cycle modes, depending upon the situation (these terms are defined
below). This optimal design and pattern of operation are a complicated
function of capital and operating costs, meteorological/hydrological con­
ditions, environmental quality standards, and any prices or charges imposed
on water withdrawals, water consumption, and effluent discharges.

The provision of boiler fuel is also modeled in some detail, both because of
the importance of fuel provision in power plant economics and because of a
desire to make the model robust enough to study issues other than water
demand. Each of the problems of coal supply, transport, and air emissions
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control is important enough in its own right, but various water-related
aspects of the fuel provision issue also merit consideration in the model.

The problems of water management in a power plant cannot be completely
divorced from other aspects of plant design and operation. Water is only one
of the basic factors of production, and accurate modeling of the derived
demand relationships for water requires due consideration of the full range of
relevant factor substitutions in production activities. For electricity genera­
tion it is probably sufficient to consider three factors: capital, water, and fuel.
To this end, the present study has developed a model of resource use in
electricity generation, which is believed to represent the variables and con­
straints of greatest importance in determining water demand, and also
provide a modeling base for analysis of other relevant issues.

The dimensions of water demand in electricity generation

Before proceeding to a description of the model itself, it may prove useful to
highlight the various dimensions of water demand as they relate to power
plant operations. The discussion in Chapter 1 identifies five static dimensions
of water demand (withdrawal, consumption, gross water applied, quantity
and quality of wastewater discharge) and adds a sixth dimension pertaining
to the time pattern of the first five. The problem of water management in an
electric power facility provides an excellent illustration of the high degree of
interdependence between these six dimensions.

In a purely static context, it is virtually impossible to reduce anyone of the
first five dimensions of water demand without thereby affecting (often in­
creasing) one or more of the other four. As an example, reducing water
withdrawals by closing the cooling system increases water consumption at the
plant through evaporation and drift losses in the cooling tower. This closing
of the system also virtually eliminates heat discharges but may increase solids
discharges. Reducing heat discharges through the use of a cooling tower
increases water losses. Reducing solids discharges by treatment entails certain
minor losses in the process but provides a recycle stream that allows for some
reduction in water withdrawals. Water consumption is not a flow that can be
altered directly, but is a consequence that can be affected by changing the time
patterns of withdrawals and discharges. Finally, the impact of any alteration
in the pattern of water use on thermal efficiency produces secondary effects on
the magnitudes of all flows in the system.

In short, it is inappropriate to consider anyone of the first five dimensions
of water demand in isolation. The overall pattern of water demand (in all
dimensions) is a complicated, simultaneous function of the standards and
charges pertaining to all six dimensions of water demand (plus everything else
in the system). The ability of mathematical programming models to perform
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this simultaneous determination of optimal flow patterns is one of the key
attractions to their use in modeling water demand relationships.

With respect to the time dimension, it is no great revelation to point out the
time dependence of the pattern of water use in electricity generation. At a
trivial minimum, any idealized model of an industrial operation must define a
period of time over which all flows are averaged and measured. Beyond this
definitional requirement, however, is the more important consideration of
variations over time in the important conditions that influence the pattern of
industrial operations, including water use. In baseload electricity generation,
the most significant of these time-dependent conditions (which may reason­
ably be called exogenous variables) are output level, meteorological and
hydrological conditions, and specified constraints and charges on resource
use, discharges, and other plant operations. The optimal time pattern of the
full spectrum of plant operations is a complicated function of the time pattern
of variation in the exogenous variables. Thus, the interactions between the
five static dimensions of water demand cannot be properly identified and
measured without some specification of the relevant time frame for plant
operations.

Organization of discussion

The discussion of the case study is divided into three parts. First, a general
description of the structure and components of the mathematical model is
provided, in essentially nonmathematical terms. Secondly, the process of
model construction and specification is outlined, including some comments
on the available data for specifying model coefficients and a note on season­
ality. The third part is directed to model use and results, including a brief
discussion of model operation, size and computability, a description of the
kinds of analyses that can be performed with the model, and a summary and
analysis of representative model results.

A Nonmathematical Description of the Model

The general formulation of a mathematical programming model has been
defined in Chapter 2. This section describes the structure and substance of the
model in conceptual terms, without resorting to complicated algebraic
notation. The description addresses each of the principal components of the
programming model in turn: decision variables, objective function, and
constraints. Some discussion is also included of the integer requirements and
of the structural representation of seasonality in the model.

The model of resource use in electricity generation belongs to the general
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class of mixed-integer programming problems. It can be conceptually
specified as follows:

mInimize
• annual net costs of production
subject to
• seasonal production requirements;
• seasonal constraints on discharges to the water;
• seasonal constraints on discharges to the air;
• non-negativity of decision variables (simple constraints to prevent

logical and physical absurdities);
• integer (0, 1) requirements on certain variables.

Decision variables

The set of process variables (columns) in a programming model is typically
composed of two classes of model activities: a set of decision variables
representing the array of controllable real-world options; and a set of
"artificial" variables that perform certain logical, accounting, and integrating
functions within the model. This latter set is fairly extensive and quite
important in the operation of the model, but merits no particular discussion.
The emphasis is more on the process combination decisions that together
provide the optimal solution for the plant.

Needless to say, electricity generation is a complex process involving a
myriad of decision points in both plant design and day-to-day plant opera­
tion. The model developed for this study identifies a limited number of design
and operating decisions that are believed to be the most significant deter­
minants of water- and fuel-use patterns in the plant modeled. These key
decisions are listed here; a more detailed description is provided in a
subsequent section. The principal design decisions modeled are:

• design temperature rise of cooling water across plant condensers;
• capacity of the cooling tower and water treatment facilities;
• capacity of coal slurry transport facilities (if any); and
• height of the stack for diffusing gaseous discharges.

The principal (seasonal) operating decisions are:

• basic flow pattern of plant cooling water, which itself comprises a set of
decisions;

• disposition of cooling tower blowdown ;
• disposition of slurry water (if any) and other briny streams; and
• mix of alternative coal types burned.

Two other important decisions are predetermined. First, the size of plant is
given as 3000 MW net, divided into six basically identical blocks (or units) of
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500 MW net each. Secondly, since by its nature the modeled facility is a
baseload plant, the level of output is essentially determined by the number of
blocks in operation at a given time and the expected rate of utilization for
operational units. In a new baseload plant, this rate of utilization will tend to
be high, and it is furthermore desirable to keep it fairly constant. For present
modeling purposes, therefore, it can be reasonably assumed that the average
utilization rate is constant, at least over a short enough period of time. In
terms of defining the problem for the present study, this means that the size of
plant and level of output (in net terms) cease to be economic decision
variables. Gross capacity and output will vary because of the impact of
various decision variables on plant efficiency.

Logically, the domain of relevant operating decisions is dependent upon
the design decisions, and the impact on operating decisions must be con­
sidered in the design decisions. The patterns of water withdrawal, con­
sumption, and discharge are derived results of these operating and design
decisions.

Objective function

The cost-minimizing objective function specified for the model may be
resolved into the following components:

(1) annual charge for capitai investments;
(2) operating costs (or penalties) for the following activities in each season:

• electricity generation;
• water withdrawals and consumption;
• water handling and treatment;
• waterborne residuals discharges;
• coal supply;
• coal transportation and handling;
• coal combustion (including sulfur penalty); and

(3) cost reduction applied for extra supplies of coal transported by pipeline (if
any).

The annual capital charge of 12 /'0 is based on a 4 %depreciation charge and
an 8 % discount rate. The other cost coefficients, as well as the capital
investment requirements to which the capital charge is applied, are based on
either engineering estimates or policy specifications. While it is not appro­
priate here to detail the engineering cost estimates, the following policy­
dependent prices and penalties are identified, which may be varied by the user
for purposes of demand analysis and impact evaluation:

• price of water withdrawals;
• price of water consumption (losses);
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• penalty for heat discharges;
• penalty for dissolved solids discharges in excess of a defined standard

(except the discharges from open-cycle cooling systems);
• penalty per percent of sulfur per ton of coal combusted;
• price of coal.

A cost-minimization objective is specified in this study for a number of
reasons. First, a properly derived demand analysis requires that all factor
inputs be evaluated according to a common unit of measure, and monetary
cost is a commonly used criterion for analysis of industrial production
activities. Secondly, this specification seems to be consistent with the planning
structure of the industry and economy. Thirdly, because of the essentially
predetermined output profile of a baseload plant, a profit-maximizing objec­
tive would reduce to cost minimization anyway. Finally, using monetary cost
permits a comparison between the indirect values and prices derived by the
model with those of other models and applications using the same measure.

This choice of objective function does not imply that the optimum "social"
decision for design and operation of the power plant is necessarily based on
production cost minimization alone; this decision may require a much
broader purview and consideration of nonmonetary objectives. To some
extent, it has been possible to incorporate some of these broader social
perspectives and objectives in the form of constraints, prices, and penalties in
the programming model. These specifications can in turn be used in
performing economically sound analyses of cost and derived demand for use
in the social decision process. In other cases, the relevant social considera­
tions may not be so readily parametrized, and analysis proceeds by solving
the 'model under various assumptions (or scenarios) so as to obtain some
quantitative measure of the social trade-offs.

Constraints

As is the case with most complex programming models, a significant
portion of the constraints set for the model is composed of equations
representing logical conditions, performing accounting functions, and
assuring proper materials and energy balances. In addition, the model
includes three subsets of constraints which, in the more conventional sense of
the term, represent actual requirements or limitations imposed on plant
activities. Each of these is briefly described below.

Seasonal Production Requirements

The temporal pattern of plant output levels is translated into the model as a
set of seasonal production requirements specifying the total number of MW-
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hours that must be generated (for transmission) in each season. These
requirements take the form of a (greater than) row constraint for each season,
and the dual values (shadow prices) associated with these rows may be
interpreted as marginal costs of producing electricity in each season.

Seasonal Constraints on Discharges to the Water

Four types of constraints are imposed on discharges of waterborne
residuals. The first two are based on defined ambient standards, while the
latter two are defined standards for the effluent stream itself. These standards
may be summarized as follows:

(1) maximum allowable increases in river temperature
• 4°C in June, July, August,
• SoC in September,
• 6°C in all other months,

(2) maximum allowable river temperature
• 30°C,

(3) maximum allowable temperature of plant discharge
.3SoC,

(4) maximum concentration of dissolved solids in discharge (except that
from open-cycle cooling systems)

• SOOmg/1.

In constraint (4), higher concentrations are not strictly prohibited, but a
penalty is applied for each kg of excessive solids discharge. In the model, only
the stricter of constraints (1) and (2) is specified for a given month. It is not
readily determined whether this constraint is more or less strict than con­
straint (3) in a given month; hence, both constraint (3) and the stricter of
constraints (I) and (2) are specified.

The algebraic formulation of these constraints is somewhat complicated
because of a need to express quantity-weighted averages in terms of quantities
not known until the model solution is calculated. By careful formulation of
intermediate accounting structures, however, each standard is ultimately
expressed as a single (less than) constraint for each season. Interpretation of
the dual values for these constraints requires algebraic manipulation to
express them in meaningful terms.

Seasonal Constraints on Discharges to the Air

An ambient standard for the maximum allowable ground level concentra­
tion of sulfur dioxide is established by policy. For any given season, the
difference between this standard and an expected background concentration
may be interpreted as the maximum allowable concentration that may be
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produced by emissions from the power plant in that season. In order to
incorporate the ambient standard in the model, it is necessary to translate this
concentration allowance into an emission constraint for the modeled coal
combustion activities. This translation has been accomplished with the aid of
an atmospheric dispersion model developed by the IMGW. Solutions to this
model have determined-for each season and for a range of alternative stack
heights over 150 m -the maximum ratio of regular to beneficiated coal that
can be combusted at full load consistent with the allowed increment in
ground level S02 concentration. This ratio can in turn be converted into
upper limits on the amounts of regular coal and of total coal-regular plus
beneficiated-that can be combusted in a given season at a particular stack
height.

In the model, these upper limits take the form of two row constraints for
each season. These constraints directly limit the quantities of coal combusted
to amounts specified internally by the design choice of stack height; that is,
for each additional meter of stack height constructed, an increment is added
to the allowable amounts of regular and total coal combustion. The dual
values for these constraints, only one of which can be binding in any season,
represent the potential savings to the plant of burning one more ton of coal
given a fixed stack height as determined in the solution.

Integer requirements

A limited number of integer (0, 1) variables are included in the model to
impose certain logical constraints on plant design and to ensure proper
consideration of economies of scale in slurry pipeline construction. Because
the capacity of the power plant is predetermined, scale economies can be
properly accounted for by calculating costs appropriate to an installation
containing six 500 MW blocks. It is important, however, to ensure that only
one "type" of power plant is constructed with respect to the design tempera­
ture rise across the condenser: this requires integer variables. A similar integer
control structure is required to ensure complete and exclusive construction of
only one size of slurry pipeline instead of linear bits and pieces of various
sizes.

Seasonal structure

The time dimension is incorporated in the model by dividing the year into
seasons and modeling plant operations in each season in accordance with
seasonally specified values for exogenous variables. These seasonal opera­
tions are tied together by certain annual resource constraints, and a fixed
design decision is a function of the operating conditions in all seasons, while
the optimal pattern of operations in a given season is dependent upon the
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operations in all other seasons through the common demands on annual
resources and the design configuration. Again, the optimal overall decision
requires a simultaneous determination of the design decision and all seasonal
operating decisions, consistent with the seasonal time pattern of specified
exogenous variables.

The essence of this interdependence and simultaneity must be incorporated
in the mathematical structure of the model; fortunately, this is not especially
difficult. Seasonality is handled in a straightforward manner by defining
separate column variables and constraints to represent plant operations in
each season. The structures of the seasonal submatrices are virtually identical,
but for each season a separate set of parameters represents charges for water
use and residuals discharges, available supplies of water and other resources,
and allowable discharges to the air and water. The coefficients of the elec­
tricity generation processes also vary, thus reflecting the impact of output
level and of meteorological and hydrological factors on the operating con­
ditions of the power plant and cooling system. A careful distinction is made
between activities representing the provision of capital capacity for a given
process (a one-time occurrence) and the operation of that process in each
defined season. In each seasonal activity, capital capacity (if relevant) is
treated much as any other required input, and a separate (one-time) activity is
modeled jointly to provide capital capacity for all defined seasons.

Model Construction and Specification

This section describes the construction and specification of the model,
following a typical logical sequence in the development of a programming
model. First, the basic process options are identified and depicted, where
helpful, in the form of flow diagrams. Secondly, modeling correspondences
are established between the components of the flow diagrams and the rows
and columns of the model matrix. Thirdly, model activities and constraints
are logically and algebraically formulated, and, fourthly, the coefficients of
model column activities are specified. The section concludes with some
comments on data availability (an issue that must always be kept in mind
when developing the structure of a model), and a note on seasonality.

Basic process options

With the aid of three flow diagrams, the basic process options represented
in the programming model are outlined. Figure 3.3 gives an overview of
processes and materials flows with emphasis on activities outside the basic
electricity generation processes. Figure 3.4 displays in greater detail the
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processes contained in the box for the electric power plant in Figure 3.3,
identifying the major flows of water, steam, and fuel-related materials. Figure
3.5 shows the alternative configurations for the plant cooling system and is
essentially a detailed expansion of the processes and flows in the dashed
rectangle of Figure 3.4. A more comprehensive discussion of the process
options may be found in Stone et al. (1982).

Fuel Provision Activities

Figure 3.3 gives an overview of the entire operation, with emphasis on the
activities related to fuel provision. The coal supply for the modeled plant is
assumed to be obtained from four Silesian mines with a combined annual
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capacity of perhaps twice the expected coal requirement for the power plant.
Mined coal may be transported directly to the plant site by rail, or may be
beneficiated (crushed, washed, and gravimetrical1y separated) to produce a
coal of higher heat content and lower ash and sulfur content. The beneficiated
coal may be transported to the plant site via rail or slurry pipeline. The slurry
transport of regular (run-of-mine) coal or barge transport of either grade of
coal are not modeled because preliminary cost calculations showed these
options to be currently uneconomical in all circumstances.



INDUSTRIAL WATER DEMANDS 79

None of these mining, beneficiation, or transportation processes is modeled
in any great detail. Emphasis is on accurate representation of the costs of
these operations and the water balances for the slurry pipeline. A one-to-one
ratio is assumed for the water/coal mixture in the slurry; and IMGW
estimates water losses-primarily through absorption-at 12 ~~.

Another consideration concerning cost and water use involves water
management in the mining region. Planners believe that the water used for
slurry preparation and transport could be supplied from the large volumes of
saline wastewater generated in mining operations, but a major technical
question to be resolved with respect to this option is the corrosive potential of
such wastewater on the pipeline itself. If saline water use proves feasible. a
significant disposal problem will be alleviated as some of the wastewater can
be transported away from the mining area, where river flow is naturally low.
From a social point of view, the economics of slurry pipelines should
incorporate these benefits. and the model includes an appropriate reduction
in the operating costs of the pipeline to account for them.

The cost to be balanced against this benefit arises from the logical
consequence that, at the plant site, slurry-transported coal must be
dewatered, and the separated water must be discharged or treated for use in
plant operations. While the flow of slurry water is not great. its high dissolved
solids concentration renders its disposal a nontrivial water management
consideration. The optimal decision depends upon the price of water with­
drawals and on any environmental standards or effluent charges on dissolved
solids discharges. The management of slurry water is thus one of the areas of
interaction between the issues of water demand and of the provision of boiler
fuel.

Another area of interaction relates to the impact of the cost of boiler fuel on
the economic substitutability of cooling systems. The reductions in plant
thermal efficiency attributable to the utilization of a cooling tower results in a
higher fuel requirement per net kilowatt-hour of power generated. This
energy penalty must be considered along with the additional capital require­
ments, in the comparative economics of open- and closed-cycle cooling
systems. Proper evaluation of this energy penalty in turn requires considera­
tion, at least to the extent of costing, of the full range of fuel provision
activities from coal supply, to transport, to combustion, in accordance with
applicable standards for gaseous residuals discharges.

The available alternatives for the "control" of air emissions are the mix of
run-of-mine and beneficiated coal combusted-the plant cannot operate
entirely on regular-grade coal because of SOl standards-and the stack
height, which affects the dispersion of gaseous discharges rather than
emission levels. The disposal of solid waste from coal-handling and com­
bustion operations are considered only to the extent of assignment of costs.
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Electricity Generation Processes

Figure 3.4 illustrates the major interrelationships between the most basic
processes for power generation. Flows to and from the boundaries of this
figure directly correspond to the flows entering and leaving the power plant in
Figure 3.3. Figure 3.4 shows the basic water-use patterns for process cooling,
boiler make-up, and ash removal. Certain other minor uses, such as cleaning
water for the boiler, are omitted from the figure but are included in the
modeling analysis. Of the three types of water uses depicted, the boiler make­
up and ash water flows are fairly small. The more substantial flows used in
process cooling and the alternative configurations of the cooling system merit
further consideration.

Cooling System Options

Figure 3.5 shows the eight major cooling system options (A to H) con-
sidered in the study. The basic options are characterized as follows:

(A) temperature rise across condenser;
(B) type of cooling system;
(C) single or series condensers;
(D) wet bulb approach factor for the cooling tower;
(E) cycles of concentration in the cooling tower;
(F) treatment of cooling tower blowdown;
(G) dilution of heated discharge; and
(H) recirculation for temperature maintenance.

(A) Temperature rise across condenser. The process of heat exchange in a
condenser condenses the turbine exhaust steam at the expense of an increase
in the temperature of cross-current cooling water. The magnitude of this
increase in cooling water temperature (AT) is a design decision variable
which, for a given rate of waste heat removal, determines the necessary rate of
flow ofcooling water across the condenser. Cooling water flow is a decreasing
function of AT.

As an additional important consideration, an increase in AT decreases the
pressure drop across the turbine, with a resultant loss of generating power.
This reduction in thermal efficiency results in an increase in both water and
fuel requirements for a given level of net output.

Because both of these effects influence operating conditions throughout the
plant, and because a condenser and its accessories must be designed for
operation over a fairly narrow range of flow rates and AT, the choice of ATis
a fundamental decision variable in plant design. The present study considers
three discrete options for AT; only one of these options may be chosen by the
model.
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(B) Type of cooling system. The two decision nodes B in Figure 3.5
represent the second fundamental choice in the cooling system configuration.
Depending upon the flow routings at each of these points, the resulting
configuration may be classified as one of the following basic types, or a
combination of the three:

(1) open-cycle system
(a) "once-through"
(b) "open-tower"

(2) closed-cycle system.

In open-cycle systems, river water is pumped directly across the condensers
and then discharged back to the river. In the once-through case, the discharge
to the river is direct, and the temperature of the discharge stream is essentially
the same as that at the outlets to the condensers. In the open-tower case, the
condenser outlet water is pumped through a cooling tower before being
discharged; this lowers the temperature of the discharge stream to that
in the cooling tower basin.

The recycle flow pattern of a closed-cycle system reduces the potential
discharges from the system to the amount of "blowdown" collected at node F.
This small blowdown stream is extracted from the recirculating cooling tower
in order to maintain an acceptable concentration of dissolved solids in the
system. The only withdrawal requirements of the closed-cycle system are a
make-up stream to account for evaporative and drift losses and blowdown
extraction.

The operation of cooling towers increases water losses through drift and
evaporation and also has two effects on plant thermal efficiency. First, the
additional energy requirements for the pumps and fans increase the gross
energy generation necessary to produce the same level of net output. Second,
to the extent that the temperature of the water from a closed-cycle cooling
tower is higher than that of the river water, the plant suffers a loss in thermal
efficiency relative to an open-cycle system. (This is because, for a given LlT,
the higher-temperature cooling water decreases the pressure drop across the
turbine.) Of course, any reduction in plant efficiency increases all water
demands per unit of net output.

The essence of the water management problem at the power plant is to
determine an optimal combination of the three "pure" types of cooling system
described above. This decision is an operating decision as well as a design
decision, because the flow patterns through existing equipment can be altered
to fit a given situation. As a very simplified generalization, it is presumably
necessary to construct a large enough cooling tower to assure compliance
with heat discharge standards during low river flow and high temperature
conditions. Beyond that, the tower capacity may be expanded and/or the time
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pattern of flows in the cooling system may be altered in optimal response to
the time pattern of other environmental quality constraints, of meteorological
and hydrological conditions, and of prices and charges for water withdrawals,
water consumption, and effluent discharges.

(C) Single or series condensers. In the normal mode of operation for the
cooling system, the flows through the condensers of the various blocks (or
units) are independent (although they may share the same water intake and
discharge channels). This "single condenser" mode of operation is represented
by the outer flow lines at node C in Figure 3.4. Under certain conditions,
however, it may prove advantageous to route the heated cooling water from
the outlet of one condenser to the inlet of a paired condenser, as represented
by the outer flow lines at node C in Figure 3.5. Under certain conditions,
operation has two economic and water use advantages. First, the cooling
water requirements for the paired condensers are only a little over half those
for singly operated condensers. Secondly, in the case of open-tower and
closed-cycle systems, the increased outlet temperature from the second of the
paired condensers results in a greater temperature drop across the tower and
thereby more effective heat rejection. This improvement may allow for
construction of a smaller cooling tower. The optimal configuration decision
must weigh these advantages against the decline in thermal efficiency implied
by the higher cooling water temperature in the second of the paired con­
densers.

(D) Wet bulb approach factor for the cooling tower. The difference between
the water temperature in the cooling tower basin and the wet bulb atmos­
pheric temperature is a so-called wet bulb approach factor; which depends
upon cooling tower design, fan speed, and other considerations. As a proxy
decision variable, this wet bulb approach factor affects the efficiency of heat
rejection in the cooling tower-and therefore its necessary size- as well as the
temperatures of the discharge stream in open-tower operation and of the
recycle stream in environmental quality and thermal efficiency implications,
as discussed above. Four alternative values of the wet bulb approach factor
are incorporated as options in the model, and mixtures of these options serve
to represent the flexibility in design and operation of the cooling tower.

(E) Cycles of concentration in the cooling tower. The make-up water re­
quirements for a closed-cycle system are a function of the evaporative losses
in the cooling tower and a so-called cycle factor associated with the amount
and dissolved solids concentration of cooling tower blowdown. In particular,
blowdown and make-up requirements decrease with K, while the blowdown
solids concentration increases with K.
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A base value of K 1 = 3 is essentially determined by the concentration and
composition of dissolved solids in the make-up water from the river and the
allowable build-up of solids of that composition in the cooling system. As an
alternative, this base value of K 1 can be doubled to K 2 = 6 by softening an
amount of recycle water equal to the make-up requirement.

(F) Treatment of cooling tower blowdown. The cooling tower blowdown
collected at node F must be disposed of in an optimal manner consistent with
liquid effluent discharge standards and effluent charges. This blowdown may
be discharged or, alternatively, demineralized (in whole or in part) to produce
a clean recycle stream for plant use. Demineralization of all of the cooling
tower blowdown essentially eliminates discharges from a closed-cycle cooling
system.

(G) Dilution ofheated discharge. Under certain conditions the temperature
of the cooling water discharge may exceed the standard imposed on dis­
charges. In this case it may be advantageous to use a certain amount of river
or other available water to "dilute" the heated discharge to an acceptable
temperature. This procedure does not, of course, change the value of the total
heat load added to the river; it just reduces the temperature differential at the
discharge outlet.

(H) Recirculationfor temperature maintenance. The design of the condenser
is such that a minimum inlet temperature of lODe must be maintained.
During some parts of the year, however, the temperature of the river-and
even that of the recycle stream from a closed-cycle system-may fall below
lODe. In such a situation, the minimum inlet temperature can be maintained
by recirculating just enough of the heated outlet water from the condenser to
bring the inlet water temperature up to lODe. Logically, the remaining flow of
water proceeding to discharge or cooling tower circulation is reduced by the
amount of this recirculation. Water withdrawals are similarly reduced,
although the effect is somewhat complicated in the case of a closed-cycle
system.

Correspondence of Flows and Processes to Model Rows and
Columns

Once the relevant material flows and unit processes have been identified
(see Figures 3.3, 3.4, and 3.5), the next task is to develop a correspondence
between these flows and processes and the rows and columns of the mathe-
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matical programming model. There are any number of ways in which this can
be done. At one extreme, a one-to-one correspondence may be developed
between each material flow and a model row and between each unit process
and a model column. At the other extreme, an entire complex operation can
be represented by a single column, with rows defined only for those materials
with a net flow across the boundary of the operation. In practice, the
correspondence employed is usually a compromise between the two extremes,
and the modeler's choice depends upon a number of modeling and budgetary
considerations. Four of these-model size, extent of true options, identifica­
tion of important flows and process options, and linear and integer relation­
ships-are identified here because of their general applicability and because
of their particular importance in the formulation of the model.

The first consideration is model size. Budgetary or data processing limita­
tions almost inevitably constrain the size of model that can be manageably
manipulated and successfully solved. Generally, a trade-off must be made
between manageability/computability and the degree of material flow and
process detail explicitly represented in the model. This directly conditions the
kinds of correspondences that can be made between material flows and rows
and between unit processes and columns. This is particularly so in models
that attempt to capture the time dimension by representing flows and
processes in each of a number of specified time periods. This trade-off
regarding model size is an important factor in the resolution of the next two
considerations.

The second consideration is the extent of true options in the flow and
process configurations modeled. Given the model size consideration, it makes
little sense to represent explicitly unit processes (and related flows) whose
activity levels relative to other processes are logically fixed rather than being
actual decision variables. In some cases the distinction is dictated by the basic
technical relationships of the modeled technology; in other cases it is a
consequence of a decision not to model certain design or operating options.
This leads to the third, related, consideration that is an identification of the
important flows and process options. Here, too, it makes little sense to expand
the size of the model with detail on flows and processes that do not signi­
ficantly interact with the principal decisions, constraints, and flow patterns
that are the target of the modeling analysis. In many cases, the flow diagrams
themselves are an early stage in this simplification; the figures presented thus
far already reflect considerable simplification of the water, energy, and
residuals flows in the power plant.

The fourth consideration arises from the representation of power plant
activities in terms of linear and integer relationships. Such a representation is
motivated by the powerful algorithms and software available for solving
linear programs and so-called mixed-integer programs with a manageable
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number of integer variables. This is not to say that the underlying relation­
ships of electricity generation are linear (indeed, they are not), but rather that
for a given application, these relationships may be adequately approximated
by well formulated linear relationships, possibly supplemented by integer
variables. The implication for model formulation is that the correspondence
between unit processes and model columns should be defined so that the cost
and input-output coefficients oflinear model columns are independent of the
activity levels of all model columns. As illustrated later, these corre­
spondences may subsume in one column highly nonlinear relationships.
Supplementary integer variables may be used to incorporate such considera­
tions as mutual exclusiveness or "all-or-none" decisions, and they may further
be used to ensure that the linear segments of a piece-wise approximated
relationship are selected in the proper order.

General structure of the model

The end result of developing modeling correspondences is the representa­
tion of the modeled operations by a matrix or tableau of numbers. In such a
tableau the columns represent modeled activities or accounting variables, and
the rows represent imposed constraints or logical conditions. By sign conven­
tion, a positive coefficient in a column indicates an output, while a negative
coefficient indicates an input.

The matrix structure for the model is depicted in highly aggregated form in
Table 3.3. In this tableau each column or row (with three exceptions)
represents an entire class of columns or rows in the model. (The exceptions
are the "annual capital charge" column and the "cost" and "capital invest­
ment" rows.) In particular, those classes of columns and rows identified as
seasonal in the tableau are replicated (as a class) in the model as many times
as there are seasons defined. At this level of aggregation, it suffices to indicate
positive and negative coefficients in the model by + and -, respectively.

A salient feature of Table 3.3 is that many parts of the matrix have little or
no interaction with other parts. This so-called sparseness is typical of large
mathematical programming models. Areas of the matrix exhibiting high
interaction correspond to particular subsystems of the modeled operations,
such as fuel provision and combustion or electricity generation and cooling
flow. The representation of these subsystems can be examined by means of
partial matrix tableaus which focus on a subset of rows and columns from
Table 3.3 and expand the selected row and column classes to a more
disaggregated form.

We shall not present such an in-depth analysis of model structure here. The
interested reader is referred to Stone et al. (1982) in which each subsystem is
examined in detail.
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Specification of model coefficients

Once the row and column structure for the programming model has been
established, matrix coefficients must be specified. This task may vary greatly

Table 3.3. Overview of model structure.

Annual Coal Air
capital supply and Coal emissions
charge transport combustion accounting

Logical Annual Seasonal Seasonal

Cost (objective Annual
function) minimum 0·12 + +

Capital Logical
investment =0 -1

Coal Annual
~O + -

Air emissions Seasonal
constraints ~O +

Air emissions Seasonal
accounting =0 + -

Air emissions Annual
accounting =0 +

Heat to Seasonal
boiler ~O +

Intake Seasonal
water =0 -

Water handling Seasonal
capacity ~O

Electricity Seasonal
generation ~O

Wastewater Seasonal
=0 +

Water discharge Seasonal
constraints ~b

Water use Seasonal
accounting ~O

Water use Annual
accounting =0

Integer Logical +1
control rows ~1 Slurry
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in complexity from one sector of the model to another. In many cases
coefficient specification amounts to little more than arranging basic data in a
manner that is consistent with respect to units and the period of time over

Air Electricity
emissions Plant generation Water Water Water use Water use
accounting cons truction and cooling discharge treatment accounting accounting

Annual Build Seasonal Seasonal Seasonal Seasonal Annual

+ + + + +

+

Stack
-

-

-

- + +

+ -

~T options
- +

+ - -

+/- +/-

+/~ +/-

+ -

~T options
+1
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which flows are averaged and measured. Such is the case, for example, with
most of the coefficients for coal transportation and combustion and with the
coefficients for water use accounting and discharge constraints. In other cases,
however, coefficient specification is computationally complex because the
coefficient represents the net effect of many technical relationships. Such is the
case with the coefficients for allowable coal combustion in the stack-building
column variables and with most of the coefficients for activities related to
electricity generation and cooling. The procedures developed for specifying
these coefficients are central to the modeling analysis, but their details will not
be discussed here.

Use of Matrix Generators

Operationally, the coefficient matrix for the programming model is
specified through the use of so-called matrix generators. Essentially, a matrix
generator is a specialized computer program designed to accept raw data and
instructions from the user and to calculate (according to specified mathe­
matical and logical relationships) the input-output coefficients for each of a
specified set of column variables in the programming model. Utilization of
such a program is particularly useful (often necessary) when calculations are
numerous and/or complex and especially when such calculations must be
performed repeatedly according to different specifications of the arguments.
For the present model, the seasonal and other multiple-option structures give
rise to a high degree of repetition for calculations ranging from trivial to
extremely complex (even iterative). In short, the model developed for this
study could not be specified without the aid of matrix generators.

Five independent (FORTRAN-coded) matrix generators have been
developed to produce the entire programming model matrix. One of these
programs specifies the column variables related to coal transportation and
combustion. Three key programs specify the large number of column
variables representing electricity generation and cooling, as well as the
columns representing disposal of cooling water effluent. A final program
generates everything else, primarily additional water-handling activities,
certain construction activities, and accounting procedures for the constraints
and charges on waterborne discharges.

Data availability

Aside from its educational value, a mathematical programming model is
only as good as the economic and technical data available for defining its
coefficients. In the present case, a fairly complex programming model has
been constructed because the data were deemed good enough to justify it. For
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the most part, the data base was collected by the IMGW research team and is
specific to Polish conditions. Where gaps appeared during the course of
model development, technical information based on similar technologies in
the USA was employed, but the use of cost data from the USA was success­
fully avoided.

Some of the more important components of the collected data base include
the following:

(1) a set of highly detailed specifications for the design characteristics of the
power plant;

(2) engineering cost estimates for the construction and design of power
generation and water treatment processes;

(3) a tabulation of average monthly values for a wide range of meteorological
and hydrological variables needed in the analysis, including a monthly
specification of low flows in the river (flows exceeded 90 and 95 %of the
time);

(4) a set of relationships and parameters for calculating the size of cooling
tower required to dissipate a given amount of waste heat under specified
meteorological conditions (plus the costs of tower construction);

(5) a specification of the physical, chemical and combustion properties of the
two available grades of coal;

(6) engineering cost estimates for the various coal handling and combustion
processes;

(7) an assessment of the Upper Vistula water management benefits accrued
from the use of saline wastewater in the slurry pipeline;

(8) a full specification of relevant environmental standards and constraints;
and

(9) a set of relevant prices and penalties for various aspects of water and coal
use, along with ranges of variation in these values for use in water demand
and other analyses.

On the whole, the data base is more than sufficiently reliable to produce
sound modeling results. Those aspects of the data base in greatest need of
further refinement are: (i) the cost structures for coal beneficiation, slurry
transport, and certain incidental water treatment processes; and (ii) the
benefit assessment for use of saline wastewater in the slurry pipeline.

Seasonality

Throughout this discussion the concept of seasons has been frequently
employed, but generally with an intentional vagueness as to number and
duration. The key determinations that must be made in defining model
seasons are: (a) how short a time period is necessary to accurately capture the
important time-dependent variations in operating conditions; and (b) how
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short a time period can be manageably considered in the modeling analysis
(which involves not only model size but also data collection and interpreta­
tion of results). In general, there must be some trade-off between accuracy of
representation and manageability. For reasons to be outlined below, the
present study defines 12 "seasons" corresponding to the months of the year.

Treating the time-dependent conditions in order of increasing complexity,
policy specifications tend to show the least time-dependent variation. In the
present case, a month-by-month specification of charges and standards is
perfectly adequate and manageable. Output levels for a baseload plant may
also be reasonably assumed constant over a short enough period of time; the
most significant variation is caused by the schedule of planned plant mainten­
ance, which calls for shutdown of each block at least once a year. In the
present case, the knowledge that these shutdowns are concentrated in the
summer months and require an average of six weeks for completion allows a
straightforward specification of the fraction of plant capacity in operation in a
given month. Applying a constant baseload utilization rate to this operating
fraction provides a monthly time pattern of plant output levels.

As is to be expected, the time pattern of meteorological and hydrological
conditions demonstrates the shortest period of variation. Ultimately the
availability of data and the manageability of the problem formulation dictates
the choice of time period. For the present study, monthly data are available
for the most important meteorological/hydrological conditions, and careful
design renders the problem manageable at this level of detail.

The model specifications for the defined time periods need not be based on
average values, nor is it necessary to define approximately uniform time
periods. These can be varied according to the analyst's conception of the
proper context for optimizing plant design. Perhaps the most sophisticated
treatment would involve an optimization of design and operation in
accordance with a time pattern of both average and critical conditions, with
time periods for each defined in relation to expected frequencies of occurrence
of the various sets of operating conditions. In the present case, manageability
and data considerations have so far dictated a composite approach
employing monthly time periods, average meteorological factors, and low
fl-ow in the river defined as that with a 90 % probability of being exceeded
monthly. The model structure is sufficiently flexible, however, to allow for
easy redefinition of time periods and operating conditions.

Use of the Model

The previous sections have dealt primarily with a description of the model
and its development; this section deals with three aspects of model use. First,
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a few comments are made on the operation of the model, its size, and its
computability. Secondly, a brief discussion is provided of the kind of informa­
tion available from the model and its potential uses. Thirdly, some repre­
sentative results are presented.

Model operation, size, and computability

In its present form the model encompasses 12 month-long seasons, three
options for condenser L1 T, four options for the wet bulb approach factor, two
coal types, and three slurry pipeline options. In addition to these specifica­
tions, the model includes the full range of fuel provision and water manage­
ment options selected for this study. At this level of detail, the model contains
approximately 350 rows and 1400 columns.

These dimensions do not constitute an especially large problem, and
continuous (linear programming, LP) solutions posed no particular diffi­
culties on an IBM 370/168 computer employing the SESAME LP system. An
integer algorithm, however, was not readily available within the time con­
straints for the study. Fortunately, because of the limited number of integer
variables, it was possible to heuristically determine optimal solutions-often
by inspection and occasionally, in case of doubt, by limited enumeration. On
the whole, the computing experience with the model has been highly favor­
able.

Information available and potential uses

One of the major advantages of programming models is the wealth of
information which can be derived from well conceived patterns of model
solutions. The present model can be straightforwardly applied to estimate
capital and operating costs, as well as the resource demands and pollution
loads that result from operation of the power plant under a wide variety of
conditions. Standard parametric and ranging techniques can be employed to
test the sensitivity of these estimates to model assumptions and specifications.
Using such techniques to identify the important constraints and cost values
conditioning the model's solution not only contributes to an understanding of
the real-world system but also indicates which aspects of model development
should be most closely double-checked for accuracy and reasonableness.

The potential also exists for expanding the boundaries of the problem to
include a direct interface between the programming mode!" and models of
water and air quality (see Chapter 6). The present study employs such
environmental models in the background as a means of calculating rigid
discharge constraints, but makes no attempt to determine the environmental
impacts of relating or tightening those constraints, or to compare such
impacts with the economic effects on power plant operations. Such an
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approach can be a useful means of evaluating public policy and the costs of
environmental protection.

The primary purposes of this case study and model were to investigate the
patterns of water use in a power plant on the Vistula River and to estimate the
demands for water, both as a process input and as a medium for disposal of
process wastes. IMGW therefore developed a slate of variants for the seasonal
charges for water withdrawals, water losses, heat discharges, and dissolved
solids discharges. Some fraction of the many possible combinations of these
variants can be investigated to determine the induced changes in optimal
plant design and operation. These changes map out derived demand
functions for water in its various capacities; such functions may be
determined jointly or independently. Shifts in these functions brought about
by changes in model constraints or parameters can also be studied, both for
their own sake and as a means of identifying important interdependencies
among various water uses or among water use, fuel use, and air pollution
considerations.

Representative model results

Model analyses performed at IIASA were directed almost exclusively to the
impact of variations in the charges (prices) for water withdrawals and losses,
although some less extensive variations in the penalty for heat discharges and
the price of coal were also investigated. No analysis was made of the impact of
changing the constraints on discharges to the water and air or the penalty on
excess dissolved solids discharge. While key results of these limited analyses
are summarized in this section, it is important to remember that model
solutions contain a great deal more information than is presented here.

The (base) price for water withdrawals was varied in fixed steps over a
range from 0·0 to 5·0 zloty (ZI) per m 3 (1'0 ZI = 100 groszy ~ 0·03 US$, at the
time of the study). The charge for water losses was fixed at 25 times the price
for water withdrawals. Initial penalties for heat and excess dissolved solids
discharges were set at 0·5 ZI/106 kcal and 0'5 ZI/kg, respectively. Alternate
heat discharge penalties of 1·0 and 2·0 ZI/106 kcal were investigated at three
different water prices. The minemouth price of regular grade coal was
specified as 320 ZI/tonne for most of the modeling analyses, but this price was
increased to 1000 Zl/tonne (at three different water prices) to investigate the
interaction between thermal efficiency and water use. All model constraints
were held constant throughout the analyses.

A few generalizations are possible about the model results. First, the
maximum-size slurry pipeline proves to be the preferred mode of coal
transportation in all cases. This consistently preferred option underscores a
need to carefully verify the cost and feasibility assessments reflected in model
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specifications. Ideally, an investigation should be made of the range of costs
over which the slurry (at any size) remains the preferred option.

Secondly, the maximum of the three specified options for condenser L1 T
proves to be the preferred option for plant type in almost all model solutions.
This preference arises both from reduced water flows and from lower capital
costs relative to the other two options. A sharp rise in coal prices, however,
shifts the preference to the middle option, indicating a dominance of the
improvement in thermal efficiency over both in.::reased water flows and
capital costs. More sophisticated sensitivity analysis would be required to
determine the precise switchpoint and to determine the relative importance
of water flow versus capital cost in the choice of condenser L1 T. It also seems
that future analysis would be improved by providing a yet higher option for
L1T and removing the lowest option.

Thirdly, the model solutions show great variation in the patterns of water
use and in the marginal costs of electricity from season to season (i.e., from
month to month). This is, of course, the expected result given the considerable
seasonal variation in operating conditions, constraints, and prices and
penalties. As a weak generalization, the open-tower cooling configuration
seems to be a preferred option for complying with heat discharge constraints.
The costs specified for make-up water treatment (even at three cycles) render
a closed-cycle system the option oflast resort. This sensitivity points to a need
to verify carefully the treatment costs applied in the model.

Rather than presenting more specific results by season, the "flavor" of the
model results can be communicated by using certain annual totals or
weighted averages. Since withdrawal and loss charges and heat discharge
penalties are not applied in certain seasons, the annual results presented must
inevitably dilute somewhat the impact in price-sensitive seasons; impacts are
nonetheless quite visible.

Figure 3.6 illustrates the derived demand relationship for water
withdrawals, given the standard specifications for coal price and heat dis­
charge tax. The axes are defined according to the convention in economics,
even though price is specified and quantity observed. Withdrawal quantity is
the annual total expressed in m3/sec ; this expression allows for a comparison
with river flow over the middle reach of the Vistula. Mean annual flow is
297 m3/sec, and low flows with a 90 % probability of being exceeded range
from as low as 89 m 3/sec in fall and winter, to 249 m3/sec in the spring.

Line segments connecting observation points in the graph are provided as
an aid to visualizing the general shape of the relationship. They do not
represent the response surface of the programming model. This response
surface is actually a step function following the basic pattern indicated in the
graph.

This limitation notwithstanding, the basic price sensitivity of withdrawal
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demand is readily apparent in Figure 3.6. Withdrawals decrease significantly
as price is raised from 0·0 to 0'6 ZI/m 3

, but higher prices produce only modest
reductions on an absolute scale. On a proportional scale, the pattern is
roughly similar, but the change at 0·6 ZI/m 3 is not as abrupt. This can be seen
in Figure 3.7, in which the same results are plotted on a logarithmic scale.

The significance of a logarithmic plot is that the slope of a demand curve
(or, more precisely, the reciprocal of the slope) can be interpreted as a price
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Figure 3.6. Derived demand for water withdrawal.



INDUSTRIAL WATER DEMANDS 95

elasticity of demand. For larger variations in price, the so-called arc elasticity
of demand defines an average elasticity between two price-quantity points
(see Chapter 1). This is the most appropriate quantitative measure for the
presented results, while the logarithmic plot aids in their visual interpretation.
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(Note that because the underlying model response surface is a discontinuous
step function, the elasticity interpretations must be rather loose.)

Over the price range 0,0-0'5 ZI/m 3
, the arc elasticity is merely -0'02,

confirming the visual impression of an inelastic range. Demand becomes
more elastic over the price range 0,05-0,6 ZI/m 3 , for which the arc elasticity is
- 0·56. The apparent changes in elasticity over this range are typical of LP
model response surfaces, but no rigorous interpretations can be made here
because the observation points do not necessarily represent switchpoints in
the model solution. Demand again becomes quite inelastic over the price
range 0,6-1,0 Zl/m 3 (and possibly beyond), but a less inelastic range is
indicated somewhere between 1·0 and 5·0 Zl/m 3.

Figure 3.7 also shows shifts in the derived demand relationship for water
withdrawals brought about by separate increases in the heat discharge
penalty and the coal price. A higher coal price brings about increased water
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Figure 3.8. Water losses versus water withdrawals. Water withdrawal prices are
shown in parentheses.
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withdrawals at each price investigated. This substitution of water for energy
reflects the lower value of condenser ~T chosen at the high coal price.
Although higher water prices were not investigated at the high coal price, the
near convergence of the graphs at a water price of 0·2 ZI/m 3 supports the
logical prior hypothesis that the graphs will approach each other as higher
water prices dictate greater and greater use of closed-cycle cooling. Higher
water prices may also raise the value of condenser ~T chosen under a high
coal price.

These results reflect the logical complementarity between water with­
drawals and heat discharges. With a few minor exceptions, the process
substitutions to decrease (increase) withdrawals simultaneously decrease
(increase) heat discharges-and vice versa. The opposite relationship is for
the most part demonstrated between water withdrawals and water losses
(principally because of the losses in cooling towers). Figure 3.8 shows the
general increase in water losses as the process configuration responds to
higher and higher prices for water withdrawal. (The initial decrease in water
losses results from a shift to a higher wet bulb approach factor in open tower
cooling flows. This shift lowers the temperature differential across the tower
and decreases evaporative loss.) The largest part of the increase in water
losses occurs over the range in which once-through and then open-tower
flows are progressively replaced by closed-cycle configurations. Interestingly,
the relationship is linear over much of the response range investigated, with
incremental increases in water losses amounting to around 1%of incremental
savings in water withdrawals.

The above discussion and graphs have focused exclusively on water use
relationships without any indication of the cost consequences of the changes
in process configuration. Since it is a cost minimization, after all, that
determines patterns of water use (subject to the defined constraints), these
cost consequences are also of interest. In the end they must be borne by
someone, whether or not model prices permit an interpretation of the costs as
proper social costs. As an indication of these cost consequences, Figure 3.9
shows the average and marginal costs of plant operation as water with­
drawals are varied in response to the programmed variation in withdrawal
prices. Both cost figures include the outlays for withdrawal and loss charges
and for penalties on heat and excess dissolved solids discharges. Average costs
are significantly higher than marginal costs because the model structure and
solution essentially treat the costs of plant installation and slurry operation as
fixed-cost components. As the construction of the cooling tower, water intake
station, blowdown demineralizer, and combustion stack are modeled linearly,
the capital costs of each of these units are reflected in the marginal cost for at
least one season; this cost in turn shows up in the (weighted average)
marginal cost of Figure 3.9 as well as in the average cost.
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Figure 3.9 shows that an initial 66 % decrease can be attained in water
withdrawals at a fairly minor increase in electricity cost; average costs
increase by only 7 %while marginal costs increase by 15 %. In absolute terms,
electricity costs per kWh increase by less than 0·16 groszy for each m 3/sec of
reductions in water withdrawals. The final steep increment is considerably
more costly in both absolute and relative terms. The incremental cost per
m 3/sec of withdrawal savings is over 1·1 gr/kWh in this range, and the
proportional cost increases are approximately threefold higher than those
observed over the flatter range. This result is properly reflective of the
economic law of diminishing returns, and identification of this high-cost
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region is essential to any cost-based determination of the socially optimal rate
of water withdrawal.

While many other economic and resource use relationships are contained
in the analyses performed, it is hoped that the results selected for presentation
here sufficiently illustrate the analytical potential of the programming model.
In particular. these results should demonstrate the usefulness of programming
models for extracting information about water demand relationships that
might not be available in the statistical record.

Conclusions

In this section the mathematical programming approach to modeling
industrial water demands has been illustrated at some length. In particular,
the objectives, structure, and development of a mixed-integer programming
model of a hypothetical coal-fired power plant on the middle reach of the
Vistula River in Poland have been addressed. While this application is quite
specific, the basic methodology is inherently general and the modeled opera­
tions and issues are typical of those involved in the construction and opera­
tion of any power plant. Because of the basic homogeneity of power plant
technologies, it is reasonable to expect that both the elaborated model
structures and the qualitative nature of model results are relevant to other
locations and other fuel types.

To be sure, the development of a sufficiently "realistic" mathematical
programming model requires specialized expertise and a great deal of cost
and technological data. These necessary data are, of course, only a subset of
the data required to construct and operate the modeled facility anyway, but
this does not mean that such data are easily collected. In addition, the
development and operation of a model typically requires considerable outlays
in terms of both human and computer time. Finally, the communication of
model workings and results to relevant planners and decision makers may be
the most difficult task of all.

The above obstacles notwithstanding, the advantages of a mathematical
programming model are significant. First, it is future-oriented and permits an
integrated analysis of new or hypothetical situations and technologies about
which there may be no information in the statistical record. Secondly, its
construction is step-by-step and verifiable. The focus is on systematically
characterizing specific processes and constraints, a task which is far more
easily and reliably contemplated than deriving (second-guessing) the
"optimal" decisions directly. The "optimal" decisions are obtained as a result
of model solution in accordance with user-specified objectives, constraints,
and resource prices. Such solutions properly consider the significant interrela-
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tionships between the various dimensions of water demand and between
water use and other aspects of plant operation.

Finally, in the context of planning and social decision making, the fact that
a mathematical programming model (even of many sectors) cannot
adequately address all of the objectives of social policy is no argument against
its use in the decision process. A stand-alone power plant model may not be
able to determine whether a plant should be built at all (or what size or
where), but it does reveal the minimum cost design and operation of a fixed­
size plant in a particular location and the associated implications for capital
investment, water and other resource use, and waste discharges. A plant
model cannot by itself determine socially optimal effluent discharge con­
straints or penalties, but it can internalize such social perspectives in its
structure and estimate the "hard" economic costs of their imposition. In short,
to the extent that social decisions are not made in an informational vacuum,
mathematical programming models of industrial operations (and water
demands in particular) have a valuable role to play in providing quantitative
input to social decision processes.



4 Agricultural Water Demands*

Introduction

In most countries agriculture consumes more water than all other sectors
of economy combined. The US National Water Commission (1973) reported
that 77 % of global water withdrawals and 87 % of global consumptive use
occurred in agriculture, and these can be expected to rise in the future. The
UN Food and Agriculture Organization (FAO 1977b) has estimated that a
US$100 billion investment program in irrigation will be required to provide
adequate food supplies for the world's population by 1990. However, not all
this investment is intended for development of new irrigation areas; $23
billion would be allocated to improving existing irrigation schemes and $14
billion to the provision of drainage.

Where water is plentiful irrigation efficiency is often low. Overwatering
commonly leads to waterlogging and the need for drainage systems. Although
effective irrigation methods are well known, they require large capital invest­
ments, and it is not always clear whether these investments are justified.

Water quality is becoming an increasingly important factor in determining
the levels of agricultural water use. Salinity is well recognized as an issue, and
many irrigation areas have been abandoned through excessive soil saliniza­
tion. Sediment, fertilizers, and pesticides in irrigation runoff are also of
concern. Although livestock water demands are small compared with those
for crops, the resulting wastewater can be highly polluted, especially from
feedlots and piggeries.

The nature of agricultural water uses varies widely with location. In
Finland about 30 mm is applied to grain crops once a year by sprinkling,
while in the Far East rice is usually flooded to a depth of 50mm throughout
most of the growing season. In Czechoslovakia's semi-humid climate irri­
gation supplements rainfall in the growing period in dry years, while in the
arid climate of Arizona (USA) many crops could not be grown without
irrigation. The basic management unit may control less than one hectare in
some countries, and as much as thousands of hectares in others.

*This chapter was written by I. V. Gouevsky and D. R. Maidment.
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Crop production
and processing

Livestock production
and processing

Figure 4.1. Basic agricultural subsystems.

As with many other sectors of the economy, the agricultural sector consists
of several complex, interacting subsystems. In a very aggregated way agri­
culture can be schematically represented as shown in Figure 4.1. The two
basic subsystems, crop production and processing. and livestock production
and processing, are the major water users. Their water demands depend not
only on the production processes but also on the various interactions with the
marketing and environmental systems.

In the conventional approach to estimating agricultural water demands
these interactions are often ignored. Instead, for the case of crop production,
the area to be developed for irrigation is specified and multiplied by a
coefficient reflecting the volume of the water required per unit area, thus
giving an estimate of the water requirements. Such coefficients may be found
from past experience, as, for example, in the Canterbury region of New
Zealand where a coefficient of 0'71/sec/ha is used on the basis of 40 years of
irrigation practice.

While the water-use coefficient approach has a certain value, it is often
found inadequate in the face of the difficult decisions and controversies that
may be encountered in water resource system planning. Could water
demands be reduced in the future by the introduction of more efficient
technologies? What will be the impact on water demands of changes in
agricultural production, such as changes in cropping patterns or in the types
of animals raised? What effect will rising energy costs have? Should the water
be allocated to this use or to another? Is storage needed to increase water
supply? In order to answer these questions adequately, more sophisticated
approaches are being developed, some of which are described in this chapter.

To provide a basis for the discussion, the methodological framework set up
in Chapter 2 is used. According to Chapter 1, water demands in agriculture
can be estimated on the following levels:

• Unit processes, which refer to a field in crop production and to an animal in
livestock production (water demand per hectare (ha), or per animal).
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• Individual agricultural activities:! this level is characterized by increasingly
complex agricultural systems, with each of the activities including several
unit processes. The individual activity is a basic decision unit, often
managed by one person or a unified administrative body (e.g., farm,
enterprise ).

• Regional agricultural activities,! which involve hierarchical management
within an agricultural complex, or interacting individual farms and enter­
prises; this level of demand analysis can be conceptually extended to a
region, or even to a nation.

Agricultural water demands on each of these levels have five dimensions:
(a) water withdrawn at the intake of a given supply system; (b) the quantity of
water consumed by crops or livestock; (c) the quantity of water discharged;
(d) the quality of water discharged; and (e) the time pattern of each of the
above dimensions.

The focus of the following discussion is first a brief review of unit processes;
then, water demands of individual and regional agricultural activities are
considered, using as an example a linear programming (LP) model dealing
with a simplified agricultural system consisting of one type of crop and one
type of animal. Finally, a case study of the Silistra region in Bulgaria is
described, which deals with the modeling and forecasting of agricultural
water demands in a large agroindustrial complex.

Water Use by Agricultural Unit Processes

The correct determination of water use by agricultural unit processes plays
an important role in carrying out a successful analysis. To estimate these
water uses, the methods range from assuming simple water-use coefficients
(amount of water per hectare or per animal) to more sophisticated analyses
based on climatologicaL soiL and crop growth data.

Water use in crop production

Water can be considered as one of the inputs to crop production. along
with soil, seeds, fertilizers, pesticides, labor, machinery, and solar radiation.
Any discussion of demand for these inputs must be based on some knowledge
of input-output relationships, although unfortunately this is usually incom­
plete, especially for crop production involving several inputs. Consequently,
the extent to which water application-crop yield relationships can be

! The word "agricultural" is usually omitted in the rest of this chapter.
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Figure 4.2. Hypothetical relationship between water application and crop yield (from
Hexem and Heady 1978).

estimated depends on the overall knowledge of crop production processes
and data availability.

Crop yield is, under given conditions, a function of the amount of water
applied during the growing season, as shown in Figure 4.2. In this simplified
example, taken from Hexem and Heady (1978), assume that the input-output
relationship is known with certainty so that OX. of water applied is expected
to produce 0 Y. output. An agricultural producer planning to operate along
OA in Figure 4.2 must, however, be aware that this curve corresponds to the
fixed use levels for an unspecified number of other inputs that jointly generate
a crop yield. Improvements on inputs other than water may permit the
agricultural producer to move to the OB curve where each water input level
results in crop yields above those realizable with 0 A. Alternatively, 0 Y1 , '[or
example, can be generated with 0 X L thereby freeing X I-X: units of water
for other uses.

Although it would be desirable to have such functions as those shown in
Figure 4.2 for all crops considered in a given water demand study, they are
rarely available for all crops under the conditions of the region where the
demands are to be estimated. Under such circumstances, empirical methods
must often be used to compute the amount of water needed at each stage of
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crop growth to sustain maximum production (given a chosen set of other
inputs). This in itself is a complex task, but is well described in a number of
textbooks and related papers on irrigation (e.g., Israelson and Hansen 1962,
Hagan et al. 1967, FAa/UNESCO 1973, Doorenbos and Pruitt 1977,
Doorenbos and Kassam 1979, Dastane 1974, Bos and Nugteren 1974,
Palacios and Day 1977, Varon et al. 1972, Maas and Hoffman 1977, Ayers
and Westcot 1976).

Water use in livestock production

The next important subsystem in the agricultural sector is livestock pro­
duction and processing. Although livestock processing uses considerable
amounts of water, it is not discussed in this chapter as it is considered an
industrial activity.

The unit process water use in livestock production refers to the amount of
water needed to sustain a given animal provided all other inputs are kept
constant. Such water use can be divided into two categories: drinking water
consumption and other water needs.

Drinking water use varies with the type, age, and environment of the
animal. Animals obtain water from three sources: water that is directly
consumed; water contained in the feed; and water made available through
metabolic processes. The amounts of water needed depend on various factors
such as animal species, size, age, sex, amount and content of feed, accessibility
of water, and air temperature. Air temperature has a substantial impact on
livestock drinking water consumption.

Other livestock water needs are mostly concerned with on-farm production
processing and effluent disposal. These include: daily sanitation (utensil
cleaning, parlor washdown); waste disposal (manure disposal, animal wash
and dips, disinfectant sprays, cleaning and sanitizing equipment); cooling
(milk, air temperature for hogs and poultry); and water losses.

The disposal of animal wastewater has become an issue of increasing
importance in recent years. More intensive livestock production has led to
concentration of large numbers of animals in barns and feed lots, with
resulting problems of solid and liquid waste disposal (e.g., see Loehr 1977).

Modeling Water Demands of Individual and Regional
Agricultural Activities

To account for the great diversity of problems in determining agricultural
water demands by individual and regional activities, a number of different
types of models have been developed. Models used in agricultural water
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demand analysis vary in complexity and methodology, ranging from statis­
tical analysis of past trends-followed by adapting concepts for changing of
the demands in the future-to more complex ones based on simulation or
mathematical programming techniq ues. (Although there have been a consider­
able number of simulation models formulated for studying individual soil­
crop unit processes, very few of these models have been spatially integrated
to represent water use by individual or regional agricultural activities.)

Statistical methods are universally employed when analyzing measured
historical data. However, statistical methods have not been widely used for
modeling water demand relationships in agriculture. For example, Bain et al.
(1966) used regression to relate water withdrawals for irrigation (W) to prices
charged (p) in various irrigation districts of northern California (1958 cross­
sectional data). They found that

19 W = 1'74-0'64lgp, (4.1 )

which gives a price elasticity of demand of -0,64. This equation accounts for
48/0 of the variance in the data. To use regression models for prediction
purposes with confidence, the model should account for at least 70-80 ~.~ of
the variation in the data. Clearly, in this case, factors other than price cause
significant variations in water withdrawals. Farm-level LP models applied in
a part of the same area gave demand curves with a price elasticity of - 0·19.
The discrepancy between these two estimates of price elasticity draws atten­
tion to a major problem in water demand analysis. That is, prices actually
charged for water withdrawn are usually very low so that the observed price
range never includes the equilibrium, market clearing price.

Mathematical programming models: A linear programming example

Mathematical programming is a planning tool that can aggregate the
various agricultural subsystems into a single system by specifying a certain
objective function and a number of constraints. The objective function in the
mathematical programming reflects the decision maker's view of the goal of
the system, which could be, for example, to minimize the total cost of
production or to maximize the net benefits of the system. The constraints in
mathematical programming take care of production requirements, avail­
ability of various resources, and interrelations within and between the sub­
systems. If both the objective function and constraints are linear, mathe­
matical programming is called linear programming (LP), the main idea and
mathematical format of which were described in Chapter 2.

The first step in an analysis of water demands of an individual or regional
activity, using the mathematical programming approach, is to identify the
system that will be of primary concern in the subsequent study. As was
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pointed out earlier, the agricultural sector has a complicated structure with a
number of interacting subsystems. The resulting interdependencies require
more modeling effort, but provide opportunities to substitute one input
resource or output product for another.

The basic notion in LP is a unit process. In the crop production system one
may identify such unit processes as, for example, wheat planting on an
irrigated area with no fertilizer application or wheat planting on an irrigated
area with fertilizer, and so on. In general, if one process differs from another in
the type, proportions, or timing of the inputs they use, they are treated as
separate processes in the LP framework.

To set up an LP model of the type discussed in Chapter 2, one has to
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identify unit processes of the given agricultural activity and estimate technical
coefficients describing inputs to and outputs from these activities. Unfortun­
ately, this is a rather involved and time-consuming task. To assist the reader

Table 4.1. LP tableau of one type crop, one type animal agricultural system.

rr. Nonirr. Total lrr. ITT.
~heat wheat Required fertilizer Ikg) iff. water water
~rea area water saline good Wheat Straw
(ha) (ha) N P K (m') 1m') (m') itl It)

, x, X, X4 X, X, x, x, x, x"

XObjectivefunction z -112·78 -602 -0·31 -0·28 -0·19 -0·007 - 0·0542 -0·062 -1-67 -I
j (unit of actIvity)

I Seeds Itl 0·12 010

2 Labor tractors 2·276 2.10
(man~hrl

3 Labor harvesters 0·455 0·364
(man~hr)

4 Machinery, tractors 0·032 0·03
(No)

5 Machinery, har- 0·011 0009
vesters (No.)

6 Fuel II) 72-75 69-67

7 Fertilizer N (kg) 79·2 69 -I

8 Fertilizer P (kg) 68 60 -I

9 Fertilizer K (kg) 17·6 t4·4 -I

10 Pesticides (kg) 2·5 2·5

11 In. water (m 3 ) 1200 -I

12 Water balance (m 3
) I -I -I

13 Saline iTT. water (m J ) -0·3 I

14 Wheat yield It) 4·8 J-2 -I

15 Straw yield (t) 45 45 -I

16 Land balance (ha) I I

17 Wheat balance It} I

18 Flour prod (t)

19 Bran prod. (t)

20 Cattte DN (t I 0·03

21 Protein from cows (t) 0·0001

22 Cattle water ceq. (I)

23 Milk II)

24 Beer (kg)

25 Cheese (kg)

26 Cattle manure N (kg

27 Cattle manure P (kg)

lIS Cattle manure K (kg

29 Wastewater (m J
)

30 Flour needs min tr 1

31 Flour needs max (tl

32 Min number of cows
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in this respect, a step-by-step procedure for modeling a simple agricultural
(one type crop, one type animal) system is presented below. As illustrated in
Figure 4.3, this system encompasses the entire process of producing wheat, its

Imp_ Exp_ Pop_ Feed Manure (kg) Wasle-
wheat grain grain Flour Bran grain Cows Milk Meat Cheese water
(t) it) it) (t) ttl it) iNo_) (I) (kg) (kg) N P K (m 3 ) RHS

X" Xu X" X J4 Xl' X" X" x" X" X,o X" X" ;'(23 X 24 b,

-240 140 200 ~ 37-5 3 4 -0-09
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processing and product marketing. including alternative uses of some pro­
ducts for feeding livestock (cattle) and livestock processing. Although the
process is somewhat artificial (a cow could not eat just wheat and produce all
specified products). it has all the subsystems discussed in the beginning of this
chapter.

The first and most important step in modeling is to define the objectives
that the decision makers want to achieve. In this particular example the
objective function is to maximize net benefits from agricultural production. In
other words. the difference between the gross benefits and the costs of
production in the system is to be maximized.

The next important step is to identify the decision variables. These can
include each of the inputs to or outputs from the six agricultural subsystems
shown in Figure 4.3. If one input or output differs from another by type.
proportion. or time. the two should be treated as separate decision variables.
The LP format also allows for the modeling of some nonlinear relationships
by piecewise linearization in which each of the linear segments is represented
by a separate decision variable.

In the model discussed here there are 24 decision variables denoted by
X 1.X 2•...• X 24 (Table 4.1). The constraints in LP quantify the various
physical, economic, and environmental relationships and restrictions in the
system being modeled.

In mathematical terms the problem of modeling the system and its
associated water demands can be expressed as follows. Find that set of values
of the decision variables x I. x 2" ..• X 24 that maximizes the objective function 2

z max

I II )

(
'_ , I CiXi- ~ C,X,-C17XI7-C24X24
, - I _. 14. 19.20 , - 1

'-v-' v '

benefits costs .

subject to the following set of constraints:

(4.2)

(I) The amounts of input resources required cannot exceed the amounts
available:

a1 jX 1 +a2jX 2 ,,::; bj : j = 1, ... ,6, (4.3)

where XI and X 2 are irrigated and nonirrigated areas, respectively, planted
with wheat: a Ij and a2j are the respective rates (unit of resource/ha) of a given

2 Note that: (a) in Table 4.1. cost coefficients associated with the variables XI." .• X II •

X 17' and X 24 already have negative signs: (h) wheat grain to be used domestically. x 13'

and milk. X 18 ' do not have benefits associated with them because these products are
transformed into flour, X 14 ' and cheese, x 20 , respectively; the same applies to bran.
X 15. and feed grain. x 16' because they are fed directly to cattle.
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resource shown in row j of the LP tableau; and bj is the amount of input
resource j available shown in row j of the right-hand side of Table 4.1. The j
resources are: seeds, labor for tractor operation, labor for harvesting, tractor
numbers, harvester numbers, and fuel.

(2) The amount of nitrogen (N), phosphorus (P), and potassium (K)
fertilizers used must be provided either from manure or by purchase:

al. 7 x l +a2.7x2 -X 3 -X21 = 0

al.Sx l +a2.Sx2 -X4 -X22 = 0

al,9xl +a2,9x2 -X s -X23 = 0,

(4.4)

where X 3 , X 4 , and X s are the amounts of N, P, and K fertilizers to be
purchased; and x 21 , x 22 , and X 23 are the equivalent amounts of fertilizers
produced by cattle manure and spread onto the land.

(3) The amount of pesticides used cannot exceed the amount available:

al.IOx l +a2 . IO x 2 ~ blo ' (4.5)

(4) The amount and type of irrigation water applied must satisfy three
requirements:

al,llxl-X6 = 0

X 6 -X 7 -XS =0

-a6,13x6+X7 ~ o.

(4.6)

The first of these constraints indicates that the total amount of irrigation
water, X 6 , must equal the product of the irrigated area, XI' and the amount of
water demanded by 1 ha of land, aUI' The second equation requires that
total irrigation water applied, X 6 , be equal to the sum of saline water, X 7 , and
water with more appropriate quality characteristics, X s ' Finally, the last
inequality specifies an upper limit on the amount of saline water in the total
amount of irrigation water. (It is assumed that if the ratio between X 7 and X 6 is
kept at the level a6 •13 , water salinity will not have a negative impact on wheat
production.)

(5) Wheat and straw must be produced on the area available:

al.14xl +a2,14x2-x9 = 0

al.ISXI +a2.ISx2-xlO = 0,
(4.7)

where ai, j are rates of wheat and straw yield per ha; and X 9 and x 10 are
amounts of wheat and straw produced, respectively.

(6) The acreage used cannot exceed the available area of arable land:

XI +x 2 ~ b16 · (4.8)
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The variables x I" .. , X 10 and the constraints (4.3), ... , (4.8) describe the crop
production subsystem and part of the environmental subsystem shown in
Figure 4.3. The next three constraints and six variables are associated with the
crop processing system and marketing of crop products.

(7) The grain exported, used domestically, and fed to cattle, must be
provided either by production or import:

X9+XII-XI2-XI3-XI6 = O. (4.9)

(8) Flour production, X 14 ' is limited by the amount of wheat used
domestically:

QI3.18X13-XI4 = O.

(9) Similarly, for bran production, x IS:

QI3.19X13-XIS = O.

(4.10)

(4.11 )

It can be seen from Table 4.1 that Q13.18 +Q13.19 = 0·96, i.e., 4 %of the wheat
by weight is lost during milling into flour and bran. The last eight variables
(x 17 ,oo"X24) and constraints (4.12), (4.13) and (4.14) describe the livestock
production and processing systems, as well as the rest of environment and
marketing.

(10) The total digestible nutrients and protein required by cattle, x 17, must
be provided by straw, X IO , bran, XIS' or feed grain, X 16: .

QIO.jXIO+QI5,jXIS+QI6,jXI6-QI7,jXI7 ~ 0, j = 20,21. (4.12)

(11) The drinking water required for cattle must not exceed the amount of
water available for this purpose:

QI7.22 X 17 :O:::: b22 · (4.13 )

(12) The amounts of various outputs from cattle are determined by the
number of cattle raised, x 17:

milk: QI7,23X17-XI8 = 0

meat: QI7,24XI7-XI9 = 0

cheese: Q18.2S X 18 -x20 = 0

manure (Ncontent): Q17,26X17-X21 = 0 (4.14 )

manure (P content): Q17,27X17 -X 22 = 0

manure (Kcontent): QI7.28X17-X23 = 0

wastewater: Q17,29X17-X24 = O.
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(13) The last three constraints specify the minimum and maximum flour
needs and the minimum number of cattle in the system:

X l4 :?> b30 X 14 ,,:; b31 X 17 :?>b32 · (4.15 )

The objective function coefficients c = {c;}, i = 1, ... ,24, the right-hand
side vector b = {bJ, j = 1, ... , 32, and the coefficients aij , i = 1, ... ,24;
j = 1, ... ,32, must be estimated before proceeding to the next step of running
the model. They can be derived from the information already available for the
entire agricultural process. In case of limited local data one can adopt
available data from other agricultural systems with similar characteristics.
Regardless of the way in which the data are obtained, however, they must be
carefully checked for consistency, e.g., ensuring that they are all expressed in
consistent units.

The ways of deriving the coefficients can be illustrated by considering the
coefficients relating to the decision variable x 1 (area of wheat planted on
irrigated land).

The seeding rate coefficient, au = 0·12 t/ha, can be obtained from agri­
cultural manuals taking into account the site-specific conditions of the crop
production system.

To determine au and au, at least two kinds of information are needed:
the types of tractors and harvesters to be used, and the schedule of field
operations. An example of operations required to produce wheat is given in
Table 4.2. (If the type of machines is not known in advance more variables
may be introduced to allow for different machines to be used and, for each of
these variables, coefficients similar to a 1 ,2 and au would be incorporated in
the matrix.)

Having obtained the coefficients a 1 ,2 and a 1.3 for a given type of equipment,
one can proceed to determine a1.6 (fuel rate per ha) using the second row of
Table 4.2:

a l . 6 = 19·80 + 4·62 + 3'70+ 2·80+ 1-40 + 13·57 + 10·06 + lw' au 4 = 72·75 ljha,

where lw is the amount offuel required to dry one ton of wheat, lw = 3'5; and
au 4 is the crop yield (t/ha), a l . 14 = 4.8 t/ha; lw . a1.14 = 16.8.

To obtain the coefficients a 1,4 and al,5 (numbers of tractors and harvesters,
respectively) the critical time offield operation as well as the type of machines
must be determined. (The critical time is when all tractors or harvesters are
pressed into operation.)

The coefficients au, au, and a l ,9 can be set up in the model in two ways:
either as active ingredients N, P, and K (the amount of nutrients removed by
the crop), or in amounts of fertilizers. In Table 4.3, the first method is
employed in order to account in the same way for the active ingredients N, P,
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and K in cattle manure. Hence, U 1 ,7' a1 ,8, and au can be obtained from any
agricultural manual after making them consistent with the type of soil of the
crop production system. This way of computing required fertilizers implies
that the obtained results for the variables x 3 , x 4 , and x 5 have to be modified
to obtain fertilizer requirements by taking into account the application losses
and the proportion of active nutrient in each of the fertilizers. The same
procedure can be followed to determine the rate of pesticide use (a uo ), which
depends primarily on the types of weeds and insects that have negative
impacts on the crop.

The last three coefficients al,11 (crop unit water demand), a 1 ,14 (wheat
yield), and ai, 15 (straw yield), may sometimes have to be derived from special
auxiliary models. This is true in particular for the crop unit water demand,
which depends on a number of stochastic variables (rainfall, temperature,
solar radiation, wind speed, quality of water, etc.). A method for deriving
these demands is discussed below in the description of the Silistra case study.

The only coefficient pertaining to x 1 that still has to be determined is c1 (the
coefficient in the objective function associated with the variable Xl); c1

represents the costs involved in crop production using x l' The first step to be
taken in determining c1 is to decide which costs one has to consider. If some of
the input resources, or the production outputs, are identified as separate
variables, the unit costs associated with them can be assigned to those
variables' cost coefficients. This then enables the impact of those unit costs on
the model solution to be investigated.

The cost associated with each variable can be subdivided into two
categories: fixed costs, including capital investment depreciated over time;
the variable costs that include resources (not concerned with capital invest­
ments); and the cost of various activities such as equipment maintenance,
labor, etc.

Table 4.3 summarizes the procedure for obtaining ('1 = 112·78 $/ha
attached to activity. It should be pointed out that Table 4.3 gives only an idea
for the procedure of calculation of the objective function coefficients. In real
world studies there may be a number of other costs associated with running a
given activity such as, for example, the depreciated cost of land. A compara­
tively complete description of all coefficients in the LP tableau is given in
Nicol and Heady (1974) for a national water demand model.

After all the coefficients have been identified, they are arranged in a matrix
form (Table 4.1). The matrix provides the basic information for introducing
the data into the computer and carrying out the actual computations.
Standard LP packages are generally available for that purpose. The most
advanced packages utilize matrix generators, which considerably reduce the
amount of time required to arrange an LP tableau and to ensure that the
coefficients ai.; are put in the right place.
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Table 4.3. Derivation of the coefficient c I in the objective function.

Cost assigned to Cost assigned to
Variable cost variable X, other variables

1. Seed:
seed rate (t/ha) x cost of seed ($/t) 0·12 x 185 = 22-20

2. Labor:
tractor man hr/ha x cost oflabor
($/hr) + harvester man hrIha 2-276 x 2·50+
x cost of labor 0-455 x 3·00 = 7·05

3. Fuel
fuel rate (I/ha x cost of fuel ($/1)) 72-75 x 0·35 = 25·46

4. Fertilizers:
(al cost offertilizers ($/kg active

ingredient)
N 0·31 (assigned to x 3 )

p 0·28 (assigned to x 4 )

K 0·19 (assigned to x s)
(bj spreading on the field ($/ha) 3·00

5. Chemicals:
chemicals rate (kg/ha) x [cost
($/kg)+ cost ofspreading ($/kg)] 2·5 x 0·24+0·08 = 0·62

6. Machine operation cost (repairs)
($/ha) 2·50

7. Irrigation:
(aj Maintenance and repair parts

cost per sprinkler ($) 120
= 12·00

area covered by sprinkler (ha) 10

(b) Maintenance vehicles (labor,
repairs)

hours per sprinkler (hr)

area covered by sprinkler (ha) 18
-x 2= 3·60

x cost oflabor ($/hr j 10

(ej pumping cost
volume ofwater (m 3/ha)
x cost ofpumping ($/m 3

) 1200 x 0·02 = 24·00

8. Transportation to drying ($/t) 0·50 (assigned to x 9 )

9. Transportation of straw to I ·00 (assigned to X I 0)

storage ($/t)

10. Grain drying operation cost($/t) 1·17 (assigned to x 9 )

Total variable cost assigned to X I 100·43
Fixed costs (capital investment
depreciated over time) 12-35
Total fixed and variable cost assigned
to XI (value ofcd 112-78
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Figure 4.4. Demand function for the total irrigation water withdrawals. The individual
segments of the demand function are:
5 \ the highest marginal value of irrigation water; wheat is imported to sustain

livestock production;
52 the amount of imported wheat decreases; wheat begins to be irrigated;
53 imported wheat completely drops out of the solution;
54 water is no longer a constraining factor on the system.

Among the information that can be derived from this simple one type crop,
one type animal model is the demand function for total irrigation water
withdrawals shown in Figure 4.4 (total water demand as a function of the
marginal (dual) value of irrigation water). In a similar fashion, the demand
function for wastewater discharges could be derived by plotting the dual
value of constraint 29 against the optimal value of variable X 24 when it is
constrained.

Table 4.4 represents a sample of some of the results obtained for the one
type crop, one type animal system when the total amount of irrigation water
is varied. The results serve to illustrate the method and also indicate a certain
pattern of behavior of this system when irrigation water is scarce. For
example, one can see structural changes in the crop production system
(amount of irrigated and nonirrigated area versus irrigation), as well as in
the crop processing systems (wheat is imported when levels of irrigation water
are low). The reason for having idle land for values of irrigation water equal
to 20 000, 40 000, and 115460 m3 is that fuel is a constraining factor (see the
marginal values of fuel in Table 4.4).

Overview of the models

Over the past 20 years there has been considerable interest in developing
models of agricultural activities that, among other things, are able to answer
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questions concerning economic demand for water. Because of their great
complexity and the planner's need to find "the best" solution in a set of
feasible solutions, LP models have been employed from the very beginning.
The models can be grouped into three categories: national, regional, and
farm-level models. One of the first families of national models was developed
at the Center for Agricultural and Rural Development (CARD) at Iowa State
University in the US beginning in 1954 (Heady and Agrawal 1972, Heady and
Srivastava 1975, Nicol and Heady 1974). These models simultaneously con­
sider (a) exogenous variables affecting food requirements; (b) government
programs to control supply and increase food exports; (c) technological
advances; and (d) the pricing of water through public investment in irrigation
development. The models minimize total crop and livestock production costs
over a 25-year time horizon. Duloy and Norton (1973) employed a similar
concept in developing a model for the agricultural sector in Mexico. This
model maximized the sum of the producer and consumer surpluses in
national crop production. A similar model was also developed by the UN
Food and Agriculture Organization (FAO 1977a) in order to identify policy
options for an optimal crop mix pattern in long-term planning in Iraq.

Regional models receive the greatest attention in the literature. For
example, Gisser (1970), Mohammadi-Soltani (1972), Voropaev (1973), Dean
et al. (1973), Prajinskaya (1975), and Prajinskaya et al. (1976) have
developed regional agricultural models with heavy emphasis on crop pro­
duction. Livestock production is considered as an exogenous variable. All of
these models maximize the net benefit difference between gross costs and
production costs in the respective regions.

From the studies reviewed, the following conclusions can be made:

• The methodology is available for LP modeling of agricultural production
when it is considered as being static with deterministic inputs. Models can
be constructed for both individual and regional activities. Aggregation
from one level to the next is also possible (Miller 1966). Water demand
functions can be derived from these models. If the dynamics of agricultural
production and its inherent uncertainties are to be taken into account,
application of LP is difficult because of computational and analytical
limitations, including all the difficulties pertaining to data collection, data
checking, model verification, and understanding the huge amounts of
computational results.

• Many models are described in the professional literature that have still not
found real-world applications. Among many reasons responsible for this
situation, it seems that the difficulty in transforming actual objectives into
an objective function is one of the major ones. Most of the models reviewed
have as an objective function either cost minimization or maximization of
net benefits. Sometimes other objectives such as maximization of foreign
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exchange earnings, or environmental enhancement, may have a greater
impact on agricultural production decisions.

Although LP is the most widely used technique for modeling agricultural
water demands by individual and regional activities, a number of other
mathematical programming and simulation methods have also been applied.
To mention just a few, the studies of Asopa et al. (1973), Palmer-Jones (1977),
Dudley et al. (1971a,b, 1972), Windsor and Chow (1971), and Ahmed and
van Bavel (1976) are representative in this respect. In various ways these
methods take into account some of the nonlinear, dynamic, and stochastic
aspects of irrigation systems, which are difficult to deal with in linear
programming. The models are primarily concerned with scheduling the depth
and timing of irrigation in response to changing weather conditions.

The crop production functions used in these models (crop yield as a
function of the amount of irrigation water applied) are either estimated by
statistical regression employing historical data, or simulated, using some
hypothesis about the relationship between soil moisture and crop growth.
The optimal timing and depth of irrigation are then estimated by dynamic
programming or simulation. While dynamic programming gives a more
accurate solution than simulation, it is very difficult to apply this method to
more than one crop and soil type at a time because of the well known "curse
of dimensionality". Simulation is less limited and can also be extended to
higher-level analysis (determination of crop areas, and total area irrigated) as
Dudley et al. (1971b, 1972) have demonstrated.

Agricultural Water Demand in the Silistra Region 3

Introduction

During 1977 a case study in the Silistra region of Bulgaria was carried out
at nASA in collaboration with the Bulgarian Ministry of Agriculture and
Food Industry. The goals of the case study were:

• to provide planners and decision makers in the Silistra region with detailed
information about water demands and their impact on agricultural pro­
duction in the region; and

• to improve the systems analysis methodology for deriving and forecasting
agricultural water demands by studying a real-world problem.

3 The authors wish to express their appreciation for the help of Mr W. Sikorski
(IIASA), and of Drs V. Genkov and S. Stoykov (Ministry of Agriculture and Food
Industry, Sofia) in carrying out the case study and implementing the model in
Bulgaria.
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Figure 4.5. The Silistra region of Bulgaria. Numbers refer to the main irrigation areas.

The Silistra region has a population of 175 000, covers an area of about
2700 km 2

, and is situated in the northeastern part of Bulgaria (Figure 4.5). All
agricultural activities in the region are organized into a large agroindustrial
complex called Drustar. In the terminology adopted in this chapter, an
agroindustrial complex is an example of a regional agricultural system that
consists of the following basic subsystems: crop production and processing,
livestock production and processing, marketing, and the environment. One
administrative body is responsible for overall planning, development, and
management of the complex.

Within the complex, crops are grown and harvested, stored, and fed to
livestock housed in concentrated feedlot areas. The Silistra regional planners
consider self-sufficiency an important goal and as far as possible, they wish to
supply all the region's needs from its own resources and export the surpluses.
Because management is integrated, it is reasonable to model the agricultural
production system of the Silistra region as one unit. This is in contrast to
modeling it as an assembly of separate units, as would be appropriate for
regions with a different management structure and different goals.

Since rapid development is occurring at present, it is essential to choose the
best way of directing future agricultural activities and investments. In the list
of problems to be investigated in this respect, water resources appear to playa
key role, for two important reasons:

• Water resources within the region are limited to the bordering River
Danube. There are no other rivers in the region. Groundwater is available
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only in small quantities or at depths exceeding 400 m, which makes it an
unimportant resource as far as crop irrigation is concerned.

• Vast irrigation development is to take place in the coming years to meet the
feed requirements of meat- and milk-producing livestock-hence, to ensure
stable agricultural production, a large reliable water supply has to be made
available within the region.

Climatic conditions in the region are favorable for crop and livestock
production, supported by irrigation. The average monthly rainfall in the
irrigation season (May-September) is 46 mm, but extremes ranging from 0 to
137 mm have been recorded. The average monthly evapotranspiration for the
same period is 171 mm, so that irrigation is necessary to ensure a positive soil
moisture balance over the growing season.

To overcome the difficulties associated with scarce water resources within
the region and a negative soil moisture balance, intensive investigations have
been carried out over the past few years. As a result, a number of alternatives
for augmenting the available water supply have been proposed, including the
construction of several reservoirs in various parts of the region; others
combine use of pumping stations and reservoirs, the construction of long­
distance canals, and so on. The common characteristic of all alternatives is
that, first, they rely on the Danube and, secondly, all of the alternatives are
rather costly. Obviously, one way of decreasing supply cost would be to
reduce agricultural water demands for irrigation, while keeping the produc­
tion targets at the desired level. However, any reduction of agricultural water
demands involves additional costs. The question is: are these costs greater
than the supply cost, and at what point is the water resource system in
equilibrium, i.e., at what point is the incremental cost of additional supply
equal to the incremental benefit that it produces?

During the course of the study, this and other relevant questions have been
thoroughly examined with the aid of two LP models, SWIM 1 and SWIM 2
(Silistra water for irrigation model). The first version, SWIM 1 (Gouevsky
and Maidment 1977) takes into account only crop production, processing,
and marketing. It is a moderately sized LP model, comprising 56 constraints
and 68 decision variables. In SWIM 2, livestock production and processing,
and some environmental issues were added, thus increasing the model size to
152 constraints and 218 variables (Gouevsky et al. 1980). The following
discussion summarizes the basic modeling approach and the results obtained
in order to illustrate the application of LP methodology to the study of
agricultural water demands.

Description of the model

The main objective of the model is to make a thorough analysis of factors
that influence agricultural water demands and associated production in the
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Silistra region, taking into account the major goal, which is to maximize the
total net benefit from crop and livestock production with the limited regional
resources. The model is intended to provide information for:

• estimating irrigation and livestock water demands and their distribution in
space and time within a given year;

• forecasting the growth in these demands in response to different growth
scenarios for the numbers of livestock in the region;

• determining what proportion of the arable land within the complex should
be developed for irrigation; and

• evaluating the impact on water demands of various factors, including
weather variability, and the availability of other input resources (e.g.,
fertilizers ).

The Agricultural Production System

There are about 1500 km2 (150000 ha) of arable land in the Silistra region
on which crops are grown to feed the livestock in the region and to meet the
needs of the local population; 11 400 ha are irrigated, all with sprinklers. In
the model, the region is divided into three main irrigation areas (see Figure
4.5), all of which will utilize Danube water.

For modeling purposes, agricultural production systems may be broken
down into a number of subsystems, as shown in Figure 4.6. Input resources
such as land, water, and fertilizers go into producing crops whose output is
processed for marketing or feeding to livestock. Crop production, supple­
mented by purchases from the market, is fed to livestock whose products are
processed and sold. Livestock production may have substantial environ­
mental impacts, such as those due to feedlot effluents, and these impacts may,
in turn, affect crop production.

Figure 4.6 indicates all processes that are involved in crop production and
the uses of the crops. The input resources are land, water, seeds, fertilizers and
chemicals, labor, machinery, fuel, and capital investments. Decision makers
for the Silistra region consider that land is the only fixed input resource. All
others are variables.

Let us use wheat as an example. The input resources enter the crop
production subsystem, which has various alternatives for producing wheat. It
may be grown in any of the three subregions; it mayor may not be irrigated; if
it is irrigated, the usual amount of fertilizers may be supplied or these
fertilizers may be reduced to 80 %of their usual amounts. Thus, there are nine
alternatives; no irrigation, irrigation with 80 %fertilizers, and irrigation with
100 %fertilizers, each of which can take place in any of the three subregions.
In the next subsystem wheat undergoes processing to obtain grain, straw,
flour, and bran.
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The products are then distributed among different subsystems; grain goes
to reserves and to livestock production, straw and bran go directly to
livestock production, and flour is sent to the market to meet the demands of
the population.

Crop products feed four types of livestock-cattle, pigs, sheep, and
hens-all of which are housed in feedlots. Livestock products are exported
from the region. The by-products of the livestock production subsystem,
animal wastes from feedlots, are spread onto some of the land and partially
substitute for fertilizers. However, these wastes may also have undesirable
environmental impacts.

Water is one of the key parameters to be modeled in the system because it
directly influences crop production, which in turn controls livestock produc­
tion. The reverse also applies. If livestock numbers change, this will change
the demands for crop production, and for irrigation and drinking water.

Modeling Assumptions

The decision makers for the Silistra region are considered to have a number
of objectives in mind in planning the agroindustrial complex:

• Maximum production, to generate a high level of exports from the region
and to meet the needs of the Silistra population for food and other
agricultural products.

• Efficient production, i.e., at a minimum cost per unit of input. This implies
that the flows of materials between the various subsystems in Figure 4.6 are
in harmony with one another and that the least-cost combinations of
inputs are used.

• SustainabLe production. Over the short term, this involves minimizing the
impact of weather variations by providing irrigation and production
reserves. Over the long term, soil fertility must be maintained through
proper cultivation and crop rotation.

These objectives have been substantially incorporated into SWIM 2 either
in its objective function or in its constraints. It may be noted that there could
be other important objectives in the region that are not explicitly included in
the model, such as increasing the efficiency of agricultural labor.

In the process of modeling agricultural production and deriving water
demands, four basic assumptions have been made.

(a) The agricultural system is modeled for one year. Depending on the
coefficients included in SWIM 2, this one year can represent the conditions of
any specified year. SWIM 2 does not contain year-to-year variations in its
model structure, however.

(b) The inputs and outputs of each of the seven subsystems shown in Figure
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Figure 4.7. Relationships between decision variables.

4.6 represent the decision variables in the model. It is further assumed that
there are three types of relationships between decision variables:

• A linear-by-nature relationship; for example, the amount of seeds for
planting a given crop is a linear function of the area to be planted (see
Figure 4.7a).

• A nonlinear relationship; for example, crop yield versus fertilizer appli­
cations. In this case the nonlinear function is linearized and the linear
segments obtained are introduced as separate decision variables in the
model (Figure 4.7b).

• A relationship where the decision maker is indifferent to a certain
interval of variation of the dependent variable, or where the dependent
variable is constant over a specified range of the independent variable
(Figure 4.7c).

(c) All costs, prices, and technical coefficients are known; economies of
scale are not explicitly included. For example, in a given subregion the cost
per hectare of bringing irrigation water to the field does not depend on the
number of hectares irrigated.

(d) No interest rates or investments are included in SWIM 2 because, at
present, interest rates are not considered to be the only or most important
indicator of the socioeconomic value of investment in Bulgaria. For each
piece of equipment purchased or facility developed by means of investment,
the fixed cost is included in SWIM 2 as an annual cost found from a straight­
line depreciation of the investment over the useful working life of the facility.
There are also other assumptions that relate to each of the subsystems
described below.

Description ofthe Subsystems

Input resources: All input resources are introduced into SWIM 2 as rates of
use of resources per hectare of land or per animal. These rates may be taken
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directly from crop and livestock production manuals (e.g., Lidgi et al. 1976)
and adapted to the region's conditions, or they may involve more detailed
computations such as those for irrigation water in this study.

Land: The main soil type of the complex is chernozem (black earth). It is
assumed that the soil structure and productivity are uniform over the region.
SWIM 2 allows for different soil types in the three regions defined in Figure
4.5, but there were no relevant data available concerning different soil types at
the time of modeling. Out of 150000 ha of arable land, about 4500 ha are
reserved for seed production. The seed area is determined internally in the
model solution. To allow for better land utilization, SWIM 2 takes into
account the possibility of having maize silage as a second crop (maize silage
II), after the midsummer harvest of wheat and barley. The model also
computes the amount of irrigated or nonirrigated land planted with orchards
and tobacco, as well as the irrigated area of vegetables. The areas of land
planted with these three crops are fixed exogenous variables.

Water: It was assumed that the Danube is the only source of irrigation
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Figure 4.8. Probability analysis of rainfall.
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water and because of the rolling hills and potential for erosion, sprinkler
irrigation is the only application method considered. The model computes the
total amount of irrigation water as well as its distribution among subregions
and various crops using ten-day intervals during the irrigation season from
May to September. Unit crop demands are calculated by means of a soil
moisture balance model.

This model uses the rainfall and evapotranspiration in each ten-day period
from March to September as input data. Calculating forward in time, 60mm
irrigation water is applied when soil moisture falls to more than 60 mm below
its capacity. Drainage occurs if excess rainfall raises soil moisture beyond
its capacity.

Both normal weather conditions and one-in-four dry year conditions are
analyzed. Using mean monthly data recorded in Silistra for each of the years
1961-70, normal weather conditions are defined for each month by averaging
the ten years of data. The conditions of 1961 are adopted as representing the
one-in-four dry year by means of the probability analysis shown in Figure 4.8.
Evapotranspiration is computed from data on mean monthly temperature,
humidity, windspeed, and cloudiness by the Penman method (Doorenbos
and Pruitt 1977). An example of the soil moisture balance calculations for
maize grain is shown in Figure 4.9.
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Figure 4.9. Soil moisture balance with irrigation.
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A total water-use efficiency of 50 %is estimated on the basis of conveyance
losses (5%), application losses (30%), and leaching requirements (15~~).

SWIM 2 calculates the water use of each crop as the product of its unit crop
water demand and the crop area. Then, to obtain the volume of water
withdrawn from the Danube, SWIM 2 sums all crop water uses and divides
the total by the efficiency. As in most irrigation systems, the price of irrigation
water is subsidized and does not reflect the actual unit cost of supplying
water. For this reason, a sensitivity analysis of water price, which is described
in the analysis of the results, has been performed. SWIM 2 also computes
livestock drinking water demands as the product of the unit water demand
(liters/animal) for each type of animal, and the number of animals. This water
is supplied from wells located near the Danube and is subsequently trans­
ferred to farms. The model does not consider treatment of wastewaters from
the livestock feedlots.

Seeds: All seeds required for lucerne, maize, wheat, barley, soybeans, and
sunflowers are assumed to be grown within the complex on nonirrigated land.
SWIM 2 computes the area of land needed for seed growing per hectare of
field crop production by dividing the seed-planting rate for each crop by its
seed crop yield rate and summing the resulting seed crop areas.

Fertilizers and chemicals: Three nutrients, N, P, and K, must be supplied by
fertilizers. The amount ofeach fertilizer needed per hectare is calculated so as to
replace the nutrients removed by crop production, allowing for the natural
ability of the soil to absorb or release nutrients. SWIM 2 also allows for partial
substitution offertilizers by the nutrients in animal wastes from feedlots.

As far as pesticides are concerned, there are too many individual chemicals
involved to account for each one separately, as is done for fertilizers. Instead,
a lumped cost per hectare is specified for each crop.

Labor, machinery, and fuel: These three inputs are interrelated in the sense
that labor and fuel depend on the number of machines (the complex is
considered to be fully mechanized). One type of sprinkler irrigation system,
called "Blue Arrow" is considered by SWIM 2. "Blue Arrow" has fixed pipes
that are towed from place to place by tractor. The number of "Blue Arrow"
systems that are needed is computed by taking into account the area irrigated
and the complementary relationships owing to the fact that not all crops are
irrigated at the same time. To determine the number of other machines, such
as tractors, that will be needed in the complex, the critical period in the
schedule of field operations is taken into account when all the available
machines are being used.

The fuel needed by the field machinery is computed on the basis of the fuel
used for individual field operations: plowing, cultivation, planting, and
harvesting. For irrigated crops, the fuel use for harvesting is higher than for
nonirrigated crops because of the higher yield. For all machines and
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equipment two kinds of annual costs are considered: the fixed costs of
depreciated capital investment over the machine life and the variable costs of
operation and maintenance.

The labor needed for field operations is calculated on the basis of the
number of hours each machine is in the field. The additional labor required
for administration and support services is not directly computed but is
assigned a cost per hectare of land. Labor costs for irrigation are included in
the total cost of irrigation.

Capital Investments: SWIM 2 accounts explicitly for the capital invest­
ments required for development of the complex. Two types of capital invest­
ments are distinguished in the model: irrigation capital investments and
investments for machinery, feedlots, and perennial crops (orchards). The only
cost of capital investments included in SWIM 2 is their depreciation over the
lifetime of the equipment.4 The lifetime is taken from the existing standards
for Bulgarian conditions.

Crop production and processing. The key problems in modeling crop pro­
duction are determining the crop production alternatives and the crop yields.
Crop yields are among the most sensitive parameters of SWIM 2. The
yields used in SWIM 2 under normal weather conditions are based on
average yields obtained in the Silistra region. Because of lack of data, the
yields are assumed to be the same regardless of the subregion in which the
crops have been planted. However, the structure of SWIM 2 permits the
introduction of different yields in the subregions if this is justified.

At present, some crops are not irrigated, and the expected increase in yield
with irrigation can only be based on experience gained in other regions with
similar conditions. The decrease in yield in response to drought, as well as the
yield change in response to fertilizer application, must be similarly estimated.
The yield of irrigated crops during drought is assumed not to change because
the loss in rainfall is made up by irrigation water.

Crop rotation to keep the natural productivity of the soil is explicitly
introduced in SWIM 2. Since SWIM 2 is a static (one-year) model, crop
rotation is taken into account by constraining the ratio between the areas of
field crops (lucerne, wheat, and barley) and inter-row crops (maize, soybeans,
and sunflowers).

The crops harvested from the field can be processed into a number of
products (see Figure 4.6). All grain crops are assumed to undergo drying
before being further processed or used. No cannery processing is assumed for

4 This treatment of capital costs assumes a zero rate of interest. In cases in which this
assumption is inappropriate, a capital charge covering both depreciation and interest
could be computed by calculating the capital recovery factor corresponding to the
relevant rate of interest and investment life.
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fruits and vegetables. Drying is the only processing activity for tobacco
considered in SWIM 2.

Use of crop products. Crop products can be exported, set aside as reserves
for the region, fed to livestock in the region, or used by the Silistra population.
All estimates of product benefits used in SWIM 2 are based on internal
Bulgarian prices taken from Lidgi et aL. (1976).

In the model, the requirements of the population for cooking oil and fruits
are fixed. Vegetables are grown only for internal consumption in the region
and their total production is constrained by the area planted.

The simplest way to account for the impact of dry weather on crop
production is to build up reserves that can partially make up for crops lost
because of bad weather; only reserves of grain crops are considered. SWIM 2
assumes normal weather conditions, but it also accounts for the additional
amount of grain needed for feeding livestock if the year turns out to be a dry
one. If a certain crop is grown without irrigation, the difference between the
yields obtained in a normal year and in a dry year is multiplied by the crop
area to give the potential amount of the crop that goes to reserves. This
potential amount is further multiplied by a coefficient, which takes into
account that not every year in a given sequence will be dry, to give the actual
amount of reserves set aside. The reserves are assigned a benefit equivalent to
the cost of purchasing an equivalent amount of grain from outside the region.

Since the complex is supposed to be a self-contained crop-livestock enter­
prise, the export of crops is limited only to fruits and tobacco. All excess
feedstuff production is assumed to support the increase in the number of
animals that provide the main export goods. The market for livestock
production is assumed to be perfectly elastic. Crop imports are not allowed in
SWIM 2.

The ultimate goal of the complex is to export livestock products from the
region. Four types of animals are assumed to be raised in the complex: cows
with associated calves and heifers, sheep, pigs, and hens. The animals are kept
in feedlots, on controlled diets made up of five feedstuffs: concentrated forage
from grains, green forage freshly cut from the fields, silage, hay, and roughage
from the harvest residuals of grain crops. Each animal must receive certain
minimum amounts of energy and protein in a balanced diet of the five
feedstuffs. To do this, the weights offeedstuffs are converted into their energy
equivalent in feed units, where one feed unit is the energy contained in 1 kg of
oats. In SWIM 2 each animal receives a certain number of feed units and the
number of feed units supplied by each of the feedstuffs is kept within a
specified range to maintain a balanced diet.

Animal products are calculated on an annual basis taking into account the
population structure of each animal. In certain cases where improvements in
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productivity beyond 1975 levels can be expected as the complex develops,
perspective productivities achievable by 1985 are used. The market prices for
these products are taken from Lidgi et al. (1976).

General Mathematical Representation

The following description formalizes the relationships between the various

Table 4.5. Aggregated matrix structure of the SWIM 2 model.

Decision Irrigated
vectors, Xi and non- Population crop

irrigated products
crop Fodder Grain Grain
areas products products Grain Other reserves

Set of
constraints Xl X 2 X 3 X 4 X s X 6

Objective function C1 C2 C3 h4 hs h6

Land balance All

Irrigation and live- A 1,2

stock drinking water
Irrigation equipment A 13

Fodder production A 14 -I

Grain production A 1 s -I

Grain production A 3 ,6 -A4 ,6 -A6 ,6

balance
Other crop production A 1,7 -A5 ,7

balance
Livestock feedstuff A 2 . B
requirements
Livestock products
Fertilizers A 110

Machinery All!

Capital investments A l12

Constrained irrigation
water
Constrained fertilizers
Constrained capital
investments
Population grain 1
products
Population other I
products

-- ~-

Livestock numbers
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subsystems in the complex into an aggregated LP format. For ease in the
explanation, all decision variables and constraints in the model are aggre­
gated into 15 decision vectors and 18 sets of constraints, as shown in Table
4.5. The objective function DB, which has been adopted for the agricultural
production in the region, maximizes the annual net benefits, i.e., the difference
between the value of marketed livestock and crop products, and their pro­
duction costs.

Export Grain Irriga-
of pro- tion
other ducts Livestock and Irriga-
crop for drinking tion Capital
pro- live- Num- Pro- water equip- Ferti- Machin- invest-
ducts stock bers ducts demands ment lizers ery ments RHS
X 7 X8 Xg x lO x ll X l2 X 13 X I4 X 15

b7 Cg b lo Cll CI2 C13 C14 CI5 -

~l

A9 •2 -I =0

-I =0
=0
=0

-A8 .6 =0

-A7 •7 =0

Au -A9 •8 ;::.0

A99 1 =0
-Ag 10 -I =0

-I =0
Ag 12 A l2 12 A1412 -I =0

1 ~w

1 ~f

1 ~k

;::'g

;::'p

I ;::'n
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DB = maxr ,b4 x 4 +bsxs +b6~6 +b7 x 7 +blOX lo

crop and livestock production
benefits

ClX l

crop
production

cost

C2 X 2 -C3 X 3

crop
processmg

cost

C9 X 9

livestock
production

cost

,CIIX II - C 12 X 12 - C13

v

X I3 - C I4 X 14 -CISX IS]

(4.16)
input resources cost

where Xi is a vector of aggregated activities (see Table 4.5); Ci is a vector of
costs associated with aggregated activity Xi; and bi is a vector of benefits
associated with Xi' The objective function is maximized subject to the follow­
ing set of constraints. Matrices denoted by Ai . j are located in column i and
row j of the LP tableau (Table 4.5).

Land balance. The area planted cannot exceed the available land area, both
irrigated and nonirrigated:

Al,lxl ~ I, (4.17)

where A l • l is a matrix that sums the land used in each subregion; and I is a
vector of available land in the three subregions.

Demands for irrigation water and livestock drinking water, and for irrigation
equipment.

A l.2XI +A9.2X9-lxll = 0, (4.18)

where Au is a matrix of coefficients of crop water use per hectare; A9 ,2

is a matrix of coefficients of livestock water use per animal; and I is the
identity matrix.

A I •3 X l -IX12 = 0, (4.19)

where A1,3 is a matrix of irrigation equipment requirements per hectare.

Fodder and grain production.

AIAx I -lx2 = °
Al.SXl -lx3 = 0,

(4.20)

(4.21 )

where AlA and Au are matrices of yields of fodder and grain crops,
respectively.
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Grain production balance. The grain produced must equal the grain used:

A 3.6 X 3 - A 4 •6 X 4 - A 6 .6 X 6 - A S•6 x S = 0, (4.22)

where A 3,6, A 4 ,6' A6,6' and A S.6 are matrices that sum up. respectively, total
grain production, population requirements of grains, reserves, and grain
products for livestock.

Production balance ofother crops.

A t ,7 X l - A S . 7x S - A7,7X7 = 0, (4.23)

where A I ,7, A S ,7, and A 7,7 are matrices that sum up the production of other
crops (vegetables, tobacco, and fruits), their manpower requirements, and
their export, respectively.

LivestockfeedstufJ requirements. Livestock feed must at least meet minimum
requirements:

A 2,sX2 + As.sx s - A 9 ,sX 9 ~ 0, (4.24)

where A 2,s, As,s, and A 9,s are matrices that sum up fodder products, grain
livestock products, and animal diet requirements for these products, respec­
tively.

Livestock products.

A9,9X9 -lx lO = 0,

where A9 •9 is a matrix of livestock products generated per animal.

(4.25)

Fertilizers, machinery, and capital investments. The nutrients that are needed
must be supplied by fertilizer or manure.

AUOx l - A9.10X9-lxI3 = 0, (4.26)

The machines that are needed must be available:

AUIXI-lxI4 = o.
The capital investment used is summed up:

A U2 X l + A 9,12 X9+ A 12 ,12 X 12 + A14,12X14 -Ixls = 0,

(4.27)

(4.28)

where Auo and A9 • 10 are matrices of crop fertilizer requirements and
manure generation, respectively; AUI is a matrix with the numbers of each
type of machine needed per hectare of crop production; and A U2 ' A 9 ,12,

A 12 ,12, and A 14. l2 are matrices of capital investments for developing irrigated
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land, livestock, farmhouses, irrigation equipment, and machinery, respec­
tively.

Constrained input resources. The input resources used cannot exceed those
available:

XII';;:; W (4.29)

X I3 ~f (4.30)

XIS';;:; k, (4.31)

where w,f, and k are vectors of the amounts of available water, fertilizers, and
capital investments, respectively.

Constrained outputs. Some production outputs must meet target levels:

X 4 ~ g (4.32)

X s ~ P (4.33)

X 9 ~ n, (4.34)

where g, p, and n are vectors of target levels of grain products for the Silistra
population (flour and cooking oil), other products for the Silistra population
(vegetables, peaches, and tobacco), and numbers of livestock (cattle, sheep,
pigs, and hens).

The total dimension of the decision vectors X I' ... , X 15 is 218 decision
variables interrelated by 152 constraints. The LP for SWIM 2 contains 2050
data, representing about 6 %of the data density in the tableau.

Analysis of results

To obtain the results of SWIM 2, the IBM 370/168 computer was used,
whose LP package is contained in the SESAME mathematical programming
system (National Bureau of Economic Research 1972). An optimal solution is
obtained in about 280 iterations.

About 70 solutions of SWIM 2 were obtained. Each of the questions
addressed has associated with it a few key variables in the model. To
formulate a set of computer runs these variables are assumed to take a
number of values within a certain range and the model is optimized for each
of these values to obtain the required results. First, the validity of the model's
representation of the conditions in the Silistra region is examined by com­
paring its outputs with production statistics recorded in the region in 1975.
Next, the consequences of capital investment in irrigation development are
analyzed and the impact of restricting the input resources is investigated.
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Finally, various scenarios of future growth in water demands are determined
on the basis offorecasts of the number of livestock in the region.

Validation of the Model

The goal of validation in the case of SWIM 2 is to ensure that the model
adequately reflects the overall realities of the Silistra agricultural production
system. It should be noted that SWIM 2 is an optimization and not a
simulation model. As such, SWIM 2 possesses internal decision-making
capability to maximize net benefits subject to the set of constraints. A
simulation model, by contrast, possesses no internal decision-making
capability; it is intended only to mirror the actual conditions so that the
effects of externally specified decisions can be evaluated.

Data on actual production outputs (e.g., tons of wheat and numbers of
animals) from the Silistra region in 1975 are available in the Bulgarian
Statistical Yearbook (1976). Unfortunately, these data do not include water
withdrawals from the Danube so it was not possible to check the model's
computation of water withdrawals. For validation, SWIM 2 was run with an
irrigated area of 11 400 ha, the amount of irrigated land in the region in 1975.

103 tons
Livestock un its

19389

388 386 16200

103 tons

241 183

_ 1975

Livestock units

(1 livestock unit = 1 cow +
8.4 pigs + 9.7 sheep + 27.8 hens)

I I Model

Green fodder

(lucerne, maize sillage)

Grains

(maize, wheat, barley,
soybeans, sunflowers)

Figure 4.10. Comparison of agricultural aggregated production quantities.
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Aggregated production output recorded in the region is compared with the
model results in Figure 4.10. The model result shown is the sum of the
optimized values of all relevant decision variables; for example, each crop has
nine decision variables so the total grain production shown for five crops is
the sum of 45 values. Also, in order to avoid drawing a pair of bars for each of
the animals, they have all been aggregated by defining a composite livestock
unit based on the ratios of the numbers of sheep, pigs, and hens, to the number
of cattle in the region in 1975.

Compared with the 1975 data, SWIM 2 gives 0·6 % less grain, 24 % less
green fodder, and 20 % more livestock. This is a fairly good agreement,
because some of the 1975 production may have been exported from the region
and not fed to animals, as SWIM 2 assumes. It may be concluded that the
model is reasonably valid at this level of aggregated production quantities.

The comparison begins to diverge, however, when details are considered.
For example, Figure 4.11 compares the proportion of total grain production
contributed by each crop. The model-optimal solution indicates that 13·1 %
of the grains should be soybeans, but soybeans were only 0·9 %of production
in 1975. Decision makers for Silistra have recognized the value of soybeans
and progressively larger areas of it are being grown; however, no production
of soybeans was recorded for 1974 (Ministry of Information and Communi­
cations 1975), so that this discrepancy between the model and the actual
conditions may be attributed to the time required to introduce a new crop on
a wide scale.

The model calls for more barley and less wheat than were grown in 1975.
This may be due to the similar production technologies and costs of these two
crops, which make it difficult for the model to choose between them. Small

Soybeans
0.9%

1975

Figure 4.11. Distribution of grain production.

Maize
28.7%

Model
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changes in the data can produce dramatic shifts in the balance between
SWIM 2's optimal areas of wheat and barley.

The results obtained from the validation run showed that the model is
relatively realistic at an aggregated level. Individual crop areas, however,
should not be taken too literally-other considerations, such as traditions
and methods of crop rotation, probably affect production in ways not
included in the model.

Development of Irrigated Land

The most important factor in determining agricultural water demands is
the area of land that is developed for irrigation. This development requires
extensive capital investment to provide supply facilities at the water source,
canals or pipes to bring the water to the field, and equipment to apply the
water to the crops. Economic evaluation of this investment plays a central
role in determining the area that will be developed.

Developing irrigation increases both the benefits and the costs of an
agricultural enterprise because production is intensified. The net benefits
(benefits minus costs) of irrigation development are usually positive, but
normally, as additional increments of land in a region are converted from dry
farming to irrigation, each additional increment in the irrigated area
generates a smaller increase in the net benefits over the whole region, i.e., there
are diminishing marginal returns on the investment. Before all the arable land
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Figure 4.12. Net benefits of irrigation investment in the Silistra region.
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is irrigated, a point can be reached at which the marginal cost of additional
irrigation equals its marginal benefit. This point can be considered as the
ultimate economical level of irrigation development.

In 1975, 11400 ha of land were developed for irrigation in the Silistra
region. Of the 150 000 ha of arable land included in SWIM 2, only 139 700 ha
are considered to be potentially irrigable for physical reasons, i.e., limitations
of topography, slope, and soil type. With 11 400 ha irrigated, SWIM 2
estimates the average annual net benefits as 105·6 million Lv/yr (1 Leva
(Lv) ~ 1 US$). The additional net benefits generated by investment to
develop more irrigated area are shown in Figure 4.12. This figure illustrates
the principle of diminishing marginal returns on investment and identifies the
ultimate economical investment as approximately 320 million Lv. This is the
point of maximum additional net benefits and SWIM 2 does not utilize any
further investment funds made available. It should be noted that the invest­
ment shown in Figure 4.12 is just a total; it has no time dimension and could
actually be provided in increments over many years. The additional net
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Figure 4.13. Irrigated area and investment.
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benefits shown in the figure are those that would accrue on average each year
after such an investment program had been completed.

The spatial distribution of future water demands depends on which
subregion is chosen first for the development in irrigation. The investment to
bring water to the field, expressed in Lv per hectare irrigated, is different for
each of the three subregions. It is to be expected that as more investment
funds are provided the subregions in which irrigation is relatively cheap will
be developed first, as demonstrated in Figure 4.13. Subregion 3 (2750 Lv/ha)
is developed first to the limit of its potential1y irrigable area, followed by
subregions 1 (2850 Lv/ha) and 2 (3170 Lv/ha). The ultimate economical
investment is reached before subregion 2 is developed to its limit. The
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Figure 4.14. Water demands and irrigated area.
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corresponding ultimate economical irrigation area is 105500 ha, which is
70 % of the arable land or 75 % of the land considered to be potentially
irrigable.

The demands for Danube water that result from developing the irrigated
area are shown in Figure 4.14 for average weather and dry weather. (The dry­
weather condition is representative of a one-in-four year, as explained
previously.) The extra water demanded during dry weather is that needed for
a fixed irrigation area, i.e., SWIM 2 assumes that in dry weather extra water is
applied by longer sprinkling times to the area that would normally be
irrigated under average weather conditions.

Under these assumptions, water demands for the 11 400 ha irrigated area
are 78 x 106m 3/yr and 103 x 106m 3/yr for normal and dry weather, respec­
tively. These demands increase approximately linearly with increasing irri­
gated area to ultimate economical levels of 585 x 106 m 3

/ yr (normal) and
820 x 106 m 3/yr (dry). The corresponding water withdrawal coefficients are
5500 m 3/ha (550 mm) for normal weather and 7750 m 3/ha (775 mm) for dry
weather. Since an irrigation efficiency of 50 % is assumed, these coefficients
correspond respectively to 275 mm and 387 mm of consumptive use of irri­
gation water by the crops over the irrigation season.

If the results obtained from SWIM 2 are extrapolated linearly to estimate
water demands for the potentially irrigable area (139700 hal, total with­
drawals of 770 x 106 m 3/yr and 1080 m 3/yr are found. These demands are
32 % higher than those for the ultimate economical area. From this it may
be concluded that irrigation water demands in the Silistra region could be
significantly overestimated if they are calculated from the potentially irrigable
area.

The ultimate economical level of irrigation development identified
previously is actually the point where the unit cost, or price, of water is equal
to its marginal benefit. This is the point at which the water resource system is
in equilibrium. The sensitivity of this equilibrium point is an important
criterion in determining how much investment should be made in irrigation.

The demand function for water in Figure 4.15 can be derived by
differentiating net benefits from Figure 4.12 with respect to water demands
shown in Figure 4.14. Using SWIM 2 the demand function is obtained as the
dual value (or shadow price) of the constraint on water when all other input
resources, except land, are unconstrained. For a given level of demand the
marginal value shown in this figure is the increase in average annual net
benefits in the complex if one more m 3 of water is supplied. Hence, con­
ceptually, the demand function is the locus of the points of equilibrium of the
water system as the unit cost of water is raised.

The water price charged in the Silistra region (0,017 Lv/m 3
) is small

compared with its marginal value. The actual unit cost of water, based on the
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Figure 4.15. Demand function for irrigation water withdrawals in the Silistra
region, with average weather conditions. Quantities shown are for one year.

costs of the supply facilities, is estimated to be approximately 0·13 Lv1m 3 in
the Silistra region. If this were charged as the water price, the demands at
SWIM 2's equilibrium point would fall to 275 x 106 m 3

, corresponding to
51000 ha of irrigated land. The water demands of the 11 400 ha irrigated in
1975 lie in the range of very high marginal values, however, and would be
unaffected even if such a price were charged.

The demand function shown in Figure 4.15 is for normal weather
conditions. It could be expected that in dry weather conditions the demand
for water would be larger and the price would be higher. Thus, the derived
demand function for water in agriculture must be associated with a specific set
of weather conditions.

It may be noted that most of the results presented from SWIM 2 are based
on maximizing net benefits from a fixed area of land, i.e., land is considered as
the constraining resource rather than water. This is realistic since the Danube
provides an abundant water supply. However, the demand function provides
a mechanism by which the effect of water as the constraining resource can be
explored, and this could be very useful in regions where the available water
resources are limits to development.

Forecasting Water Demands

Forecasts of water demands are the basis for the design of supply facilities.
Two types of information are needed: the volume that will be demanded in
future years, and the distribution of this volume within a given year to
produce flow rates. In the Silistra region the growth in water demands over
time is linked to the overall agricultural development of the region; the
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numbers of livestock are the primary decision variables. The path of agri­
cultural development of the Silistra region will be different depending on
which of the animals (cattle, pigs, sheep, or hens) predominates in the near
future. The issue of which animals to concentrate on in the development of
agricultural production is clearly a very complex one, involving many factors
outside the scope of this study.

In order to illustrate the effect on water demands of various assumptions
about the future growth in livestock, a set of scenarios has been developed.
Each scenario corresponds to specified growth rates in the numbers of each
type of livestock in the complex. These growth rates are all assumed to be
linear from the base year 1975, i.e., a 2 % growth rate means that in each
subsequent year, 2 % of the number of livestock in 1975 are added to the total.

Four scenarios have been formulated with equal annual growth rates for
each animal of 2, 4, and 10 %. Two additional scenarios favoring cattle have
also been formulated, one in which cattle grow at 5 %/yr and other animals at
2 %/yr, and another in which cattle grow at 10 %/yr, and others at 5 %/yr.

For all the scenarios, the numbers of livestock in the complex in 1980, 1990,
1995, and 2000 are computed, and fed into SWIM 2 as fixed variables.
SWIM 2 computes the most efficient production system needed to support
these numbers of livestock.

The results for normal weather conditions are shown in Figure 4.16. For
the faster-growth scenarios, the ultimate economical level of development is
reached before the year 2000 so the forecast was terminated at that level. It is
striking that water demands grow about four to five times faster than the
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Figure 4.16. Comparison of water demand forecasts.
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number oflivestock. For example, in the scenario with a 5 % livestock growth
rate, water demands increasefrom 78.1 x 106 m3/yr in 1975 to 340 x 106 m3/yr
in 1990, an increase of 335 % or 22 %/yr. There is such a difference in the
growth of water demands and livestock because the 1975 livestock numbers
are almost entirely supported by nonirrigated crop production. To increase
the livestock numbers, some of this must be irrigated.

Conclusions

After reviewing the technical results of the Silistra case study, it is relevant
to assess the issues addressed by the study, to highlight the advantages and
limitations of the model developed in addressing those issues, and to outline
the lessons learned in performing this study that may aid those attempting
similar studies elsewhere.

The agricultural industrial complex in the Silistra region is a vast enter­
prise, the largest in Bulgaria, involving about 30000 people. Its organization
resembles a vertically and horizontally integrated corporation: vertically
integrated because all functions are controlled, from buying seeds to
marketing animal products; and horizontally integrated because all agri­
cultural operations within the 2700 km2 region are centrally organized. In a
market economy an equivalent activity would involve hundreds of farms and
businesses.

Planning the development of such a complex is clearly a formidable task.
Not only must the budget be set, specifying capital and operating expenses for
each year, but also a plan must be evolved to allocate the flows of all physical
resources such as water, fuel, machinery, labor, and fertilizers. The develop­
ment of any sector of the complex, such as irrigation, results in a ripple effect
passing through all the activities of the complex, requiring development of the
crop and livestock sectors as well to accommodate the increased production
from irrigation.

At the time of the study, the irrigation development of the complex was at a
threshold -about 10 % of the arable land was irrigated, mostly for vegetables,
tobacco and fruit, to meet the needs of the local population. It was the
intention of the Bulgarian government to expand livestock production in the
complex to produce export products; such an expansion requires a corre­
sponding expansion of irrigation to produce feed crops for livestock. Yet
irrigation is very expensive because the water must be pumped uphill from the
Danube in pipe systems. Development of even 10 % more of the arable land
for irrigation would absorb a significant proportion of the agricultural
development budget for the entire country. So the major issues were to ensure
that irrigation investment is economical and is in balance with the associated
development of other sectors of the complex.
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A number of conclusions may be drawn from the results of the SWIM 2
model. At the level of aggregated production quantities, the model compares
reasonably well with data recorded in the region in 1975. When more detailed
comparisons are made, there are some discrepancies between the model's
results and the regional data, which is to be expected since the model
optimizes rather than simulates the actual system.

An ultimate economical level of irrigation development, the level of
maximum net benefit, is identified as the point where 70 %of the arable land
is irrigated. This area of irrigation corresponds to complete development of
the potentially irrigable land in two of the three subregions within the Silistra
region, and to partial development of the third subregion.

Water demands increase approximately linearly with increasing irrigated
area, to ultimate economical levels of 585 x 106 m 3 jyr (under normal weather
conditions), and 820 x 106 m3 jyr (under dry weather conditions). The corre­
sponding water withdrawal coefficients are 5500m 3jha (550mm) under
normal weather conditions and 7750m3jha (775mm) under dry weather
conditions. Since an irrigation efficiency of 50 010 is assumed, these coefficients
correspond respectively to 275 mm and 387 mm of consumptive use of irri­
gation water by the crops. At these levels of development, water demands are
quite sensitive to the price of water. Removing the existing price subsidy on
water would reduce the ultimate economical irrigation area to about 35 ~.~ of
the arable land.

Further development of livestock production in Silistra beyond 1975 levels
would require substantial investments in irrigation because the existing
livestock are almost entirely supported by nonirrigated crop production.
Over a substantial range of livestock development, the associated demand for
water and irrigated area varies linearly with the number of livestock. Each
I ~o increase in livestock from the 1975 levels requires about 650 ha of new
irrigated land, or an increase of 4·5 % in irrigated area. The corresponding
increase in water demands amounts to 3·5 x 106 m 3 jyr.

What are the advantages of using SWIM 2 rather than the conventional
methods of estimating agricultural water use? The major advantage of
SWIM 2 is that it integrates the regional water demands with the crop and
livestock production processes that determine these demands. This allows for
various substitutions to be made among the inputs to these production
processes and among the production processes themselves. The integrated
nature of the model is particularly important in the Silistra region because it
corresponds to the centralized management structure controlling all aspects
of agricultural production.

Although SWIM 2 covers only a one-year time period in each solution, it
can be used to look at longer time horizons by forecasting various scenarios
of the growth in livestock numbers and by running SWIM 2 for several future
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years to derive the corresponding forecasts of water demands. Since the
numbers of livestock are the primary variables of interest to Silistra decision
makers, SWIM 2 provides a means for evaluating the impact of various
livestock development strategies. However, these results should be inter­
preted carefully, because SWIM 2 does not discount benefits or costs over
time, only one set of production coefficients has been used, and no economies
of scale are included.

A number of limitations of SWIM 2 may also be noted. The model is not
dynamic since it does not contain internally the linkages of year-to-year
evolution. Another limitation is that livestock processing is treated only in a
very aggregated way. As with most models, improvement of the data on the
more sensitive variables would improve the accuracy of the results. Better
data on crop yields, crop production costs, prices for outputs, and water use
coefficients would be especially useful.

The study was made as a cooperative endeavor between IIASA and the
Bulgarian Ministry of Agriculture and Food Industry. The modelers visited
Bulgaria several times during the course of the study to present successive
versions of the model to officials in Sofia and Silistra, and to obtain sug­
gestions as to how the model could be further developed to meet the needs of
the region. One of the modelers is Bulgarian; the results of the work were
translated into the Bulgarian language; the final model was implemented on
the Ministry's computer. All of these steps are necessary to ensure that the
methodology is relevant and is transferred to those whom it is meant to help.
The study was probably fairly successful in this regard.

In the formulation of the study, many issues were raised for investi­
gation-the substitution of fertilizers for water as production inputs, the
choice between different types of irrigation systems, the comparison between
water demands of average years and dry years, to name a few. Some of these
were eliminated because of the lack of available data (e.g., types of irrigation
systems), some incorporated into the model in an approximate way (e.g.,
average and dry year water demands), and some in considerable detail (e.g.,
substitution of fertilizers for water as input resources). In retrospect, it
appears that because the scope of the model is so wide, covering the irrigation,
crop, ll'lld livestock sectors, very detailed treatment of small variabilities
in the system (e.g., fertilizer-water substitutions) should be sacrificed in the
interests of ensuring that all important aspects of the system can be modeled
in at least some form.

Overall, it seems that linear programming is one of the most appropriate
methodologies to provide quantitative analysis of water demands for irri­
gation development in the region. It also has been demonstrated that a sound
coverage of all the relevant aspects of the problem is more useful than detailed
treatment of only some of them.





5 Municipal Water Demands*

Introduction

In most industrialized countries more than 80 %of the population lives in
cities or other urban communities. The residents of these urban areas are pro­
vided with a variety of water services, including water supply, sewage
collection and treatment, and wastewater disposal. The volumes of water de­
manded for each of these purposes vary considerably from place to place as
a consequence of the differing characteristics of the users and the uses, the
physical and climatic differences between locations, and various differences in
economic and social policies. Municipal water demand modeling therefore
requires detailed analyses of different water uses, and the factors that affect
them.

The determination of municipal demand for water is an important task for
water service enterprises, and involves three interrelated activities:

(1) Supply management: water-use forecasts must be made so that invest­
ments in new supply facilities can be properly scaled, sequenced, and
timed (Erlenkotter and Trippi 1976, Linaweaver et al. 1966).

(2) Demand management: the impact of demand management policies such as
water meter installation, leak detection and control, moral persuasion,
price changes, and the imposition of non-price rationing regulations (see

*This chapter was written by S. H. Hanke and L. de Mare. The authors express their
appreciation to M. Dynarski and D. Koran, graduate students at Johns Hopkins
University, for their assistance in computer programming and econometric analyses
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draft of this chapter. The division of responsibility for the preparation of this chapter
was as follows: S. H. Hanke was responsible for final editing. With the exception of
the Malmo case study, C. S. Russell performed the original drafting. Russell's draft
was based on materials compiled by S. H. Hanke, D. R. Maidment, J. Miilschlegel,
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Hanke 1970, 1980a,b, Wenders 1982, Howe and Linaweaver 1967, and
Hanke and Mehrez 1979a, respectively), on water use must be estimated
in such a way that the benefits and costs of changes in these policies can
be evaluated (Hanke 1980a, 1981, 1982).

(3) Demand-supply management: water-use forecasts must be made so that
supply and demand management policies can be integrated and coordi­
nated (Hanke 1978).

It is important to re-emphasize the distinction made elsewhere in this book
between water use and water demand. Water use refers to the volumes of
water applied to achieve various ends; it is a descriptive concept. Demand, as
pointed out in Chapter I, refers to the schedule of quantities that consumers
would use per unit of time at particular prices per unit of water used. This is
an analytical concept, and can therefore provide water service enterprises
with information relevant for supply, demand, and demand-supply manage­
ment decisions. This is the case when water demand models explicitly contain
demand management policy variables.

The discussion in the initial part of this chapter concentrates on water use.
Later. prices are specifically taken into account in the case of a water demand
model for Malmo, Sweden, developed within the framework of a study on
water resources management in the southwestern Skane region carried out
jointly by IIASA and the Lund Institute of Technology.

An Overview of Municipal Water Use

Municipal water uses cover a wide range of activities, but for convenience
these may be grouped into six categories, as set out in Table 5.1. The volumes
of water and wastewater involved, and the timing of their use vary consider­
ably within and between the different categories.

Residential water use covers all uses of water by households, both within
and immediately outside the confines of a residence. Thus it includes require­
ments for food preparation, toilet, laundry, and bathing within a house or
apartment, and needs for car washing and lawn sprinkling outside. The
volume of water use varies considerably according to the nature of the resi­
dence (the stock of its water-using capital), family composition, occupation
of the residents, whether use is metered or unmetered, and so on.

Industrial water used in a city may be supplied by a water supply
enterprise, it may be self-supplied from nearby surface or groundwater, or
both. Water for drinking, boiler feeding, and process use is often supplied by
a water supply enterprise, and cooling water is obtained by the plant's own
system from surface or groundwater. In some instances industrial users have
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Table 5.1. Components of municipal water use. Note that some types of activity
appear more than once because they occur in more than one sector.

Sector

Residential

Industrial

Commercial

Transportation

Public

Lost and
unaccounted for
water

Activity

Washing and cooking, including food preparation and waste
disposal

Toilet
Bath and/or shower
Laundry
House cleaning
Yard and/or garden watering
Car washing
Other personal uses

Construction and demolition
Light industrial activities, e.g., assembly operations
Small heavy-water uses and/or water polluting industrial activities,

e.g., waste paper mills, electroplating operations, textile dyeing
and finishing

Trade in goods in shops
Office conducted commerce
Food and beverage services
Accommodation services
Warehouses

Railways
Buses, taxis, and other road vehicle servicing facilities, such as

stations and garages
Ports and airports

National, state, and local government offices
Fire fighting
Irrigation and care of public parks and swimming pools
Street cleaning and sewer flushing
Solid residuals disposal
Water department uses
Educational services
Health services
Welfare services
Public toilets and public baths
Other public services

Leakage in supply and distribution systems
Unmetered users and non- or under-registering metered users
Evaporation from open reservoirs

their own water supplies but discharge wastewater into municipal sewers, In
certain cases intake water demands from the municipal system are very large,
amounting to millions of liters per day. In other cases, intake water demand
is small, but the wastewater contains large quantities of residuals or quan-
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tities of difficult-to-treat residuals, such as chemicals from electroplating
operations. I

Commercial services include such diverse activities as banking, the retail
trade, hotel accommodation, and catering services. The ways in which water
is used in these activities, the qualities required, the quantities and types of
liquid residuals generated, and the magnitudes and time patterns of use vary
widely within the sector and even within a given type of activity, as identified
in Table 5.1.

Transportation services make some demands on water supply and waste
disposal services, including water for washing locomotives, vehicles, or
aircraft; water supply for trains, buses, and aircraft; and means of discharging
wastes from these activities.

Public services also include a wide range of activities, such as government
offices, fire fighting, hospitals, street cleaning, solid residuals collection/hand­
ling/disposal. In some instances these uses account for a significant portion
of the total municipal water demand, especially in communities that have
little manufacturing industry or in which a strong emphasis is placed on the
maintenance of parks and similar facilities.

Lost and unaccounted for water includes leaks in the water distribution
system, evaporation from reservoirs, and/or improperly registered (metered)
use, sometimes amounting to as much as half the water supplied to a com­
munity (Howe 1970).

Residential water use2

Residential water use may constitute well over half of the total muni­
cipal use in many communities. This conclusion is supported by information
compiled in the USA (Howe and Linaweaver 1967), in the Netherlands
(MiilschlegeI1979), and in Australia (Hanke and Smart 1979).

Because residential water use is generally the most important component
of municipal water use it is worth examining in detail the set of residential
water use unit processes, using data collected from residences in various
locations in the US, Sweden, and the Netherlands. Consider the summary
material in Table 5.2, and note the substantial differences between certain

1 Note that this category is dealt with elsewhere in this volume and so is not discussed
further in this chapter.
2 A few definitions will help keep things straight in the subsequent discussion. A house­
hold can consist of a single individual or a group of individuals living together. The
physical area in which they live, comprising rooms and any associated garden or lawn,
is the residence. The living area inside a building is termed a dwelling unit. Total
residential water use is made up of two major components: in-house or so-called
domestic uses are those that take place inside the dwelling unit: and outdoor uses are
those such as lawn sprinkling that take place outside the dwelling unit.
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Table 5.2. Residential water use in selected countries.

(a) Mean residential water use (in I/person/day).

Type of activity

Kitchen
Bathroom
Toilet
Laundry
Other (incl. outdoor use)

Total

• Miilschlegel (1976).
bVAV (1975).
C Meta Systems (1977).

Netherlands'

17
27
39
17
4

104

Sweden b

50
70
40
30
25

215

USAC

45
60
70
45
75

295

(b) Water use in various types of residence (in I/household/day) (from Liimatainen
and Virta 1975).

Type of residence

German Democratic Republic
Single-family house

without bath or shower
with bath, without shower
without bath, with shower
with bath and shower

Multi-family house
without bath or hot water
with bath, without hot water
with bath and hot water

Row house, with bath, hot water,
and district heating

Farmhouse
Modern single-family house, with all appliances, garden, and car

Soviet Union

Residence
with shower, without bath
with shower, without bath, with gas
with shower and bath, central heating with solid fuel
with shower and bath, central heating with gas
with shower and bath, and district heating
without water pipe or shower

Water use

25
50
60

100

60
80

100

200
150
250

125-150
130-160
150-180
180-230
275-400
30-50
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Figure 5.1. Diurnal pattern of water use in a single-family residential section in
Baltimore, Maryland, USA (from Wolff et al. 1966).

categories, particularly those for outdoor uses. However, the total household
uses in Sweden and the US are rather similar, and the similarity is even more
pronounced when outdoor use is subtracted, and we focus on total indoor
use. 3 Determining the variables that explain both these similarities and
differences is an important aspect of water demand modeling.

Significant variations in residential water use occur according to the time
of day and the season. Figure 5.1 shows the diurnal pattern of water use in a

3 One complication not reflected in Table 5.2 is created by heating systems based on
centralized provision of hot water, such as from a district utility. If the water that
enters the house's heating system is counted in "use" the figures in the table would be
substantially increased-perhaps by 100-1701/day per household (based on data
from Liimatainen and Virta 1975).
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single-family residential section of Baltimore, Maryland, USA, which reflects
the variations in activities in residences throughout the day. Seasonal
variations in residential water use depend particularly on climate, culture,
and economic circumstances. For example, in some arid regions of the US,
peak residential water use in summer is several times greater than peak use
in winter, reflecting the use of water for lawn sprinkling, air conditioning, and
swimming pools.

Variations in residential water use within the same type of dwelling unit
and with the same size of household are primarily reflections of differences in
economic circumstances, available technology, behavioral patterns, and the
impact of various external factors such as public policy with respect to water
pricing, water allocation programs, and water quality standards. A house­
hold's choice of water-use technologies is determined by these factors. For
example, in the long term, the consumer can choose between various toilet
tank sizes, going from as low as 6 liters (typical in Finland) to as high as 20
liters (typical in the US). Further, low-water-use washing machines, dish­
washers, and shower heads are widely available (Howe 1970). There are
also technological innovations that indirectly affect residential water use;
for example, the shift from fresh to processed fruits and vegetables and to
the preparation of vegetables in stores {e.g., removing tops of vegetables, wash-

Table 5.3. Water use in ten metered and eight flat-rate (unmetered) areas in the US,
October 1963 to September 1965 (Howe and Linaweaver 1967).

Metered areas (10) Flat-rate areas (8)

Annual average (I/day/dwelling unit)
Leakage and waste 95 137
Household 935 894
Sprinkling 705 1590

Total 1735 2621

Maximum day 3706 8910
Peak hour 9391 19569

Annual (cm of water)
Sprinkling 31 99
Potential evapotranspiration 76 66

Summer
Sprinkling 19 70
Potential evapotranspiration 30 39
Precipitation 1 11
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ing, and packaging) has resulted in reduced residential water use in food
preparation.

An important factor that influences consumer choices of alternative
water-use technologies and their utilization rates is the price charged for a
unit of water. When prices per unit are relatively high, consumers will choose
relatively low utilization rates or will use water-conserving technologies. At
one extreme, unmetered households face a unit price of water that is zero
because the decision to use one more or less liter of water will not affect the
payment made to the supplying enterprise. Metered use and a charge per unit
used, on the other hand, implies that a decision to use one more (less) unit
raises (lowers) the water bill by the amount of the unit charge. Not sur­
prisingly, studies have shown that water use is significantly lower in situations
where metering has been introduced. For example, Howe and Linaweaver
(1967) showed that water demand in the US was almost 20 % lower in
metered residences than in unmetered ones (Table 5.3); an investigation in
Israel showed that water use in metered apartment units was 25 %lower than
in unmetered ones (Kamen and Dar 1973); and Hanke's (1970) investigation
concluded that residential use in Boulder, Colorado, fell by 36 %after meters
were installed.

Water use by commercial activities

Commercial water-use categories include such activities as the retail and
wholesale trades, restaurants and buffets, hotels and related activities, barber
shops and beauty parlors, cinemas and theaters, and various types of offices.
Although much less effort has been devoted to the study of water uses in such
activities than to that in residences, the results of the research undertaken
indicate that there are significant variations in water use both within and
across activity groups.

For many of these activities it is appropriate to measure water use in units
of litres per day per employee (I/emp-d), although in other cases more
specialized units relating to the particular activities are appropriate (Wolff et
al. 1966). As shown in Table 5.4, for normal activities where water is used
primarily for personal use by employees and for keeping working areas clean,
water use appears to average about 30I/emp-d. This may increase to 100
I/emp-d if conditions are dirty, and be even higher where an activity uses
water in its operations, as do laundries and restaurants.

Water use in commercial activities is affected by some of the same general
factors that influence residential water use. Thus, use in offices is likely to be
conditioned not only by the specific technologies available, such as the size of
toilet tanks, but also by the behavioral patterns of workers, notably the times
they arrive for and leave work, the frequency with which they take breaks,
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Table 5.4. Water use in selected commercial service activities.

Type of facility Water use Source

Offices 20-2Sl/emp-d' 2
Offices 40-SSl/emp-d I
Shops 20-2Sl/emp-d 2
Shops 200 l/day/meter frontage I
Other businesses

with dirty conditions So-IOO l/emp-d 2
bakery IS0-4S0 l/emp-d 2
butcher 100-400 l/emp-d 2
hairdresser 100-300 l/emp-d 2
garage 3SI/day/car 2
garage 40 l/day/car I
laundry 40-80 ljkg clothes 2
laundry 9S0-19OO l/day/machine I

Hotels
room without bath So-IOO l/day/room 2
room with bath l00-ISO l/day/room 2

Motel (without kitchen) 380-S70 l/day/unit I
Restaurants 2S--40 l/customer I

• Emp = employee; emp-d = employee day.
Sources: I. Metcalf and Eddy (1972); 2. Liimatainen and Virta (197S).

and their interest-if any-in water conservation. Water use in hotels can
also vary considerably, depending on the number of baths or showers pro­
vided, whether automatic turnoff valves have been installed on basin faucets,
and whether the management is conscious of and has a program for reducing
water wastage.

Although no satisfactory studies have reported on the responsiveness of
activities in the commercial sector to metering and water pricing, it seems
reasonable to assume that there would be some response. However, since
the users (often employees) do not pay the bills, the incentive to conserve
is indirect, often coming from management policies and/or municipal regula­
tions, such as those incorporated in municipal building codes. Therefore,
one should expect a somewhat less marked response to metering and
water pricing for commercial water-use activities than for similar residential
activi ties.

Water use by public service activities

The public service sector includes a wide range of activities, such as
government offices, hospitals, schools, fire fighting, street cleaning, and
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Table 5.5. Water use in selected public service activities.

Type offacility

Hospitals (I/day/patient)
average
average
average
psychiatric or for permanently disabled

Nursing home
Nursing home (for elderly)
Schools (I/day/student)

without showers
with showers
with cafeteria
with cafeteria and showers
kindergarten
primary
secondary
secondary trade
slow-learner

Swimming pools
for showers (I/customer)
for water changes (l/day/m 3 pool)

Water demand

570-950
400-600

630
330
300

100-400

1'5-2
10-15
40-55
55-75

15
9
8

15
10

40-200
100-150

Source

1
2
3
3
3
2

2
2
1
1
3
3
3
3
3

2
2

Sources: 1. Metcalf and Eddy (1972); 2. Liimatainen and Virta (1975); 3. Miilschlegel
(1977).

recreational services in public parks. However, there have been fewer investi­
gations of the factors affecting water use in these activities than in residential
activities. Some data on water use in hospitals, schools, and public swimming
pools are shown in Table 5.5. The average water use for hospitals is about
600 l/day/patient, but less water is used in special types of hospitals such as
those for the permanently disabled or the elderly. Schools display a range of
water-use levels, from 1.5 to 751/day/student, depending on the facilities at
the school.

Among other public services, fire fighting can sometimes be an important
municipal water user. An equation developed by Camp and Lawler (1969)
may be used to calculate the volumes required for such services:

Qr = 64·6./P(l-0·OLjP),

where Qr is the water flow in l/sec needed for fire fighting for a municipal area
of population P (in thousands). This flow should be sustainable for four
hours for a population of toOO, six hours for 2000, eight hours for 4000, and
to hours for 6000 or more. In the US, at least, a major influence on planning
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for water supply for fire protection is the set of design values established by
the American Insurance Association, which are similar to those presented by
Camp and Lawler (1969).

The available data on public service activities indicate that there are
important diurnal, seasonal, and locational variations in water use, but there
has been little empirical investigation of the factors that influence these
variations. Moreover, since charges are usually not assessed by these public
activities according to water intake and wastewater discharge, even where use
is measured, it would not be feasible to determine the impact of price changes
on use. Even if charges were assessed, it is not clear to what extent-if at
all-they would affect water demand by the public authorities conducting
these activities, since the public sector managers are driven by different incen­
tives for conservation than those in the private sector (Niskanen 1971).

Lost and unaccounted for water

In all municipal systems, some water is inevitably lost between inlet meters
and legitimate customer withdrawal points. Some of this leaks out under­
ground through faulty pipes,joints, and valves, and some may be lost because
of illegal, or at least unrecognized, connections. For systems in which all
legitimate users may be assumed to be metered, it is possible to estimate the
fraction of water lost through the combination of these causes, and, as has
been pointed out above, such estimates run as high as 50 % (Hanke 1981).
Such figures naturally give cause for great concern, for they suggest that in all
systems losses may be one of the most important "users" of water.

There are, however, reasons for treating such estimates with caution, the
most important being the bias built into the measurement system. New or
newly reconditioned water meters are designed to record water volumes
accurately, but after some years deterioration causes them to under-register.
Thus, depending on the age of a system's meters, a greater or smaller percen­
tage of water introduced will appear to be lost simply due to meter perform­
ance. This under-registration can amount to a significant fraction of the
"losses" calculated as the simple residual: metered input minus metered
output. Unfortunately, there seems to have been no careful and comprehen­
sive research into the extent of meter under-registration and true system
losses over a range of fully metered systems of various ages and using various
maintenance techniques and schedules. Such research would help in under­
standing observed (apparent) water-use patterns, and would begin to give a
firmer foundation for dealing with analyses of aggregated demands.
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Aggregation of Water Uses at the Municipal Level

The average water use for an entire city or section of a city can be
estimated using data on the individual water-use activities presented above,
together with knowledge of the distribution of these activities in the area
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Figure 5.2. Diurnal patterns of water use in some European cities (from Csuka 1976).
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under consideration. Account must also be taken of the diurnal and seasonal
variations in water use. Figure 5.2 shows the diurnal variations in demand for
several European cities. In these cases water use peaks between mid-morning
to mid-day and is lowest from midnight to 4 am. Considerable seasonal varia­
tions may also occur, as shown in Figure 5.3, which is based on data from
Palo Alto, California, where the peak demand during the maximum day for
the year is more than three times the average daily demand.

Modeling Municipal Water Demands

A variety of attempts have been made to improve understanding of muni­
cipal water demands through the development of models. Either of the two
approaches discussed in Chapter 2 may be used: the statistical or engineering
method. By far the greatest emphasis has been on the first approach.

The statistical approach

Statistical techniques can be very helpful in identifying factors to account
for variations in municipal water use. The most commonly used statistical
technique has been multiple regression analysis, in which cross-sectional data
are regressed on water use. Other variations of the statistical method involve
the use of time series data or pooled time series and cross-sectional data.

The statistical studies of aggregated or total municipal water demands
have been most popular, since aggregated water production data are rela­
tively easy to obtain. The most noteworthy finding is that there is an inverse
relationship between the amount of water produced and the price charged
per unit of water (see, for example, data reported in Hanke 1978).

Residential water demands have also been the subject of considerable
statistical modeling and studies, which also display the inverse price-quantity
relationship. In addition, these studies enable several other general observa­
tions to be made: (1) per capita water use is inversely correlated with house­
hold size (Morgan 1973); (2) per capita water use is positively correlated to
income per capita (Danielson 1979); (3) water use per residence is inversely
correlated with rainfall per unit of time (Danielson 1979); (4) water use per
residence is positively correlated with average temperature (Danielson 1979);
and (5) water use per residence is positively correlated with irrigable area (lot
size) per residence (Linaweaver et al. 1966).

The engineering approach

Engineering or unit process models, although not often used outside the
industrial category, can also be applied to analyses of water demand relation-
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ships in the municipal sector. By giving detailed consideration to costs of
alternative combinations of inputs in specific settings, these models can yield
useful indirect estimates of water demand. Also, aggregation of these unit
processes in various user categories is conceptually, if not necessarily practi­
cally, straightforward.

An illustration of a specific application of this approach is the analysis of
water conservation in residences. The approach would be to estimate the
costs of different types of devices that would reduce water use for given
purposes. The resulting information could then be used in an attempt to
compute behavioral responses to such factors as increases in water and
wastewater-disposal prices, the imposition of regulations, and combinations
of these two. Such a study was conducted by Howe (1970) for the US
National Water Commission, containing a very careful inventory of prices
and characteristics of alternative technologies in the major household water­
use areas. Using a range of household interest (discount) rates, Howe cal­
culated, for each technology, the water price at which it would become attrac­
tive to the homeowner by balancing capital cost (purchase price) against
future savings in water bills (net of additional operating expenses where these
would be incurred). In this way he derived a price-quantity relationship for
residential water demand.

Although the engineering approach can be used to gain valuable insights
into probable changes in water-use patterns, particularly for industrial use,
the statistical approach appears to be the most promising for the residential
use category. It is to this statistical modeling of residential demands, the
largest category of municipal water use, that we now turn our attention.

Residential Water Demand: A Statistical Case Study

In this study of residential water use, attention is focused on the estimation
of water demands (rather than a description of water uses) for purposes of
demand management. Hence we concentrate on the estimation of price
impacts (price elasticities) on residential water demand.4 The plan is as
follows: first, an attempt to measure the price elasticity of demand for urban
(municipal) water use in southwestern Sweden is described and reviewed;
secondly, an analysis of the residential water demand, which includes
estimates of price elasticities, for Malmo, Sweden, is presented; and thirdly,
some observations are made concerning the most effective procedures for

4 The price elasticity of demand is defined at the point P, Q as (dQ/dPj(P/Q), where P
is the real price, Q is the quantity of water demanded, and Q is a function of P.
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collecting and analyzing water-use data so that they can be used to determine
the demand for water and more specifically the price elasticities character­
izing that demand.

Urban water demand in southwestern Sweden

An initial attempt to model urban water use in southwestern Sweden was
made by Hashimoto and de Mare (1980) using multiple regression analysis.
Their study cortained several noteworthy characteristics common to many
studies of urban water demand. First, water production data were utilized as
proxies for the amount of water actually "used". Secondly, it was a study of
aggregated water use, including all categories of total urban water use.
Thirdly, the models employed cross-sectional data from 20 communities from
the year 1975.

From the perspective of water demand modeling, however, this study failed
to generate satisfactory results, since the real price of water was found to be
positively correlated with total water produced per capita, whereas demand
theory indicates that the amount of a normal commodity that consumers
demand in any time period should be negatively correlated with its real price
(Becker 1962). It is therefore necessary to question this approach.

The first problem associated with the Swedish study concerns the use of
water production data as proxies for metered water-use data. Since water
production data were a measure of all water produced in each community,
they included all types of water uses, including system leakage. However, for
the purpose of water demand modeling, one must employ water-use data
measured by metered consumption, not production. It is this use that indi­
viduals and firms can control directly by their individual water-use decisions.
Hence, this use reflects the amount of water that consumers and firms
demand at various prices.

Data from water production records contain too much "noise" to be
meaningful for demand modeling. Hence, the signs and magnitudes of the
explanatory variables in demand models (regression equations) cannot be
relied upon. Since water production data include system leakage, water
demand measures based on water production per capita will exceed measures
based on metered use per capita. Hence, at the extreme, it is possible to obtain
a positive correlation between real price and water produced per capita. This
can occur in cross-sectional studies if communities with relatively high real
water prices also lose a relatively large proportion of their water production
through system leakage. 5

5 If the percentage of water lost due to system leakage remains roughly the same over
time, this problem will not be as serious in time series studies.
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The second problem encountered in the initial study is related to the aggre­
gation of all classes of water users. Even if the total metered water use for each
community had been used, rather than total water production, however, the
aggregation problem would still have been present.

The aggregation of water-use classes presents a problem in demand
modeling because different classes of water users respond to price changes in
different ways; i.e., they have different price elasticities for water demand.
Hence, the demand elasticity obtained using aggregated water use (or pro­
duction) data will be nothing more than a weighted average elasticity for the
area studied. In a cross-sectional study it is dependent, in part, on the per­
centage of aggregated water use (or production) in each water-use class in
each community. Hence, unless all communities in the population have the
same percentage of water use (or production) in each user class, the elasticity
derived will vary, depending on the sample of communities chosen.6 It is even
possible that aggregation itself can produce such anomalies as a positive coef­
ficient on price, if the price structures faced by the individual user classes are
different.

The last problem associated with the initial study is endemic to all cross­
sectional demand studies. Price elasticities derived in this way measure how
individuals (or aggregations of individuals) in different locations have re­
sponded to different real prices at the same point in time. To use these
elasticities to predict changes in water use by one individual (or aggregation
of individuals) at one location, over time, one must assume that the same
individuals will respond to real price changes over time in a way that
is equivalent to the way in which different individuals have responded
to different real prices at the same point in time. This is a rather bold
assumption.

Water demand models and price elasticity estimates for demand manage­
ment purposes should be based on the following types of data (for a more
detailed discussion of these issues, see Hanke 1970, Hanke and Mehrez
1979b):

(1) metered water-use data;
(2) data disaggregated by user class (these user classes should be defined so

that they contain similar customers who are likely to have similar re­
sponses to price changes. Moreover, these data can be collected most

6 If the percentage of water use (or production) by customer class remains constant
over time and aggregated data are used, then the problem of variability in elasticities,
depending on the sample period chosen, will not be serious in time series studies.
However, even in this case, aggregated data will only yield a weighted average
elasticity for the area under study.
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efficiently by taking a sample of individual users within each user class;
see Hanke and Mehrez 1979b); and

(3) water-use and price data collected over a relatively long time series, with
a relatively large number of real price changes.

Residential water demand in Malmo, Sweden

A study of residential water demand in Malmo, Sweden, that corrects for
the deficiencies of the initial attempt and related studies is now presented
(Hanke and de Mare 1982). Before this study is described, it will be instruc­
tive to make a few observations about other time series studies. First, it is
important to note the paucity of urban water demand studies based on time
series data (see Danielson 1979, Carver and Boland 1980, Colander and
Haltiwanger 1979, Hanke 1970, Hanke and Mehrez 1979a, Hogarty and
MacKay 1975, Morgan 1974, Wong 1972, Young 1973), in sharp contrast
with the relatively large number of studies based on cross-sectional analyses.
Secondly, and more importantly, only one of these studies (Danielson 1979)
is based on the type of microdata that is recommended when conducting
water demand (price elasticity) studies. However, even this study should be
viewed with some caution, since it is based on a relatively short time series
(five years), and contains only three changes in the nominal price of water.

Characteristics afthe Malmo Data

The data collected in Malmo meet the criteria outlined above, and there­
fore provide a unique opportunity to analyze residential water demand and
to estimate price elasticities. Table 5.6 provides a summary of the data
collected. Several points are particularly noteworthy. The time series data
used are for 14 semi-annual time periods, starting with the last quarter of
1971 and ending with the third quarter of 1978. The cross-sectional data are
from a stratified sample of 69 single-family houses in Malmo. 7 The water-use
data are from semi-annual, metered water-use records. The income data are
from income tax records. The number of adults and children occupying each
house, and the rainfall per semi-annual period are all from records maintained
by the city of Malmo. The price of water is the real (constant crowns)
marginal price per m3

; a value that remains constant for each house in each
billing period, regardless of the quantity of water used. During the study
period the nominal (before deflation) price per m3 was changed five times and
the real price changed in 12 of the 14 semi-annual periods.

7 The 69 houses were separated into two groups. One group was constructed in the
period 1936-46 and the other in 1968-69.
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Table 5.6. Characteristics of the Malmo data (1971-78).

Variable Mean Standard deviation Type of data

Q 75·2106 36·2893 TS-CS
Inc 49497·0000 21781·0000 TS-CS
Ad 2·0500 0·7460 TS-CS
Ch 0·9260 1·0418 TS-CS
R 39·1324 7·7768 TS
Age 0·5401 0-4986 CS
p 1·7241 0·3190 TS

Notes: It is important to note that these data contain no proxies. Data represent real
values for the variables studied.
Q = quantity of metered water used per house, per semi-annual period (in m 3

).

Inc = real gross income per house per annum (in Swedish crowns; actual values re-
ported per annum and interpolated values used for mid-year periods).

Ad = number of adults per house, per semi-annual period.
Ch = number of children per house, per semi-annual period.
R = rainfall per semi-annual period (in mm).
Age = a dummy variable with a value of 1 for those houses built between 1968 and

1969, and a value of 0 for those houses built between 1936 and 1946.
P = real price in Swedish crowns per m 3 of water, per semi-annual period (includes

all water and sewer commodity charges that are a function of water use).
TS = time-series data (14 semi-annual periods, starting with the last quarter of 1971

through the first quarter of 1972 and ending with the second and third quarters
of 1978).

CS = cross-sectional data (69 houses that have remained with the same head of
household during the seven-year study period).

Model and Empirical Results

Since the data available are of both the time series and cross-sectional type,
and since they meet the criteria for pooling (Pindyck and Rubinfeld 1976, pp
202-11), one is able to perform demand modeling (multiple regression
analysis). This pooling approach has two advantages compared with either
pure time series or pure cross-sectional analyses. First, the number of obser­
vations and, therefore, the degrees of freedom in our regression equations are
increased. Instead of a time series study with 14 observations or a cross­
sectional study with 69 observations, data pooling yields 959 observations. 8

Secondly, pooling allows us to include variables that vary over time (price
and rainfall) or over households (age of dwelling), but that do not vary over
both dimensions. For these reasons, a pooled analysis yields more efficient
estimators for regression equations than either pure time series or pure cross­
sectional analyses.

B Note that data are not reported for some variables, for some of the houses, for some
of the time periods, yielding, therefore, less than the potential of 966 observations.
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Table 5.7. Demand equation for Malmo.

Linear model
Q = 64·7 +0·00017 Inc +4·76 Ad + 3·92 Ch -0'406 R + 29·03 Aye- 6'42 P

(3'26) (2-98) (3'09) (3'12) (\1'54) (1'99)

R 2 = 0·259

Notes:
1. Numbers in parentheses are t-statistics.
2. For the degrees of freedom in our equation, the critical value for the t-statistics, at

the 5 %level of significance, is 1·98.
3. Tests for multicollinearity, serial correlation (the Durbin-Watson test) and hetero­

skedasticity (the Goldfeld-Quant test) have been made to ensure that the method­
ology (OLS analysis) is consistent with the assumptions required to obtain un­
biased estimates of the parameters and t-statistics. The equation presented passed
these tests. Hence, the price elasticities derived are efficient elasticities.

4. It is important to realize that our pooled data are dominated by cross-sectional
data. Hence, the value of R 2

, which would be low for a pure time-series study, is
satisfactory for our pooled analysis because of the large variation across individual
units of cross-sectional observation which is inherently present in the data. For
purposes of estimating elasticities in this context, the t-statistics are most important
and these are significant at the 5% level for each coefficient in our model. For a
discussion of these issues, see Pindyck and Rubinfeld (1976, pp36-7).

Using the pooled time series and cross-sectional data, and a static equi­
librium approach, estimates of the residential water demand in Malmo are
made. 9 A linear relationship between variables is taken to be the appro­
priate functional form. The results of applying ordinary least-squares analysis
(OLS) are given in Table 5.7. The equation and parameter estimates are

9 It is therefore assumed that there is an instantaneous adjustment by consumers to
new prices. That is, it is assumed that consumers do not adjust their stock of water
using capital; they only adjust the rates at which they use their capital stock. Hence,
the static equilibrium model generates a short-term price elasticity estimate, rather
than both short- and long-term elasticities.

In this case, it is reasonable to assume that residential consumers will not change
their stock of water using capital over the period studied, since users are spending a
small fraction of their incomes (approximately 1 %) on water and the costs of water
account for a small fraction of the life cycle costs of using residential water using
capital.

If a longer time period and larger price increases had been the case, it would have
been more reasonable to assume that consumers would change both their stock of
water using capital and the utilization rates for their "old" capital. Under these
conditions, it would have been appropriate to use either dynamic, partial adjustment
or dynamic, multi-equation models. These dynamic models would have generated
both short- and long-term price elasticities. For an excellent treatment of the desir­
ability of various types of demand models, see Hartman (1979).



168 MODELING WATER DEMANDS

Table 5.8. Elasticities for Malmo.

Variable

Inc
Ad
Ch
R
P

Elasticity

+0'11
+0-13
+0-05
-0-21
-0-15

Notes:
1. We define the general concept of elasticity as follows: elasticity =

(dD/dI)(//D), where D is the dependent variable and I is the independent
variable. A linear demand function has a different elasticity at each point.
We suggest that the mean values of D and I be used to determine a single
elasticity for linear equations. For example, the price elasticity for our
model is computed as follows:

-6-42(1,724/75·2) = -0,15.

2. A price elasticity of - 0·15 means that water use in Malmo can be ex­
pected to decrease by 1·5 ~.~ for each 10 ~.;; increase in the real price per m3

.

Since a price increase generates a less than proportional decrease in water
use, price increases will also generate increases in revenues from the sale
of water on a m3 basis.

statistically significant. Furthermore, the signs of the independent variables
are as one would expect.

With the results obtained, elasticity information can be presented. Informa­
tion on price elasticities is required to estimate the impact of price changes on
water use, and also the revenues that will be derived from the sale of water on
a per m 3 basis. This elasticity information is summarized in Table 5.8.

Conclusions

This chapter has provided a brief survey of the components of municipal
water use and the techniques that can be used to construct municipal water
demand models for each component. A model for residential water demand,
perhaps the most important component, was developed for Malmo, Sweden.
The modeling effort for Malmo relied exclusively on the statistical approach,
since this is the most appropriate for the residential category of municipal
use.

The other components of municipal use were not subject to demand
modeling. A complete modeling of water demands in Malmo, similar to
the regional analyses of agricultural and industrial demands presented in
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Chapters 3 and 4, would have required the development of demand models
for other components of municipal water use.

A demand model and a price elasticity estimate have been based on an
analysis of pooled time series and cross-sectional data,1 0 and some lessons
concerning data collection and analysis have been derived. These will be of
use in the design of future demand studies that have as their objective the
estimation of price elasticities. These can be summarized by the following
rules-of-thumb:

(1) collect metered water-use data;
(2) collect data that are disaggregated by user class by taking a stratified

random sample of individual users within each class (a sample of 20
within each user class should be adequate);

(3) collect data (price and water use in particular) over a time series (20 time
periods and 20 changes in real price should be adequate); and

(4) pool these time series and cross-sectional data for purposes of analysis.

10 It is important to recognize that the price elasticity estimate can be used to
predict the impact on Malmo (at one location over time) of changing real prices on
residential water use and revenues from the sale of water. In addition, when coupled
with information on the marginal cost of water. the elasticity estimate would make it
possible to compute the changes in economic efficiency that accompany price changes
(Hanke 1982).





6 Programming Models for
Regional Water Demand
Analysis*

Introduction

Previous chapters have discussed the construction of models of the water
demand relationships for individual and aggregated water users. Each of
these models is of value, in itself, to the institution or person responsible for
the activity, such as the plant or farm manager, or the municipal water supply
utility. But the models have another, wider utility as well, for these individual
users interact in the regional setting to the extent that they share sources of
water or sinks for residuals discharges. Because, even in market economies,
these interactions are usually not mediated by the price system, and because
they often imply conflicts among users and between users and other socially
valued roles for water, it is frequently the case that decisions about the
allocation of water resources must be made by public bodies at the regional
level. In this chapter, the problems requiring regional decisions are briefly
discussed, with special emphasis on the links between the mathematical pro­
gramming models of individual water-use activities through the water
resource. Then, a very simple regional modeling framework is described to
make the discussion of linkage more concrete. Some attention is given to
possible elaborations of this simple framework designed to carry the analysis
beyond instream quantity alone. Finally, some of the central points are
illustrated with a regional environmental quality model of a highly indus­
trialized region of the United States.

The Regional Setting

A region, for purposes of this chapter, is a geographic area containing a
collection of separate water-use activities. The region may be defined by

*This chapter was written by C. S. Russell.
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hydrologic features-in particular, as a river basin-or, as will more often be
the case, by political boundaries. The less well the region corresponds with
discrete hydrologic features, the more complicated the potential political
problems of coordinating separate regional policies and the more difficult it
will be for the modelers to determine what conditions (for example, available
flow in a river) may be taken as given. But the basic points to be discussed in
this chapter will remain relevant so long as there are water resources to be
shared among alternative uses and some mechanism for using the analysis,
deciding on a sharing policy, and putting it into practice. l

It is the necessity for sharing scarce water resources that is at the heart of
water resources management. Another way of putting this central condition
is that not all water users can have all the water they could conceivably use.
Individual demands on the resource must be balanced against each other
within the restrictions of the given supply system or of the expanded system
possibilities defined by the development potential within and outside the
region and by the government's budget for water resource investment. 2

The kinds of conflicts that give rise to the necessity for sharing or balancing
include:

• the sum of potential individual demands for water for consumptive use may
be large enough to produce no flow in a stream under certain rainfall con­
ditions, or to result in salt water intrusion or rapidly falling water levels in
underground aquifers;

• the total of potential individual withdrawals, taken from above some point
on a stream and not returned (discharged) to the stream until some
distance below the point, may be so large as to threaten periodic drying
out of the intervening watercourse;

• either consumptive use or withdrawals significantly separated from dis­
charges may, without actually drying out a stream, threaten to reduce flow
to levels too low to support desired instream uses such as a fishery or
navigation;

• the quantity of waterborne residuals potentially to be discharged by up-

1 In fact, the discussion is not entirely pointless even when the last three conditions
do not apply. Studies of regional solutions which are improvements on the results
of an uncoordinated free-for-all may help to point the way to better institutional
arrangements.
2 It is worth noting in passing that in a market economy it could be the case that
the sharing of scarce water quantity was accomplished through prices just as is the
sharing of wheat or copper or electricity. The problem of sharing the waste
assimilation capacity of natural watercourses might still be a problem requiring
public intervention.
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stream users may be sufficient to destroy or seriously damage instream use
possibilities (as for fishing and swimming), or the pollution may signi­
ficantly raise the costs of downstream industrial, agricultural or municipal
users;

• the timing of potential users may be in conflict, such as when a proposed
flood skimming project would interfere with an anadromous fish run or
peak residuals discharges coincide with seasonal low flows.

It is not necessary to set out an exhaustive catalog to illustrate the point.
The idea behind regional water planning exercises is to make the "best
possible" use of scarce water resources by determining how they should be
allocated rather than by waiting for first-come-first-served, or some other
arbitrary rule to accomplish the allocation. The quotation marks around
"best possible" stress that this phrase does not have a universally accepted
and unambiguous meaning. In this chapter, it shall be taken to mean "most
efficient" in the sense that the econ.::>mic benefits attributable to the resource,
less the costs of using and sharing it, are a maximum. But it is perfectly
possible for regional planning to proceed with the aim of maximizing employ­
ment, or the physical quantity of agricultural output, or even the recreational
possibilities for local residents and tourists. 3 The point to be remembered
here is that the analysis should show the effects of pursuing one set of
objectives as against others.

Where do the benefits and costs just referred to come from? For the most
part these are to be found in the water demand models of individual and
aggregated water-use activities. Thus, to simplify greatly and to concentrate
on water withdrawals in the longer term, there is implicit in each individual
water demand model a relation of the sort shown in Figure 6.1. This relation,
for a particular water user, is essentially a derived demand function for water
withdrawals. It reflects the value of the water as an input to a production or
service process (industrial, agricultural, municipal) or as a final consumption
good for the individual users making up an aggregate user such as a
municipal utility. The net value of the last unit of withdrawal will in general
be greater the smaller the volume withdrawn because it requires additional

3 "Best possible", in the sense used here, is a technocratic criterion. In reality, political
considerations, especially the distribution of benefits and costs to particular groups,
will be important in choosing regional plans and specific project designs. That
realization does not vitiate the discussion here, for efficiency-based models are still
useful (though perhaps not always welcome) in giving a benchmark from which to
measure the costs of particular political modifications. It is also possible, as discussed
later in this chapter, to structure the regional model to take explicit account of some
political considerations, such as the distribution of benefits and costs by subregional
areas.
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Net value of
the marginal
unit withdrawn

(6.1 )

Quantity withdrawn per period

Figure 6.1. Derived demand function for water withdrawal.

inputs of other factors (additional expenses) to substitute for water with­
drawals as the quantity of this factor declines.4

In the simplest possible regional planning situation the question would be
how optimally to share out a given quantity Q, available over some period,
among a set of activities. To make it really simple, withdrawals and dis­
charges may be collapsed into net consumptive use. Such use is shown
schematically in Figure 6.2, where Cj is the quantity consumed per period at
the ith activity. For the problem to be "real" for policy makers. and interest­
ing mathematically, it would of course have to be true that the sum over all
the users of the consumption at which net marginal values were zero was
greater than Q. Then, the problem could be written symbolically as

[ rc, rC2 rc
" JI

m,~,X~,("C) = Jo .f~(('ddcl + Jo .f~(c2)dc2+·"+ Jo .f~(cn)dcn

subjecttocl+'''+Cn~Q, f
where l(c;) is the function giving the net marginal value of consumption, Cj

to the ith user.
It is easy to show that in this simple situation, the optimal regional policy

would be to divide up the available water so that the value of the last unit

4 In the very short term it may not be possible to substitute anyone or several other
factors for water in an industrial plant because of the nature of the capital in place.
For all users, including aggregates of households, the curve will be less elastic in the
short than in the long term.
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Figure 6.2. A simple regional sharing problem.

withdrawn per period is equal for every user. Thus

II (cd = j~(C2) = '" = j~(Cn)'

One way of achieving this would be for the regional planning authority to
charge each user a fee for the consumption privilege equal to the common net
marginal value. 5

But this situation is so drastical1y simplified that it lacks even the rudi­
ments of the water modeling problems that face regional authorities in the
real world. Without attempting to recreate or even review the large and
sophisticated literature existing in this field, it is possible to give the flavor of
these complications by including:

• spatial distribution of withdrawals and discharges; and
• consideration of instream uses. 6

5 The question of what kind of institution is undertaking this planning operation, and
in particular what actions it can take and what policy instruments it can use is of
course worthy of an entire book in its own right (see, for example, Kneese and Bower
1968, Ackerman et al. 1974, Derthick 1974, Okun 1977 for such discussions). Here it
is simply assumed that there is some regional institution able to act to implement the
efficiency solutions to modeling problems.
6 A useful compendium of papers covering much of this literature is to be found in the
volume edited by Biswas (1976). A simpler approach, concentrating on economics will
be found in Howe (1971). An earlier classic in the field is Maass et al. (1962); and a
later volume from roughly the same group at Harvard is Dorfman et al. (1972).
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In addition, it is necessary to discuss the difficulties raised by flow and activity
variability over time-both roughly predictable cyclical variability and
stochastic elements of rainfall, runoff, and hence, streamflow. These topics
will be dealt with in the next section.

Another natural candidate for inclusion in a more realistic though still
schematic model is the supply side of the regional water regime. That is, if the
overall flow constraint, Q, can be relaxed by spending money on impound­
ments, interbasin transfers, pumping of deep ground water, or on any of a
number of other schemes, the balancing act for regional planners will in prin­
ciple involve maximizing the benefits from withdrawals less the costs spent on
flow enhancement. 7 In fact, for political reasons, the opportunities for flow
enhancement may be very limited, and smooth cost functions symmetric with
the net benefit functions may hardly exist. But beyond this, it is again true
that this question merits another entire book-both in its political and its
modeling aspects.

For the purposes of the demand analysis being stressed here, the possi­
bility of relaxing the fundamental flow constraints are for the most part
ignored. The reader is, however, invited to think about the expanded problem
as one of informal iteration between supply and demand planners, with the
demand models discussed here providing estimates of "shadow prices" for
additional flows at various points (Hanke 1978). These shadow prices could
be communicated to the supply division of the authority which could deter­
mine whether any of its available projects would be worthwhile if valued at
these prices.s

Topics of Special Interest in Aggregating Mathematical
Programming Models of Individual Water-use Activities

Regional water demand modeling was introduced above in the simplest
possible context: where the only policy concern was sharing a common point
source of water for consumptive use by a number of would-be consumers. To

7 Even this list demonstrates that the problem very quickly must involve flow
variability. In most cases, flows are scarce, in relation to demands for withdrawals or
consumption, only during dry periods. During high flows all sources can have all they
want-perhaps even all they want at zero price. The supply options, then, will involve
increasing the flow available in the watercourse in the dry periods. See, for example,
Russell et al. (1970) for a discussion of this problem in the municipal context.
8 Another qualification: if, as is likely, supply projects involve very "lumpy" invest­
ments, the addition of one to the regional system may change flows significantly. In
such a case, a single shadow price will not apply, and the situations with and without
the project will have to be compared using areas under the users' net benefit curves
(see Maass et al. 1962).
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make the picture more realistic, it is necessary to add complications. First,
there are other important connections between individual water use activities
and regional water resources in addition to the volume of their consumptive
use. Secondly, there also exist links between the activities implied by the
resource that go beyond simple depletion of a fixed point source. Finally,
there are links between the water demands of the individual activities and the
character of other shared regional resources-for example, air quality.

Links between water-use activities and regional water resources

Chapter 2 noted that there are five important dimensions of water demand:
gross water applied, withdrawals, consumptive use, wastewater discharge
(both quantity and quality), and timing. It is necessary to consider the last
four of these in attempting to characterize "the" regional water demand
problem to be analyzed, although of course it may well turn out that only
some subset really is part of this problem. Whatever the problem dimensions,
they should be reflected in the regional demand model if that model is to be
useful. In addition, in this context, the dimensions generally show up as links
between individual water users and regional water resources.

Thus, water withdrawals, viewed independently of consumptive use and of
wastewater discharge, may be a problem if:

(l) withdrawals are large relative to stream flow or reservoir volume under
certain conditions, and are widely separated spatially (or in time) from
the wastewater discharges, so that a section of stream may from time to
time be dried out; and

(2) the withdrawals are large and the uses are such that aquatic life in the
withdrawn water is destroyed. (Such destruction could result from simple
mechanical screening or agitation and does not require chemical or
thermal pollution.)

The qualifier here, "under certain conditions", is very important. Because
natural runoff, stream flows, and aquifer yields will in general vary both in a
largely predictable seasonal component and stochastically with the weather,
most "problems" discussed here are problems only some fraction of the time.
A central decision in the regional analysis is how to acknowledge and allow
for this. At this point, it is simply assumed that some conditions have been
taken to be of special interest-for example, seven-day, ten-year low stream
flows. Problems are defined relative to these conditions. At other times there
may be no problem. Analysis in these circumstances may appear to make the
timing dimension disappear by using a chosen base situation such as an event
of particular probability. Policy may then seem to be timeless if it takes the
form-reduce regional consumptive use to less than the flow available during
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some low flow period; for example, that expected only X %of the time. But
even in this circumstance, and even ignoring supply side options involving
time, there are in principle several facets of water demand timing to be
analyzed. For example, water storage by individual users after withdrawal;
postponement of user demand by temporary shutdowns; or changes in
internal procedures. 9

Timing may, however, enter the regional problem in other ways than the
variability of the water resource. As an obvious example the water-use
activity may itself have a significant time variability. Thus, irrigation may be
necessary at certain stages of a crop's growth cycle; a food processing plant
is often tied to the harvest rhythm; and another industrial plant may have to
react to peaks in the demand for its product. If these variations in water
demand lead to problems of the sort described above (low flows, unsatisfac­
tory quality, salt water intrusion) then one can say "timing" is part of the
regional water problem. To oversimplify a bit, for purposes of discussion,
reference is made to problems as being those of withdrawal, consumption, or
discharge quality when they arise from a roughly constant demand side inter­
acting with the naturally variable supply of water in the regional system. The
timing label is reserved for problems related to variable uses. 10

Links between water-use activities

A regional water problem might arise simply because an individual water­
use activity was (or was capable of) reducing the quality of nearby water
bodies to unacceptable levels. More realistically, however, there will be many
such activities, and they will interact through the water resource. This linkage
will almost always be more complex than that reflected in the simple summa­
tion of consumptive uses that characterized the initial illustration in this
chapter. In particular:

(1) Upstream and downstream will often be important distinctions. This im­
mediately destroys the symmetry of the simple example, for if activity A
is upstream of B, "saving" a million liters per day at B does not make
another million liters available in the stream between A and B. Only A

9 These strategies are the substance of "water deficit planning", which is to say, finding
the optimal expected shortage for the regional system, determining when supply con­
ditions warrant demand reduction measures, and choosing in advance what these
measures should be (see Russell 1978).
I 0 One "variable use" not mentioned in the catalog above is the support of ana­
dromous fish runs. These may require more instream flow than would be expected on
average from natural meteorological variability and planned water withdrawals and
consumption. and may occur in relatively low flow seasons.
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can increase stream flow between A and B by decreasing consumptive
use, the possibility of pumping aside. (Analogous comments apply in the
case of several activities sharing a regional aquifer, though here the rela­
tions are much less constrained to "upstream" and "downstream".)

(2) Chemical and biological processes take time to work themselves out. This
means, for example, that in general, two activities, each discharging the
same amount of the same residual (say biochemical oxygen demand) but
located at different places along the course of a river, will have different
effects on the quality of the stream at any point below them both.

For the construction ofregional models these complications imply that the
structure of constraints must be expanded to include the necessary book­
keeping for withdrawals, wastewater discharges and resulting stream flows;
and, where quality is a problem, a representation of the biological and
chemical processes as they proceed with time, and hence with flow. Further­
more, this means that, where intake water quality is significant for the user­
as, for example, it clearly is for municipal water supply-a single, two-dimen­
sional derived demand function. will not suffice. The model of water-use
activity must contain information on the costs of dealing with a range of
intake qualities, e.g., through sand and carbon filtration of drinking water to
remove suspended solids, microorganisms, and trace organic chemicals (see
Sontheimer 1978). The expanded models then must reflect value-quantity
relations for every quality of intake water.

Links to other environmental concerns

Because mass and energy are conserved in human production and con­
sumption activities, one may make a priori the argument that a single-minded
concern with a regional water problem may lead to unacceptable, though
unintended, changes in other indicators of environmental quality such as
concentrations of airborne residuals or acres of wetlands destroyed by dredge
spoil or sludge dumping. Thus, as an obvious example, consider the possi­
bility that a water quality problem arising from an excessive organic load will
be attacked by the installation of activated sludge sewage treatment plants
(and perhaps activated carbon filtration as well, if the problem is sufficiently
serious or the desired instream quality sufficiently high). Then, if the sludge
from the activated sludge plant is incinerated and the carbon is regenerated
within the region, the result will be an increase in regional particulate concen­
trations. 11

11 The energy required for operation of the plants will also imply, in general, added
pollution loads from the electric utility industry. Similarly, the power used in irriga­
tion pumps and other water-related machinery will form a link to air quality.
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How great this increase will be depends on the control measures taken at
the incinerator and regeneration furnace. But the need for control measures
can only be determined by reference to regional standards for suspended
particulates, the regional situation without incineration and regeneration,
and the potential contributions to concentrations of the new facilities under
various control assumptions. There is, then, an argument for linking regional
water demand models to models of other facets of the regional environment­
especially to air quality management.

On the other side of this issue there is another a priori argument, namely,
that these links. while real enough, are too small as a practical matter to
warrant extra modeling (or policy-making) effort. The dispute, then, is an
empirical matter, and one with no general answer. In principle, the possibility
of important interaction should be checked in each region. In practice, the
decision to proceed in one direction rather than the other will usually be
made on the basis of a rough, intuitive judgment, for otherwise all the work
for the linked model would have to be done to decide that such a model was
unnecessary. 12

If it is decided to aim at including linkages to the regional air quality
situation, there are essentially two ways to go about it. One is to build a
complete model of both the water demand and the air quality situations. This
model would have, on the air side, all the sources of air pollution with costs
for additional controls, and a model translating these emissions into ambient
air quality. The model solution would take into account all possibilities for
meeting the desired air quality constraints, not just those connected with the
water demand activities. 13 A second, somewhat simpler, method would take
as given, or "background", the air quality from all existing emission sources
with existing (or planned) control measures. This would leave an "increment"
to ambient pollution levels that would be available for the secondary
residuals of the water demand activities. 14 This model would not have to be
so extensive in its coverage of sources or its inclusion ofcontrol alternatives­
potentially a significant saving in information costs.

12 One result that seems to be generally applicable is discussed in the last section of
this chapter. Experience with the Lower Delaware Valley modeling project indicates
that adding the air pollution linkages is neither especially difficult in modeling terms,
nor too demanding of data.
13 It may well be, of course, that public policy on air pollution specifies certain
treatment devices for all sources or at least for all new sources. This greatly simplifies
the modeling process. The same point is true with respect to specifications on the dis­
charge of liquid residuals.
14 Of course, if the increment is zero (or negative) or too small to accommodate the
emissions from the water demand activities using the most stringent available control
technology, this simple approach is infeasible.
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Links between regional water management institutions and individual
water-use activities

This chapter began with an acknowledgment that a fundamental reason
for regional water demand analyses is that the sharing of such scarce regional
resources as stream flows and waste assimilation capacity will usually not be
done in a way that would be judged socially desirable without the intervention
of some institution capable of looking beyond the narrow interest of each
individual activity. For the most part the discussion has been concerned with
how such an institution would model the regional water resources system and
the links between that system and the water users. It is relevant, however, to
ask how the institution will be linked to the users, i.e., how it will achieve the
results it determines to be "best" by influencing the behavior of the individual
activities. It is relevant because the decision may affect the model structure.

Most importantly, if the institution will influence individual decisions by
charging some amount of money per unit of water withdrawn or con­
sumed, or per unit of residual discharged, then the model must be set up so
that the charges appropriate to the desired result are explicitly calculated
from the information available in the solution. One possible scheme for such
a model, described later in this chapter, involves the use oftrial charges as the
basis for an iterative solution of a regional programming (optimization)
model. In a completely linear model it would be possible to calculate appro­
priate charge levels from shadow prices on the various binding constraints
and the parameters indicating the size of the individual activity's contribu­
tion to the constant. I 5

Analogously, if the institution is to achieve its best plan by ordering that
specific actions be taken by individual activities, then those actions must be
found explicitly in the model. A generalized cost-of-withdrawal-reduction
curve that does not provide the institution with the name of the specific
action associated with each point or segment of the curve gives no basis for
policy action to achieve a "best" solution. 16

15 In the simplest case, a binding streamflow constraint where the problem is con­
sumptive use, each upstream activity would subtract from the downstream flow one
gallon for each gallon consumed. If the shadow price of the constraint is Ps in the
optimal solution, then each upstream user should be charged Ps per gallon consumed.
The constraint shadow price will not translate one to one where natural chemical and
biological processes intervene. Thus dischargers of BOD upstream of a binding
dissolved oxygen constraint would appropriately be charged differently depending on
how far above the point identified with the constraint they were located.
16 It also must be recognized that, in many situations, specific discharge limitations
have been imposed on individual discharges, whether or not the resulting set of
actions is the least-cost set to achieve desired ambient water quality standards. Any
regional model must reflect these standards, and be able to assess alternative more or
less stringent standards.
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Problems of Size and Complexity: Simple Illustrations

To take this discussion one step closer to the actual regional modeling
exercise, the following discussion pertains to some very simple model struc­
tures that can be used to illustrate how the linkages described in the previous
section may be handled. As before, the initial theme will be adding complexity
to the simplest situation. But the second part of this section will deal with
simplification. and in particular with size reduction.

Making the simple model more complex

Consider first, a very slight change from the initial model. Instead of a
point source, assume that water is withdrawn from a river and all water
withdrawn is consumed by the respective water users. Then the situation may
be drawn schematically as in Figure 6.3, where Qo is the given input flow to
the part of the regional system of interest to the modeler, and the Qi are the
minimum instream flows that the regional institution wishes to maintain. The
new optimizing problem, using the earlier notation for the marginal net
benefits of various quantities consumed at each activity is:

c~~xc" F(c) = t' f(cddc 1 +... + L'"f(Cn)dCn

subject to

Qo -C 1 ;:: Ql

Qo-C1-c2 ;:: Q2

Qo - C 1 - ... - Cn ;:: Qn'

C 1 Cn

--- I ' I ~

°0

C 2

Figure 6.3. Water consumption along a river.
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Instead of flow constraints, of course, the model might contain net benefit
functions for instream uses. Then the problem might be written

maxF(c) = ff(CJldC I + ... + ff(Cn)dCn+B I(QJl+B 2(Q2)

+ ... + Bn(Qn)
subject to

QI = Qo-cl,etc.,

1

J

(6.3 )

where QI no longer are set as targets, and the Bi(Q;l are functions that tell us
the benefits of having a flow Qi at point i over the period of interest.

To translate the problem into a linear framework it is only necessary to use
linear approximations of the integrals of the marginal net benefit functions
associated with water consumption by each water user (see Figure 6.4). Thus,
for example,

1" f(cJldc I ~ b l c11 +b2CI2+b3CI3, (6.4)

where

C11 +C 12 +c l3 = CI

and

C11~C11; C l2 ~ Cl2 -c11 ; C I3 ~ Cl3 -(\2;

and the b's are the slopes of the approximating linear segments. For the most
part this discussion will concentrate on the constraint sets, but the reader
should thus be able to visualize the function to be maximized.

Cl3

b 3

CI3CI2
Cl2

Consumption per period

C11
Cll

o

Net benefits
per period

Figure 6.4. Linearizing a net benefit function.
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Figure 6.5. Spatial separation of withdrawal and discharge.

To complicate the situation a little more, some spatially separated with­
drawals and wastewater discharges may be considered, as shown in Figure
6.5. If the net benefit relation is an unspecified function G of CI' W10 QI and
Q2, the problem may be written for this little subregion:

maxG(w I,c l ,QI,Q2) }
subject to (6.5)

WI -dl = CI Qo-w 1 = QI Qo-c i = Q2

where, again, Qo is a given inflow into the subregion, and QI and Q2 are the
instream flows.

If there are a number of activities in different locations and with different
characteristics the constraint set can begin to look rather complicated very
quickly. For example, consider the next schematic, presented in Figure 6.6;
both Qo and QI are given input flows, and the remaining Qi are minimum
flow standards. Now the problem of maximizing the net value of water use is
subject to the following constraints:

wl-cl=dl

(6.6)

ws-cs=ds

Qo-c i -W2): <22

QO-C I -C2): <24
QI -W4 -C3 ): <23

QI- C3- C4):<2S

QO-C I -C2 +QI -C3 -C4 ): <26

QO-C I -C2 +QI- C3- C4 -Cs ): <27

So far discharges have been treated only as volumes of water. What if
regional water quality is one of the problems to be addressed? Then it is
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Figure 6.6. A "simple" regional flow problem.

necessary to relate wastewater discharges to the resulting quality of the
regional watercourses. The models doing this are usually called "water
quality models". To do justice to the theories behind and the structures of

fO
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Figure 6.7. A linearized discharge reduction cost function.
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such models would require a much longer explanation of water quality
models than is possible here (for such an introductory discussion, see
Spofford 1975). However, it will at least be possible to show how alternative
levels of residuals discharge can be obtained and how these would enter a
linear constraint set. This will be demonstrated by looking at one discharger
of one residual. Assume that residuals discharge in the absence of control is
ra and that the cost of reducing that discharge is approximated by the piece­
wise linear function shown in Figure 6.7.

Then the cost function for reduction of residuals discharge (to be incor­
porated in the overall objective function of the regional linear program­
ming-LP-model) is:

e(r) = IXlel +IX2 e 2 +IX3 e 3 , (6.7)

where the actual discharge, r, is produced in the LP model by a constraint

ra-e l -e2 -e3 -r ~ 0, (6.8)

and

e j ~ el e2 ~ e2-el e3 ~ ra-e2' (6.9)

The instream quality constraint might have the form: the concentration of
the residual at some point downstream must be less than or equal to R. Then,
for the linear model, a water quality model would be used to produce a
constant, y, that related discharge "r" to downstream concentration, taking
account of dilution and any processes that change the residual chemically.
The resulting constraint on quality would be simply

(6.11)
e I2 ··• en2

ell ... enlremoval per unit

treatment I 7 of each r

]

I
elm'" e nm J

unit costs of wastewater treatment 18 c 1 en

17 It is useful to think of the unit of treatment as an amount of wastewater, say 10 m3,

entering the treatment plant. Because inlet concentrations are known, this is a
summary number for the amounts of residuals in that volume of the wastewater.
18 Linear models deal with the portion of the cost curve over which the slope is
relatively constant.

yr ~ R. (6.10)

When there are m residuals in the wastewater stream, and n alternatives for
treating that stream, the model of a water-use activity could contain a
treatment section, defining discharges rI' ... , rm of each residual. Thus,

wastewater treatment alternatives T I ... T"
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Then the objective function costs will include

clTI + ... +cnTn,

and the constraint set will include:

rl-Tle ll - -Tnenl-D I :::;; 0 1

rm- Tle lm - - Tnenm -Dm :::;; 0 J

(6.12)

(6.13 )

where the D i are the actual discharges.
This scheme can be further complicated to show that certain treatment

processes are alternatives and that others must occur in sequence. This is
accomplished by using the flow variable for the wastewater stream explicitly.
Consider, for example, three wastewater treatment processes, the first two of
which can only be used in sequence and the third of which is an alternative
to the first two. In matrix form:

Treatment Residual discharge
alternatives alternatives

T1 T2 T3 D1 D2 D3 D4

raw wastewater flow. Qw -1 -1 -1
flow out of first stage +1 -1 -1
flow out of second stage +1 -1
flow out of alternative unit +1 -I

1"11 1'21 1"31 1'41

residuals in wastewater streams 1'12 1'22 r32 r42

at each stage (kg/I)
r1m r2m r 3m r4m

unit costs of wastewater treatment (1 (2 (3

---

Now, the constraint set includes the following relations:

Qw-TI-T3-DI:::;; 0, (6.14)

which says that all the raw wastewater must either be treated in process 1, or
process 3, or discharged;

TI - T2 - D 2 :::;; 0, (6.15 )

which says that all the effluent from process 1 must either go into process 2
or be discharged;

T2 -D 3 :::;; 0, (6.16 )
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which says that any effluent from process 2 must be accounted for by
discharge; and

T3-D4~O, (6.17)

which says the same thing for process 3. Attached to each of the discharge
activities are concentrations of residuals in the wastewater in question (these
are shown below the flow variables in the matrix section displayed above):
D 1 is the raw stream; the D z loadings reflect the removal levels achieved in
process I; the D 3 loadings reflect the additional removal in process 2; and the
D4 loadings reflect the removal achieved in process 3. 19 It is simple to add
individual accounting variables for each residual discharged in order to have
explicit variables with which to enter the water quality model, assuming
linearity and no joint effects.

Complexity, size, and size reduction

The model descriptions in Chapters 2-5, reinforced by the above brief
discussion of how the regional context can complicate matters, should
suggest that models for regional water demand analysis can become very
large and complicated. But size itself can be a problem for the modeler and
his or her employers. This is partly for reasons of presentation and accept­
ability of results and partly because of computational limitations.zo It seems
to be true that the more complex the model-either component by com­
ponent or viewed as a set of components-the less likely are practical people
to take it seriously. One has to admit that there is only anecdotal evidence for
this assertion, and size is surely not the only significant consideration here. ZI

At a guess, the acid test may be whether or not counter-intuitive results from
the model can be explained in reasonable ways. It is not, of course, claimed
that simple models are "better" models-for example, that they predict with
more accuracy, if x then y. But, it is far from clear that bigger and more
complex models are better either, and one may never know how the two com-

19 The amount of residual i to be discharged is then

D1 r1i + D2 r2i +D3r3i +D4 r4i ,

where the Di units are 10m3 and the r + i are kg/10m3
, for example.

20 There also may be an insufficiency of analytical resources, e.g., combination of
knowledgeable personnel, available data, and computer facilities to develop a regional
model and produce outputs therefrom within the time available.
21 Compare, for example, the public interest in US EPA's Strategic Environmental
Assessment System (SEAS), which is enormously complex, and in the Meadows et al.
(1972) Limits to Growth model. It will take decades of real experience to tell which
model is the better predictor, but there is no contest on the interest front, and it is
difficult to influence policy, for good or ill, if there is no interest.
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pare if, given the choice, decision-makers prefer to rely on the simpler
varieties.

Computationally, simplicity has its advantages as well, whether one takes
the word to refer to size or structure or a combination of the two. This is less
of a problem for simulation than for optimization models, although some of
the same generic difficulties haunt both varieties. With optimization models,
the limitations can really produce problems long before even a modest
amount of regional detail has been included. If the form of the model is kept
linear, then the powerful and reliable technique of linear programming is
available for solution. Even this method has its practical size limits, however,
related to matrix inversion and rounding error. These limits change as new
machines and algorithms are developed, but are, at any time, below the limits
of imagination of regional modelers with a thirst for completeness. The
addition of integer (yes-no) variables further reduces the size of the model
that is computationally practical. And once the problem is allowed to escape
from the linear world, computational difficulties seem to become overwhelm­
ing. Nonlinear solution techniques, while reasonably well developed in
theory, and proved workable with problems on the order of 100 variables,
cannot be pushed to the sizes required for representation of any large fraction
of the options for managing regional water resources. The desire to include
dynamic decision elements forces the modeler into even more restrictive
methods.

What alternatives are available for trying to keep regional water demand
models simple? One possible line is to limit the number of actual decision
variables by including many activities in what is commonly called "back­
ground". Thus, for example, if a region has a few major users of water or
dischargers of residuals and a number of much smaller ones, it may well be
that the total effect of even a large change in the activity levels of the smaller
activities will be unnoticeable (or nearly so) on the regional level. In such a
case very little is lost and considerable simplicity may be gained by treating
the small activities as fixed, exogenous inputs to the model, and reserving the
decision variables for the large water users. 2

2

A second method of simplification involves taking an aggregate view of a
particular water-use activity rather than attempting to include its individual
units. This path differs from the first in that the resulting aggregated
submodel may contain decision variables. That is, in general, aggregation will
not imply that activities are relegated to background, but merely that the

22 This need not imply that these small activities are left alone in whatever regional
plan is eventually put into effect. In a water quality plan, for example, they might be
ordered to reduce discharges by as much as the average large source. The point is only
that whatever they are told to do will not affect the policy choice from the model by
much.
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number of decision or endogenous variables will be reduced. Thus, the
aggregate of households within a municipal water supply system or sewer
district is a common unit of study, one discussed in Chapter 5. In modeling
the natural world, an analogous approach leads us to the familiar Streeter­
Phelps biochemical oxygen demand/dissolved oxygen (BOD/DO) models,
for these may be thought of as aggregate approximations, not only over
individuals but over ecological communities. That is. Streeter-Phelps folds
into a big black box the many "compartments" of the aquatic ecological
system (e.g., decomposing bacteria. algae, zooplankton, herbivorous fish.
carnivorous fish) and measures empirically the net total effect of this system
on incoming BOD loads and on the DO measure of stream quality.

Finally, it is possible to do the detailed work on component models first
and then to return to simpler versions for the overall regional model via one
or another process of condensation or approximation. For example, complex,
nonlinear model(s) of aquatic ecology might be constructed and tested for the
regional watercourse(s). For the regional application it might well seem
worthwhile to strive for linearity and hence computational ease in the optim­
ization. To get there, it is possible to linearize the model around a point (a
vector of flow. residuals discharges and other exogenous variables) and to use
the linearized version in the regional model. Of course it would be valuable
to have a better idea than one now does about the costs of such a
strategy-especially by how much flows and discharges could be changed
before the approximation became unacceptable.

Somewhat less exotic is the possibility of "condensing" large linear
components of the regional model by repeated solution. Consider, for
example, a petroleum refinery model designed to find the minimum cost of
producing a particular output mix, while at the same time meeting constraints
on residuals discharges and water consumption. The model would include
the costs of water withdrawal, of applicable treatment and wastewater re­
circulation alternatives, as well as those of such purchased inputs as labor,
electricity, and chemicals. Schematically, the model might be represented as
shown in Figure 6.8. For any particular run all relevant prices may be chosen
and all the constraints set at desired levels.

Such a model might, for example, be used to trace out a cost curve for BOD
discharge reduction, for given values of all the other prices and constraints,
simply by making successive reductions in allowed BOD discharges. If the
values of other variables used in this first exercise are kept the same and
another residual discharge constraint tightened, the result is a second dis­
charge reduction cost curve compatible with the first. This process may be
repeated for all residuals singly and for combinations of discharge constraints
on 2, 3, up to all residuals. The costs of changing water consumption or
withdrawal may be similarly investigated. Pursuing such a course produces a
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large amount of information that may conveniently be summarized as a set
of vectors of the following form:

Vector i

Discharge level for residual 1 r1 i

Discharge level for residual 2 r2i

Discharge level for resid ual m rmi

Consumption of water Ci

Cost of the chosen constraint seta Zi

aThe cost of the constraint set is the difference
between the objective function value with those
constraints and the value for the base case,
i.e., generally the situation with no constraints
on water consumption, residuals discharge, or
other matters involved in the regional problem
context.

Because a refinery is usually characterized by its size in thousands of barrels
of crude oil input per day, it is convenient to think of all this information in
per-barrel-of-crude terms. Thus, dividing through by the refinery size, S, we
get a new set of vectors:

Vector i

Discharge of residuall per barrel of crude input rli/S
Discharge of residual 2 per barrel of crude input rdS

Discharge of residual m per barrel of crude input rmJS
Water consumption per barrel of crude input cjS
Cost per barrel of crude input ZjS

These may be combined into a new and very simple linear model of discharge
reduction at the refinery, given the particular constellation of prices and
products chosen for the runs described above. This model has only m +2
rows: one for each residual; one for water consumption; and one for a "pro-
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duction constraint"; that is, a requirement that the refinery operate at the size
level S. Thus:

Production alternatives: A I An R I R 2 Rm C RHS

Matrix: 1 1 -1 ~S

r1 [IS rln/S ~O

r21 /S r2n/S -I ~O

rmIlS rmn/S -1 ~O

cliS cn/S -I ~O

Objective Fn: 2dS 2 n/S E[ E2 ... Em W;

where E j is a unit charge on the discharge of the ith residual, and ~ is a
charge per unit of water consumed. In the regional context, R 1 .•• R m , the
discharges, enter the relevant water quality models, and C the relevant flow
book-keeping constraints. The charges may be arbitrarily assigned as part of
a simulation of a possible regional policy, or they may be chosen in some
systematic way. (In one such way, described in the next section, these charge
parameters are central to an iterative technique for solving a nonlinear
regional model.) Thus, when, for the regional analysis, one is content to
choose a single set of product requirements, input prices, and so forth, one
can dispense with all of the mathematical programming model except the
result summary. All the other capabilities will be wasted in any case. By
making this choice to restrict the field of vision, one can reduce individual
activity models in row size by factors of 30-50, reducing 300-500 rows to
about 10 (for further details, see Russell 1973).

A Regional Example

To see how the ideas treated abstractly in the above sections may be
applied to real problems, it would be useful to have an example of a complex,
operating, regional model, one focused on water quantity and incorporating
demand functions for individual water-use activities. Efforts to construct such
models have been made (for an early example, see Maass et al. 1962). But the
models that seem best to fit the other didactic requirements of this chapter
involve water quality rather than quantity. This is because it is in the area of
water pollution control that individual activity models seem to have been
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most fully developed. One SUCD model is that of the Lower Delaware Valley
constructed at Resources for the Future in the 1970s, and its general
structure, together with some detail about its activity components, will be
described below.

Even though water quantity and quality are not perfectly interchangeable
problems, they do share the important characteristic of involving over-
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and R. A. Kelly (1976) Environmental Quality Management: An Application to the
Lower Delaware Valley (Washington, DC: Resources for the Future). Fig. 1. Repro­
duced with permission.
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arching constraints that link the individual activities through the water­
course(s) of the region. Thus their general structure is very similar, though the
necessary models of the natural world are more complex in the water quality
problem. At the same time, even though quantities withdrawn and discharged
are not the focus of this model's activity components, the same modeling
techniques described in Chapter 2 are relevant. Therefore, this example is
rather more to the point than may appear from the shift in emphasis.

The basic purpose of the Delaware Estuary modeling project at Resources
for the Future was to investigate the problems, and potential gains in
information obtained, associated with adding certain complexities and refine­
ments to previous approaches to regional water quality management. 23

Specifically, the intentions were to investigate the feasibility and desirability
of:

• including air quality and solid waste management, together with water
quality, in a single model so that nonmarket interactions among these
problems were reflected in the simultaneous solution for the three problem
areas;

• introducing a complex, nonlinear aquatic ecosystem model into the water
quality management subsystem;

• expanding the information available from the model beyond the familiar
aggregate efficiency results to include the incidence of costs and ambient
quality levels on geographically defined political jurisdictions throughout
the region.

These goals were pursued in the context of an intensely developed industrial
region of the Lower Delaware Valley, with many very large and complex
sources of residuals discharges (see Figure 6.9). The model structure involved
minimization of the costs of meeting ambient environmental quality con­
straints. There was no explicit concern with water quantity in the estuary,
though volumes of withdrawals and wastewater (residual) discharges for
individual sources were usually known and were used in costing treatment
and recirculation activities. This was a conscious decision, for it was taken as
a starting point that the water management problem in the region was water
quality.24 It was further assumed that the policy targets to be chosen in this
connection would be instream water quality standards, and that the instru-

23 For a description of the earlier Delaware modeling work, which represents the
"classic" case, see Delaware River Basin Commission (1970). The material in this
section is based on two recent reports from the project: Russell and Spofford (1977),
and Spofford et al. (1976).

24 This is not strictly true, as will be discussed below.
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ments used to achieve the targets would be either discharge standards or
effluent charges. Z5 (The two instruments are conveniently "dual" in the
ambient quality optimization problem.) On the institutional side it was as­
sumed, purely for research purposes and not because the outcome was
thought likely, that the quality targets would be chosen by a regional insti­
tution in which decisions would rest with a "legislature" made up of one
representative from each of 57 jurisdictions each with a population of about
100000 (these jurisdictions were designed by the modeling team and were
combinations of existing local jurisdictions). The representatives to this legis­
lature were assumed to be particularly interested in the cost and ambient
quality implications for their own jurisdictions of alternative management
plans.

Because the modeling team felt that it would be causing itself plenty of
problems with the complexities already identified, it chose to make the model
a static rather than dynamic or stochastic one, and to confine the study to a
partial view of economic equilibrium-that is, the model traces only the first
round of effects from a policy and not the subsequent rounds of adjustment
that are captured in, for example, an input-output model.

The model that grew out of all of these considerations is shown schema­
tically in Figure 6.10. In the upper left-hand block is the basic driving force,
an LP model of residuals generation and discharge. It is in this block that the
minimum "production" constraints are found. The output of this submodel
is a vector of residuals discharges, identified by substance, discharge medium,
and location. The block below this represents the environmental models; in
particular, the aquatic ecosystem model of the Delaware Estuary (Kelly 1976)
and the regional dispersion models for gaseous emissions (TRW, Inc. 1970).
These submodels accept as inputs the vectors of residuals from the pro­
duction-disposal LP and produce as outputs vectors of ambient quality
levels (e.g., SOz, suspended particulates, dissolved oxygen, and fish concen­
trations) at numerous locations in the region. These concentrations are, in
turn, treated as input to the environmental "evaluation" submodel in the
lower right of the diagram. Here the ambient concentrations implied by one
solution of the production-disposal submodel are compared with the en­
vironmental quality constraints (ambient standards) imposed for the model
run. To the extent that specific constraints are violated, "penalties" are

25 The work began in 1969 before passage of the 1972 Amendments to the Federal
Water Pollution Control Act. These Amendments mandated the adoption of dis­
charge limitations based on the capabilities of technological processes. However, the
Act also specified that if the installation of such measures were insufficient to achieve
the ambient water quality standards adopted under the aegis of previous legislation,
additional measures would have to be taken.
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imposed using steeply nonlinear penalty functions, so that the size of the
penalty grows very rapidly as the size of the violation increases. 26

The marginal penalties calculated in the evaluation submodel after a
solution of the production-disposal submodel are then transferred back to
the production-disposal block where they are applied as trial "effluent
charges" to the appropriate discharges. 27 The production-disposal submodel
is then solved again, subject to all the original constraints, and with the new
unit costs attached to discharges. The resulting solution is used as the basis
for another pass through the other parts of the model. This discussion over­
simplifies the actual algorithm, but gives the reader its flavor. One additional
complication should, however, be mentioned here. At each iteration, it is
necessary to provide "artificial" constraints on the discharges in the produc­
tion and discharge submodel since otherwise that model, being linear, would
tend to oscillate between extreme solutions.

The residuals generation and discharge portion of the regional model is
composed of six separate LP modules arranged as depicted in Table 6.1. As
can be seen in this table, the model is a large one, with almost 8000 variables
(columns) and over 3000 constraining relationships (rows). Almost 800
individual residuals discharges, from about 300 activities in the region, enter
the environmental models. The fifth column of this table describes the type,
and indicates the number (in parentheses), of activities in the region that are
included in the model with residuals management options. An example of the
kinds of management options provided in the model is shown in Table 6.2 for
the petroleum refineries. The sixth, and final, column in Table 6.1 depicts the
distribution constraints potentially available in each of the six LP modules.
These constraints allowed the model user to specify, for example, that electric
utility bills could not rise in jurisdiction j by more than x % in a particular
run; or that household payments for sewage treatment could not rise by more
than y ~;;,. Except for the costs of sewage disposal, there is one constraint for
each type of extra cost for each of the 57 political jurisdictions into which the
Lower Delaware Valley was divided for modeling purposes. (There are only
46 extra costs for sewage disposal in the model because 11 jurisdictions do

26 These penalty functions are simply mathematical devices designed to allow the
solution of an optimization problem in which the constraints are inherently nonlinear.
Their function, very briefly, is to transfer the nonlinearity from the constraint set to
the objective function where it is more easily dealt with. The study was concerned with
the marginal penalties attributable to specific discharges (by substance and location).
These are calculated in the evaluation submodel, using information from the environ­
mental models. This latter information consists of environmental "response coef­
ficients", which relate small changes in specific discharges to ambient concentrations.
27 At the optimum, the marginal penalties do represent the optimal, or efficient,
effluent charge set.
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Table 6.2. An example of residuals management options available to dischargers in
the Lower Delaware Valley model-petroleum refineries. From W.O. Spofford. Jr.
C. S. RusselL and R. A. Kelly (1976) Environmental Quality Management: An Applica­
tion to the Lower Delaware Valley (Washington. DC: Resources for the Future). Table
B-2. Reprinted with permission.

Management option available

Primary
residual
reduced

Secondary
residual
generated

Ash

None
None (heat to
atmosphere
ignored)
Particulates,
suspended
solids

Ash

Sludge

Heat

BOD

Particulates

Particulates
BOD, toxics,
ammonia

Sludge6. Sludge drying and incineration

Change in raw material input mix:
1. Purchased fuel alternati ves: residual fuel oil,

3 grades (sulfur contents 0'5,1,0, and 2·0 %) SOz None
2. Charge of lower sulfur crude, 2 grades (sulfur

contents 0-4 and 1-44 '!~) SOz None
3. Sell, rather than burn, certain high-sulfur

products, e.g., sour refinery coke (3'32 %sulfur),
sweet coke (1'57 %sulfur). desulfurized refinery
gas (0'1 '!~ sulfur) SOz, particulates None

Residuals modification processes:
1. Cyclone collectors on cat-cracker catalyst

regenerator (two removal efficiencies: 70 and
85%)

2. Electrostatic precipitator on cat-cracker
catalyst regenerator (removal efficiency 95 %)

3. Secondary and tertiary treatment for sour
water condensate

4. Various re-use alternatives for treated
wastewater (cooling tower water makeup,
desalter water, boiler feedwater )

5. Cooling tower(s) for segregated noncontact
cooling water

not discharge any sewage at all to the estuary and those jurisdictions were not
forced to share directly the costs of the jurisdictions with estuary discharges.)

There are potentially three kinds of lessons to be drawn from the construc­
tion and use of a model of this type in water resources management:

(1) lessons about policy alternatives;
(2) lessons about model design and utility in the policy-making process;
(3) lessons about model design, cost, information loss, and conformity to the

problem.



202 MODELING WATER DEMANDS

On the basis of exp~riencewith the model, something can be said about the
costs and feasibility of various alternative ambient quality standards. But
because the concern of this book is with general methodological issues, only
a reference to that discussion is provided (Spofford et at. 1976). On the other
hand, there has been no use of the model in policy making, so there exist no
useful lessons on point two. Accordingly, the paragraphs below deal ex­
clusively with matters falling under point (3), lessons about model design,
cost, information loss, and conformity to the problem at hand.

(a) Even with considerable effort at simplification, regional water demand
models may become very large. In the case of the Delaware, of course, size
was related closely to the goal of bringing in air quality and solid waste
simultaneously with water quality. But if one has a situation in which such
extensions seem necessary, the possibility of a smaller, "water only" model is
not a real one (as discussed below, one is inclined to think that on balance
the simultaneous treatment of the three environmental quality problems is
worth its costs). In the Delaware case the efforts to simplify included:
• Condensation of the major LP submodels developed for petroleum refineries

and steel mills, using the technique of repeated solution for different en­
vironmental constraints described above. Thus, instead of seven refinery
submodels with 300 rows each, the model incorporated seven with about
ten rows each; similarly for the five steel mills modeled.

• Aggregation of individual stacks at multiple stack enterprises (such as the
refineries and chemical plants) into one large "virtual stack".28

• Elimination of all discharge management alternatives for sources whose air­
borne residuals emissions of S02 and particulates both resulted in maxi­
mum annual average ground level concentrations less than 25/lg/m 3

.

These sources, numbering over 200, were made part of regional "back­
ground".

(b) Happily, although large size may be very difficult to avoid, it need not
be a devastating problem for the modeler, particularly the modeler who
confines him- or herself to linear structures. The especially trying problems
encountered in the Delaware project were not the result of size so much as

z~ This aggregation process was based on contribution to ground level concentrations
of SOz and suspended particulates. The virtual stack had an emission rate equal to
the sum of the emission rates of the stacks it replaced, but the stack height, and gas
exit velocity and temperature were chosen to produce the same maximum contri­
bution to ground level concentration at the same direction from the stack as was the
case for the combination of original stacks. (In the inventory of sources used, multiple
stacks for a single plant were always listed at the same grid coordinate. The inventory
was: US Environmental Protection Agency, Implementation Planning Program Air
Quality Control Region Inventory of Gaseous Emissions.)



Target outputs" (mg/l)
Algae
Fish
Dissolved oxygen

REGIONAL WATER DEMAND ANALYSIS 203

of nonlinearity and possibly nonconvexity. In particular. it was found that the
model was very expensive to run and that one could not put very much stock
in the exact solution values for the choice variables-most importantly, the
discharges of residuals by source. The cost problem was principally ac­
counted for by the iterative nature of the nonlinear solution algorithm.
Generally runs were stopped after 30 iterations even when the exact require­
ments for internal stopping had not been met. At the cheapest rates available
to the modeling team such a run cost about $40 per iteration or $1200 per
run.

The unreliability of the solution variables has been variously interpreted:
as evidence of a flat response surface; as evidence of the substantial inef­
ficiency of the home-grown algorithm; and as evidence of nonconvexity. The
author's inclination is to accept the last diagnosis, particularly in light of an

Table 6.3. The Delaware Estuary ecosystem model (for details. see Kelly
1976).

Endogenous variables (compartments. mg/I)
Algae
Zooplankton (herbivores, detritivores, and bacterivores)
Bacteria
Fish
Dissolved oxygen (DO)
Organic matter (as BOD)
Nitrogen
Phosphorus
Toxics
Suspended solids
Temperature (OC)

Inputs of residuals (lb/day)
Organic material (as BOD)
Nitrogen
Phosphorus
Toxics
Suspended solids
Heat (Btu)

Model
Type: materials balance-trophic level
Characteristics: deterministic, nonsteady state
Calibration: based on September 1970 flow at Trenton, NJ. of 4146 cfs

Reaches
Number: 22

a Management model operated for relevant minimum. or maximum, allow­
able ambient concentrations ("standards").
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informal comment by an authority in the field to the effect that 90 % of all
applied nonlinear models will be nonconvex. Recently, a fully linear model of
the same system has been completed and run on a very preliminary test basis.
Indications are that the cost problem is considerably mitigated, though per
run costs are still far from negligible because decomposition is necessary, and
so iteration is not avoided.

(c) Whatever the reason for the unreliability of model output, the exist­
ence of the problem severely curtailed the model's usefulness in addressing
the range of questions for which it was designed. While no inconsistencies
were observed in solving for the costs of various alternative quality standards,
it was found that when constraints on the distribution of costs were added,
things broke down. Specifically, adding such constraints would sometimes
make the overall cost of the ambient quality standard lower-clearly a
nonsense result. If such unreliability is related to nonlinearity and noncon­
vexity, and if nonconvexity is indeed pervasive in applied modeling, this
seems a powerful argument against the use of nonlinear optimization models
for complex water management problems (or for any problem for that
matter).

, ,, , ,....:[j
Figure 6.11. Diagram of material flows among compartments within a single reach,
Delaware Estuary ecosystem model. Notation: N, nitrogen; P, phosphorus; A, algae;
B, bacteria; H, zooplankton; F, fish; L, organic matter (as BOD); 0, dissolved oxygen.
Note: the three remaining variables-heat (temperature), toxics, and suspended
solids-are assumed to affect the rates of material transfers among the ecosystem
components (compartments). From W. O. Spofford, Jr, C. S. Russell, and R. A. Kelly
(1975) Operational problems in large-scale residuals management models, in E. S.
Mills (ed) Economic Analysis ofEnvironmental Problems (New York: National Bureau
of Economic Research). Reproduced with permission.
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To give the reader a taste of the ecological model included in the Delaware
model, Table 6.3 shows a summary of the variables it contained, the inputs
accepted, and the outputs generated. Figure 6.11 is a schematic of the
material flows linking the several compartments. It is only fair, however, to
note the assertion often made by ecologists that only such nonlinear models
as this one, or preferably an even more complex version, can do justice to the
ecological system-the food web-and that while linear models may be
constructed to do well in the neighborhood of the flow and discharge levels
of the initial conditions, significant changes in any of these will have serious
detrimental effects on their accuracy.

(d) The inclusion of air quality and solid waste management simul­
taneously with water management narrowly defined is probably, in many
situations, worth the costs. These costs are not overwhelming. Data are no
worse (and no better) for air pollution generation and control costs than for
water, and no nonlinearities need be introduced simply because a decision is
made to cut across the media. On the other hand, there was evidence in the
Delaware model runs of significant interconnections among the ambient en­
vironmental quality standards, with the marginal costs of meeting increasingly
tougher water quality standards being higher the stricter the air quality
standards applying at the time. This kind of effect, if ignored, in the process
of choosing water quality standards, could lead to political problems in im­
plementation, for actual costs could be significantly higher than estimated
costs. With full knowledge of the implications of interactions, a different
(lower) quality standard might be chosen.

(e) Finally, the Delaware modeling experience makes it likely that a
serious attempt at water management modeling will outstrip the available
data without much effort. To the extent data are available at all, they have
probably been collected disjointedly, by researchers from different disciplines
and institutions with distinct research interests. Because water management
models will generally involve integration of various parts of the system­
especially human economic activities and natural processes-they will de­
mand integrated data for fitting and for verification of predictive ability. For
the Delaware, for example, it would have been extremely useful to have had
several sets of related data on streamflows, ambient water quality and
charges. Here "related" means that the timing of the discharge data was such
that it would be reasonable to see them as a cause of the water quality
readings. In fact, there were no such data, but only one set of baseline
discharge quantities and a few completely unrelated sets of water quality
readings. In such circumstances, it is impossible to have even the roughest
assurance that the overall model approximately describes the real world, and
one is flying on faith. Such a situation would make it nearly impossible to sell
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the model as a useful basis for choosing between alternative policies, even if
policy makers were inclined to seek such bases for their decisions.

Conclusions

This chapter represents an attempt to bring together some of the key issues
involved in the design and construction of models for the analysis of regionaL
water demand problems. The approach taken has been to concentrate on
how mathematical programming models of individual water use activities,
such as those described in Chapters 3-5, can be linked in the regional context
and how those links can be translated into model variables. The points made
about these links were illustrated using a few simple, schematic, "regional"
situations. Even in these very simple contexts, it became evident that regional
models might easily become enormous and complicated, so some time was
spent discussing techniques for size reduction and simplification, particularly
as applied to large programming models for individual water-use activities.
In the last section of the chapter a regional modeling project conducted at
Resources for the Future was described. While the resulting model dealt only
with water quality and not quantity, it served to emphasize many of the
points made in the other sections, for problems of design and of model size
reduction were important in the project.

In the final analysis, however, every regional model will be to some extent
custom-built, for the policy problems, data resources, and institutional
situations encountered make each region unique. The principles and tricks
described here may be useful, but it does not seem possible to produce a
thorough "handbook" of regional modeling that will reduce the job to a
mechanical combining of standardized parts. This means there are still many
challenges for ingenious modelers, but it also means that the creation of
models in real situations will remain expensive undertakings.



7 The National Perspective in
Water Demand Modeling*

Introduction

The structure chosen for this book leads at this point to a consideration of
the next level of demand aggregation: that of the nation. That is, whether one
views a nation as a collection of geographic regions or of economic sectors­
each subunit in turn made up of individual water-use activities-a national
water demand model ought in principle to be producible from the building
blocks described in Chapters 3-6. Indeed, there is no reason at this level of
abstraction to stop at the national level. A multi-country model might in
some circumstances be a useful analytical tool. Even a continental model
could be considered (and has been, at least as far as water use rather than
demand is concerned. Reid and Muiga (1976) describe the first steps in
developing models based on water-use coefficients per capita in Asia, Africa,
and Latin America). The grandest design of all would be a global water
demand model; and Batisse (1976) has attempted an informal and highly
aggregated analysis along these lines.

This chapter deals only with national models, however; and, in fact, almost
all the works referred to are national water lise rather than national water
demand studies. Why there should be this rather large gap between analytical
possibilities and realizations is not an easy question to answer in a complete
and convincing way. Some partial but persuasive reasons may, however, be
suggested here. First, the concept and practical meaning of the price (or even
of user cost) of water are altogether unclear at such an aggregated level.
Water markets, even where they exist, are segmented both by institutional
and by physical realities. Administered prices differ for many reasons between
water supply organizations, and most large withdrawers, especially industry
and power generation, often face only internally defined user costs since in
most countries there are still no organizations that have the power to charge
them for the withdrawn volumes. Predicting, say, withdrawal volumes across

*This chapter was written by J. Kindler and C. S. Russell.
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a nation therefore involves considerable difficulty since in most countries
there is no such thing as a uniform nationwide "price" per cubic meter of
water. In addition, there are the problems of aggregation and the distinction
between net and gross withdrawals which, as is discussed below, can wreak
havoc with the interpretation of national, sectoral, or even regional totals.
Finally, it is undoubtedly of some importance that this area has traditionally
been the province of engineers, and particularly engineers attached to
government agencies with responsibility for supply project evaluation and
planning. This orientation, naturally enough, has encouraged concentration
on use requirements that should be met, rather than on schedules of demand
that would be relevant only to agencies with price-setting authority.

Within this limited approach, however, there exists a large number of
exercises aimed at one or another of the model purposes identified in Chapter
1: baseline forecasting; the analysis of the impact of government policies;
or the balancing of water use and supply. In the sections that follow, each
of these purposes is discussed in turn, with reference where appropriate to
a sample of studies from a variety of countries. The purpose here is not only
to describe, however; we also attempt to offer observations and critical com­
ment on the utility of national level studies generally.

Baseline Forecasting

Because this purpose, by definition, involves projections in which baseline
conditions, including relative prices and unit costs, are held constant, as well
as those in which no changes in base-line public policies are allowed to enter,
the distinction between demand and use is not an especially useful one in this
context. While it may seem most unlikely that such a condition of constancy
would ever be observed over any significant period in the future, there is no
reason to think it any less likely than the occurrence of any other highly
specific prediction. There is therefore no reason to assume that baseline
water-use forecasts are a priori invalid or ridiculous. This section includes a
few remarks on the goals asserted for these studies, a brief description of some
typical methodologies, and, finally, comments addressing issues other than
those raised by ignoring price sensitivity and future government policy
options.

Baseline water-use forecasting, as one might imagine, is usually undertaken
with the idea of identifying "problems" before they become crises; or, said in
a more positive way, of providing lead times for planning and consequent
management actions for dealing with anticipated problems (see, for example,
the two water resources assessments carried out by the US Water Resources
Council 1968, 1978). In these studies, a "problem" is usually taken to exist
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when projected water use exceeds some (probabilistically) assured level of
supply availability. Sometimes this goal is stated explicitly (as in Reid and
Muiga 1976); in other studies it is implicit in the presentation of results and
the tone of the discussion (e.g., Institute for Futures Research, University of
Stellenbosch, South Africa, 1978, p5: "It is therefore reasonable to assume
that the South African water situation is not as depressing as has been
previously stated, but it is nevertheless serious. The demand for water is likely
to exceed the supply by the year 2025 ...").

In the pursuit of the goal of problem identification, baseline water-use
forecasting studies employ methods that are roughly analogous to the
statistical and engineering approaches to generating water demand relations
discussed at some length in Chapter 2. One statistical technique is the fitting
of trend lines to existing data at the national level.

Another use of statistical methods is the estimation of equations for
predicting national average water-use coefficients for different sectors as
functions of exogenous variables such as income, production levels, climate,
etc., as appropriate to the sector. Reid and Muiga (1976), for example, predict
municipal water use per capita for inhabitants of cities in developing
countries in Asia, Africa, and Latin America, as linear functions of community
population, percentage of homes connected to public water supply in the
community, and average annual per capita income-whether national or by
city is not clear. (Because price is not included in these equations they are
effectively, if not by design, the reduced form equations for quantity from the
demand-supply system of equations.)

The South African report referred to above reflects a methodology with
conceptual similarities to the engineering method of demand analysis. Here
"detailed sectoral and regional analysis", which includes consideration of
such factors as cropping patterns, power plant cooling technologies, and
industrial water recycling, is ultimately translated into rates of growth of
water withdrawals by economic sector. These summary measures are then
simply applied to the time span of interest. 1 The engineering approach to
forecasting appears again in the description of some of the studies mentioned
in the next section on policy analysis. The difference is that the applications
listed here do not include possible government policies as exogenous variables
or explicit influences that either directly or indirectly influence water use (for
further examples, see Tsachev and Tsenova 1976, Csermak 1976, Predescu
and Duna 1976, Weiss 1976, Parsons 1976).

Even if these baseline forecasting studies are accepted largely on their own

1 It is of special interest in light of one of the comments made below that this study
attempts to allow for the recycling, via rivers, of return flows from agriculture,
industry, and households. It does this by assuming percentages of withdrawals for
each sector returned for re-use.
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terms-as embodying a very simple set of assumptions in order to minimize
the costs of carrying out what is in any event an extremely uncertain under­
taking-there are still some problems that deserve mention. First, even if
market mechanisms for sharing water resources are entirely absent, there
may still be other automatic, or nearly automatic, equilibrating mechanisms
built into government rules and procedures. Thus, for example, there may be
rules for sharing the available flow in a river between competing activities or
jurisdictions. In the base period, these rules may be effectively inoperative
because the capacity of one or more competitors is below their allocation. As
their use grows, the rules will require that use by their competitors decrease,
and available flow need not be exceeded, though simple extrapolation might
suggest that it would. (A situation very like the one described here exists in
the Colorado River basin in the Western US.) More difficult to detect and
allow for will be situations in which competition for a given resource will
raise unit costs of the competitors and, as though there were a market,
stimulate action to reduce demand (use). This might happen along a river,
though most of the examples documented in the literature involve ground­
water aquifers2 (see, for example, Ingram et al. 1980). In either event, if it is
assumed that in the future applicable policies or relative prices (costs) will
remain the same as in the base period, water-use projections will be
inaccurate, and in general, the error will be such as to exaggerate the
potential for problems.

National aggregation of water uses can also lead to projection errors, and
again something can be said a priori about the biases thus introduced.
National totals of water withdrawals, unless account is explicitly taken of
hydrologic reality in the form of the availability of upstream water discharges
to downstream withdrawers, will be overstatements of the stress to be placed
on the available resource (recall that the South African forecasts did try to
take such re-use into account by applying a single withdrawal-reducing
factor to the national forecasts for each sector). If the forecasts are done
without reference to the regions, but as national aggregates by sectors, there
will be two, roughly opposite, biases introduced. The aggregation along rivers
will still be implicit in the totals, and thus the total net withdrawals will be
overestimated. On the other hand, aggregation across regions will tend to
wash out possible regional problems. It is impossible to say how, on the
whole, the simple forecasting approach will have affected the probability of
correctly identifying possible future problems.

As a final caution, it should be noted that the supply reliability require-

2 Notice that even though competition for a common property resource will tend to
increase costs and decrease use, no individual user will take into account his real effect
on the costs of others and thus the "solution" obtained without outside intervention
will in general be suboptimal.
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ments, which differ substantially from one type of water use to another, are
intractable at the national level of data aggregation.

These are criticisms not so much of baseline forecasting as of national
water studies in a broader sense. At a minimum it seems clear that in order
to avoid the worst problems, national forecasts should be done by region, and
beyond that some attempt should be made to allow for upstream/downstream
relations. In short, the vision of a relatively cheap and easy way to search for
future water problems via baseline forecasting may be largely an illusion.

National Development Policies and their Implications for
Water Use

All countries engage in planning efforts concerning their long-term econ­
omic and social development policies. In this context, policy refers to a
chosen development path, such as an export promotion or import substi­
tution orientation, and the chosen policies vary greatly among countries
according to size, relation with the world economy, natural resources, level of
development, and social and environmental quality objectives.

Among the many countries that have carried out national water studies,
Poland provides an interesting example because of a specially long tradition
of such enquiries (¥-aski and Kindler 1976). The first long-term national
water resources development plan was drafted by the Polish Academy of
Sciences in the years 1953-1956 (time horizon of 1975). The plan was then
twice revised in the early 1960s by the National Water Authority, and the
time horizon was extended to 1985. In the late 1960s it became clear that the
water situation, particularly in the Vistula Basin, which covers about 54 %of
the area of Poland, required special attention. Preliminary long-term projec­
tions developed by the Planning Commission and the Academy of Sciences
indicated that the state of water availability in the basin is not compatible
with future requirements. In 1968, comprehensive studies were initiated with
the assistance of the United Nations Development Program, under the name
of "Planning Comprehensive Development of the Vistula River System".
Within the framework of these studies, alternative projections of future water
use have been developed by specialized governmental agencies (14 ministries
in collaboration) for two levels of development, 1985 and 2000. The common
basis for all projections has been the national long-term development plan
and its alternative projections of the principal macroeconomic categories
such as GNP, national income, level of foreign trade, individual and collec­
tive consumption, and output of the basic economic sectors. In Figure 7.1
aggregated results of water-use projections carried out for the Vistula River
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system at different points in time are presented. For the purpose of the study
initiated in the late 1960s, the system was decomposed spatially into 12 sub­
systems, with the water-use requirements estimated sector by sector for each
subsystem.

It is not, of course, the function of the national water agency (provided
such an agency exists in a given country), to decide what the country's
economic and social development policies should be. This is the job of the
parliament, the national planning agency interacting with sectoral agencies
(e.g., ministries), and the regional authorities, working together under what­
ever form of government exists. But the national water agency certainly does
have a role in this process. Usually, there is a legal requirement that such an
agency provide information to other agencies and to higher-level units
engaged in the strategic planning, or water-related implications of the
national development strategies. This does not generally mean that recom­
mendations are made concerning specific water projects; rather, it is a
question of looking at the different water problems arising under different
national development policies affecting water use, which in turn could result
in the justification for considering alternative methods of supply such as
interbasin transfers, desalinization of sea water, re-use of treated water, or
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Figure 7.2. Projected agricultural water demand in the 17 Western US states (from
Heady et al. 1972).
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weather modification. This is the setting within which the examples of
national policy analysis studies described here should be understood.

An outstanding example of a national sectoral study is that of Heady et al.
(1972), who developed a macro interregional linear programming model of
US agriculture (applying the engineering/programming approach introduced
in Chapter 2). The model yields the least-cost distribution of agricultural pro­
duction by crop type and geographic region, under assumptions regarding
resource availabilities and their costs (including the price of water), farm
support programs, and consumer and export demand for agricultural pro­
ducts. In particular, in order to evaluate the sensitivity of water use in irri­
gated agriculture to the price charged for water, the hypothetical price of
water paid by agricultural producers was systematically increased in the
model to levels above those currently charged in different regions. The
resulting demand curve for consumptive use of water in agriculture in 17
Western US states (which dominate the use of irrigation water), generated by
the Heady model, is shown in Figure 7.2. That the demands are quite elastic
over a wide range of volumes may be seen from the figures for arc elasticities,
calculated from that demand function and displayed in Table 7.1.

The above model was used, along with many others. by the US National
Water Commission, which looked at the effects of changes in policy and
technology on future demands for water across the US. The analysis was
made not for the purpose of advocating any particular course of action, but
to illustrate how significant changes in water use might occur under different
"alternative futures" for the country as a whole. These involved specify­
ing alternative future population levels, decentralization policies for urban
population, food and fiber production levels, national efficiency policy,
income redistribution policy, environmental quality policies, changes in life­
styles, changes in water-related institutional arrangements, and changes in
the traditional ratio of financial support (for water projects) by the federal,
state, local, and private sectors. It did not apparently prove possible, how­
ever, for the Commission staff, with limited time and budget, to undertake a
melding of the various sector demand studies that had been commissioned

Table 7.L Arc elasticity of demand
for water for the demand curve in
Figure 7.1 (from Heady et al. 1972).

Segment

A 3-A z
Az-A 1

A1-A

Arc elasticity

-1,683
-1,012
-0,329
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(e.g., Howe et al. 1970). Therefore, the results of the analysis (as summarized
in National Water Commission 1973) stress the range of withdrawal projec­
tions produced by varying the policy assumptions, rather than the range of
demand relations that could have been produced. The flavor of the Com­
mission's findings is captured in the following summary (National Water
Commission 1973, p13):

Conclusions from the Analysis: The analysis shows that the rate of growth of the
population and the economy and the alternative water policies and water use tech­
nologies that are adopted would have very significant effects on future water
demands. The following more specific conclusions with respect to water use in the
year 2020 were reached in the study:
I. Water withdrawals in the year 2020 may range from 570 billion gallons per day
(b.g.d.) to 2,280 b.g.d. depending on the combination of variables that are assumed.
In comparison, the Water Resources Council projected the total withdrawals at
1.368 b.g.d. under a continuation of policies and trends in effect in 1968.
2. Water consumption in the year 2020 may range from 150 to 250 b.g.d. in com­
parison to the Water Resources Council's projection of 157 b.g.d.
3. Greater recycling of industrial process water and recirculation of water used for
cooling would significantly reduce water withdrawals in the nation without any
substantial total increase in water consumption. This would be particularly true for
steam electric power generation where the studies indicate that water withdrawals
would be four times greater in the year 2020 under a continuation of present tech­
nology than with substantially advanced technology which would increase con­
sumptive use only about I percent.

Another example is provided by the water-use forecasting study carried
out in the early 1970s in Japan by the Water Resources Bureau and the
Nomura Research Institute (Japanese National Land Agency 1977). The
simulation model developed for this project has five major components: a
macroeconomic model and an input-output model, which are used jointly to
forecast changes in the economy of Japan and its future industrial structure:
and four submodels to forecast changes in municipal, household, industrial,
and agricultural uses of water across the whole country. Each of the four
submodels is coupled with a procedure for projecting changes in sectoral
water-use coefficients.

A large number of exogenously given socioeconomic and policy variables
are included in the simulation model. These include population, economic
growth, the pattern of foreign trade, food self-sufficiency, lifestyles, extent of
urbanization, the progress in the development of agricultural infrastructure,
and water conservation attitudes, with future values specified to make up
alternative scenarios. For some of the variables, extrapolation of past trends
is used: for others, breaks with the past are postulated. Except for the
household sector, however, the price of water is not explicitly taken into
account. The results of the study include water-use estimates under different
socioeconomic '"alternative futures" for each of the four water-use categories
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Figure 7.3. National water-use forecast for Japan (from Japanese National Land
Agency and Nomura Research Institute 1979).

considered. Some indication of the nature of these results is given in Figure
7.3 and Table 7.2, which show the effect of alternative assumptions about the
annual growth rate of the Japanese GNP over the period 1975-2006: high,
6·0 %; standard, 4· 5 ~,~; and low, 3·0 %.

Balancing Projected Water Use and Supply at the
National Level

The previous sections have discussed national water-use projections in the
context of two purposes: simple baseline forecasting, and analysis of the
implications of economic development strategies or of sectoral policies for
water use. It is a natural step from such projection efforts to balance projected
use with available supply, but, since the projections do not reflect the price
(or cost) elasticity of water demand, the "balancing" would have to be limited
to the planning of supply-increasing investments. This, indeed, has been the
pattern of major regional and national-level studies that bring together
water-use projections with supply alternatives (see, for example, the discussion
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and citations in Howe 1967, pp 350-2 and the UK effort reported in Water
Resources Board 1974).

For the most part, these studies may be distinguished on the basis of the
sophistication with which they treat supply reliability, whether or not they
involve general equilibrium models of the economy as inputs to the water-use
projections, and whether they use methods that find least-cost supply invest­
ment alternatives or simply settle for some technically feasible set of options.

As was observed in Chapter 1, this general approach, when coupled with
the recognized economies of scale in water supply projects, can and does lead
to overbuilding of dams, reservoirs, and water transmission facilities. Beyond
this fundamental problem of dependence on water-use projections (at any
level of aggregation) in the planning of supply increments, there are certain
other points that may be made with specific reference to the national level.

First, it has already been suggested that national aggregated projections of
water use have certain inherent infirmities as indicators of imbalances in use
and supply. On the one hand, through aggregation, they tend to eliminate
possible intra-regional problems, and on the other, unless done with extreme
care, they overstate net withdrawal totals by ignoring re-use via natural
watercourses.

Secondly, in the context of use/supply balancing another problem may
appear: the projection of use exceeding available supply at the national level
may tend to focus the attention of those responsible for the balancing on very
large (and hence potentially very wasteful) projects aiming at increasing
water supply. It is well illustrated by Schultz (1981), who underlines that:
"The allocations [of international capital aid to developing countries] are
also marred by the funding of massive irrigation projects, which are as a rule
a mistake". At the same time, a national system of regional use/supply
balances encourages planning of interbasin transfers, and economic analyses
of such proposals in the past have commonly showed that they only make
economic sense to the users in the receiving region when the costs are
subsidized by other regions of the nation (e.g., see Howe and Easter 1971,
Ingram et al. 1980).

In short, it seems at least likely that attempts to balance available national
supply with national projections of use, whether or not these projections are
done by region, often encourage wastage of resources through over-invest­
ment, premature investment, or adoption of economically unjustified pro­
grams. Because the potential mistakes involve national-level aggregates they
can be more magnificent than similarly motivated regional planning errors.
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Conclusions

The tone of this chapter has been largely negative, not because there is
anything inherently wrong with national water demand modeling, but because
attempts to apply the concept of demand at the national level are both very
difficult and of limited relevance. The results of existing national water use
studies are subject to a fundamental bias toward exaggerating future levels of
withdrawal and toward stimulating alarm and, unfortunately, action designed
to provide for the projected uses.

Realistically, however, there will very likely be a growing number of
national government agencies concerned with water resources and charged
with identifying national problems, analyzing the effects of national plans or
sectoral policies, and with suggesting and planning water resource projects.
For these agencies and individuals, the message for a world of increasing
scarcity (of sites for reservoirs as well as public monies for dams and
pipelines) is, 'Think Demand" (but, for a contrasting prescription, see
Lofting and Davis 1977). Although it might once have been frivolous, the
attempt to obtain and use information about the elasticity of water demand
with respect to price (or cost, where appropriate) is unlikely to be so now.
Indeed, an attempt to save money in the planning process by using a "re­
quirements" approach may well be penny wise and pound foolish. And it is
not necessary to pioneer. For example, the US National Water Commission
prepared the groundwork for national water demand estimates reflecting
estimates of responsiveness to price almost a decade ago. Studies such as
those described and cited in Chapters 3-5 provide building blocks that can
be assembled, even if some rough edges are left, into national demand models.
Modern computational capabilities make it possible to maintain and use very
large accounting frameworks such as those that would be necessary to keep
track of water quantities in a national simulation model with stream location,
and hence natural water re-use, built in. A model of this general type,
designed to simulate the effects of alternative water pollution control policies,
and performing the more difficult accounting that goes with keeping track of
water pollution discharges and corresponding ambient water quality, is
described in Gianessi et al. (1981) and Gianessi and Peskin (1981).





8 Summary and Refiections*

An Overview

This book has presented the basic concepts and techniques of water
demand modeling and has illustrated these through the reporting of case
studies undertaken by IIASA in cooperation with several institutions from
the IIASA National Member Organization countries. The most important
idea discussed was that of demand itself, and more specifically, its application
to water use. Thus, it has been stressed throughout that, all else being equal,
farms, industrial enterprises, and individuals will choose to use less water
when the price or cost per unit is high than they will when that cost is low.
This amounts to saying that, while all these activities may have certain
irreducible requirements for water, for the most part, analysis goes on and
policies are made about quantities of use far above these requirements. At
these higher use levels, as price or cost rises it is possible for the activities to
substitute more of some other input or inputs for water.

This fundamental observation immediately suggests that planners at all
levels should take into account the responsiveness of quantity demanded to
price (as well as to other policy instruments), whether setting out to analyze
the effect of new policy initiatives on water resources or deciding about the
desirability of new supply and transmission capacity increments in a region.
A large part of the book has been concerned with guidance on how to do that,
the technique generally involving the production of water demand relations
using either of two approaches: statistical or engineering. The first of these
tries to infer from observations on many users at a point in time, or the same
user over a period of time, or from a combination of both types of
observations, the structure of the water demand relation producing the
observations. The second approach attempts to construct the relation from
fairly detailed engineering knowledge of the production or consumption unit
processes, and the associated substitution possibilities, carried out by the
activity.

Some of the complications and extensions relevant to these two approaches
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were also discussed. In particular, for the statistical approach, lack of
appropriate data in sufficient quantity, and the difficulties posed by simul­
taneous determination of prices (or costs) and quantities were stressed. In
connection with the engineering approach, the potential complexity of the
resulting model, seen as all possible combinations of the relevant unit
processes, was mentioned; and the great practical difficulty of finding
solutions to particular problems (such as finding the lowest cost reaction by
an industrial plant to an increase in the cost of water withdrawals) was
indicated. Into this breach was thrust mathematical (here linear) programming.
This technique was shown to be a way to organize the information developed
in the engineering approach in such a way that a well developed and quite
efficient algorithm is available for finding optimal paths through the set of all
possible unit process combinations, for different specifications of the policy
instruments, such as price or waste discharge standards.

After commenting on model verification and the difficulties connected with
that step, especially data difficulties, the general discussion concluded with
remarks about applications of water demand relations and links between
applications, levels of analysis, and choice of modeling approaches. Here
again, data concerns were very important.

Following this introduction, the case studies were presented by their
authors. Chapter 3 on industrial water demand modeling, by Stone and
Whittington, contained examples of both major techniques: statistical and
engineering/programming. The first part of the chapter was devoted to
describing a small-scale attempt to develop a statistical water demand
equation for Dutch paper mills using available data on water use and
effective price, plant size, product, and type of technology. Along the way it
was necessary for the authors to come to grips with the identification
problem, and their arguments about regionally differentiated administered
prices will be especially useful reading for modelers considering this method.
The results of the exercise are disappointing. This disappointment should not
make the examples less useful to the reader, however, for it illustrates very
clearly the points made generally in Chapter 2.

The second, and much longer part of Chapter 3 on industrial water use
dealt with modeling the water demand relations for a fossil-fuel, thermal
power plant, the particular plant being a Polish project located on the Vistula
River. In this section the authors discussed at some length the engineering
realities of this production process and then showed how these realities were
combined with principles of programming model design to determine the
structure of the constraint matrix for the plant model. The derivation of some
coefficients in that matrix was also illustrated, but since the aim of the book
is not specific to power generation, the detailed submodels required for the
choice of consistent combinations of temperatures and water flows, and hence
for the specification of other elements of the matrix, were not described. The
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chapter closed with some examples of the output available from the model,
showing particularly the derived demand function for cooling water with­
drawals and illustrating shifts in that function due to changes in other
parameter values.

The second case study (Chapter 4), by Gouevsky and Maidment, described
the construction of programming models of water demand for irrigation, in
the context of planning in Bulgaria. The authors took care to explain in some
detail both the structure of the constraint matrix and the derivation of
specific matrix coefficients (such as those giving inputs per unit output of
particular crops, with and without irrigation). These pages will have rein­
forced for the reader the lessons presented in Chapter 3. Following this
material. the authors showed how the resulting model could be used to
explore the impact on agricultural choices-and hence water use-of changes
in the price of water to the regional agroindustrial complex. The resulting
derived demands for irrigation withdrawals were illustrated and the adjust­
ments reflected in them discussed. As in Chapter 3, some factors that shift the
derived demand function (such as changes in the availability of capital for
land development and operating equipment) were explored.

Chapter 5, on municipal water demands, contained both a general discus­
sion of what is known about the characteristics of municipal water demand
functions, and a case study in which the demand function for one component
of that demand, residential water demand, was estimated. The case study was
done by Hanke and de Mare on the basis of data from the city of Malmo,
Sweden. This analysis has an interesting history that is of particular value
from an educational point of view. The first attempt to model municipal
water demands in the entire Malmo county (20 communities, the city of
Malmo being just one of them), based on cross-sectional data describing total
municipal water use (residential, industrial, etc.), proved to be unsuccessful.
This led to the conclusion that for estimating the response of water use to
price, distinction must be made between different categories of municipal
water use. The analysis of residential water demand was eventually based on
water bills from single-family residences, taking into account the income,
number of inhabitants and net lot area per residence. The water demand
model and price elasticity estimate were based on an analysis of pooled time
series and cross-sectional data.

To supplement the material on modeling water demands of industrial, agri­
cultural, and municipal systems, the following two chapters discussed aggre­
gated analysis of these demands on the regional and national scales. Chapter
6, by Russell, dealt with regional demand for shared water resources-either
as sources for withdrawals or as sinks for discharges. The emphasis here was
on the constraints that would be necessary to reflect the sharing problem in
the context of a regional resource, with the overall objective of maximizing
net benefits from the activities taken together. These constraints were taken
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to arise from a policy of maintaining stream flow in the shared rivers in the
face of water withdrawals and consumptive uses. It was clear even in this
simple context, however, that regional models of water demand could
become large and complicated rather quickly.

The complications necessary both in the individual activity models and in
the regional constraints, in order to reflect standards for regional water
quality, were also briefly described. The second half of Chapter 6 provided a
case study-though not a IIASA-sponsored one-of a regional water quality
model. This was the Lower Delaware River Valley model constructed at
Resources for the Future, largely for research rather than actual planning or
policy implementation purposes. A recitation of the dimensions of this model
gave the point made about potential model size a certain reality (though it
must be noted that the Lower Delaware model dealt with air as well as water
pollution). A major lesson obtained from the model seemed to be that the
introduction of nonlinearities is asking for trouble-both in the area of com­
putational difficulty and cost and in the matter of the reliability of the results.

The next level of aggregation beyond the region is the nation, and Chap­
ter 7 dealt with national water demand modeling. It was not, however,
symmetric with the regional aggregation chapter; not because one could not
imagine building a national water demand model by bringing together the
required set of regional models (as by including interbasin water transfer
activities and a national economic model), but because it seems that this sort
of national model does not exist. What does seem to exist in fairly great
numbers are studies of projected national water use, often based on ag­
gregations across industrial and household sectors, and with almost no
reflection either of the role of price or cost in affecting water demand, or of
the importance of natural recirculation via watercourses. The chapter empha­
sized, therefore, the problems with such use projections, especially in the con­
texts of policy analysis and demand-supply balancing, but also in baseline
forecasting. While true national water demand models, constructed as aggre­
gations of regional models, could be very large and complex, the decisions
made at the national level may involve extremely large and costly under­
takings, such as interregional water transfer projects or coastal desalination
installations. It is not clear, therefore, that national models are "too expensive",
for they might point policy makers away from truly enormous mistakes.

The Case Study Models and Policy Making

The case studies presented in Chapters 3-5, and to a more limited extent
the material in Chapter 6, are all meant to be instructive, as examples of
techniques useful to those interested in modeling water demand relations. In
addition, however, several of the case studies originated in the IIASA
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program of cooperative studies of interest to government agencies in llASA
National Member Organization countries. In this policy, rather than didactic,
context there are other lessons to be learned from the modeling effort and
subsequent analysis.

The first of these is that data scarcity problems are serious, especially at the
individual activity level, even in situations such as centrally planned econ­
omies, where one might have expected a different situation. Data relevant to
the six dimensions of water demand at the level of the individual farm or
industrial enterrrise have either not been collected, or if collected, are held to
be confidential by the firm or the responsible ministry. It is not clear what
function this confidentiality serves, other than to conceal relative contribu­
tions to growing resource and environmental problems. As things now stand,
however, it is widely if not universally true that the data necessary for water
demand analysis, if they exist at all, will often be available only to the
in-house researcher (model builder) in the data-collecting agency-and this
agency is not necessarily the one with direct concern for the output of
improved analysis.

This observation leads directly to a second: that the spread of methods of
improved water demand analysis may require more efforts in which research
groups and planning agencies develop cooperative study and application
plans. These are not easy, though llASA is perhaps in a better situation than
most institutions to identify and take advantage of opportunities, especially
within Europe.

In addition, a few observations can be made about the policy usefulness of
the models developed in the case studies described in Chapters 3-5. Con­
cerning the model developed for Dutch paper mills, probably no more can be
said than that it really points out the need for improving the data collection
policies. The results of the study concerning water demand relations for a
large coal-fired power plant located on the Vistula River have contributed to
the establishment of a charging scheme for cooling water use in Poland. The
Silistra agricultural water demand model has been coupled with a simple LP
water supply model and applied to several irrigation projects in Bulgaria,
resulting in a significant reduction in investment costs (mostly due to
reductions in the size of such components of irrigation systems as delivery
canals, pumping stations, etc.). The policy implications of the most recent
study on residential water demand in Malmo remain to be seen, but the study
certainly provides several useful clues for a new water policy that is currently
under discussion in Sweden.

Thoughts for the Future

If one takes seriously the propositIOn that models of water demand
relations can be useful additions to the armories of water resource manage-
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ment agencies and other concerned institutions, it is tempting to ask as a final
question: Are there ways to make these models more useful in the future? In
particular, are there developments to be sought or areas of application to be
opened or expanded?

Three suggestions seem appropriate as a partial answer to the question.
First, the reader will have noticed that the general discussions of approaches
and applications have been dominated by data problems. Quite often it was
necessary to favor an engineering approach because of its relative indepen­
dence of historical data. But statistical modeling has considerable appeaL
particularly because a well done statistical demand relation may mimic the
important behavior of a very complex linear program while being itself com­
pact and easy to use once estimated (see, for example, Hazilla el al. 1980).
Therefore, the potential social payoff to more and better data on activity level
water use and related variables is large. Whether that social payoff could be
translated into individual rewards (for data collection can be thankless
work), or whether it could be used to outweigh the negative aspects of
confidentiality claims, agency inertia, and hostility to further forms and
questionnaires, is doubtful. On the other hand, data gathering required by
existing laws, especially those laws governing environmental policy, already
produces an enormous quantity of data, and a systematic exploration of these
would be valuable.

Another subject worthy of more attention than it has historically received
is that of the costs and benefits of model simplification. In approaching a
water demand (or any other) policy problem, the first impulse of the
modeler(s) is often to try to capture every detail of the situation: that is, to
include every conceivable variable instead of thinking about and even testing
which ones make little difference; to introduce nonlinearities when linear
approximations are or can be made available; to use the newest and most
abstruse computational packages even though it is unclear whether any gain
is obtained; or to imbed the water demand model in a general equilibrium
context without analyzing the importance of doing so. Each such decision is
likely to be approved by the disciplinary colleagues of the modelers. Indeed,
the choice of a simple technique over a complex and sophisticated one is
likely to be greeted in seminars and informal conversation with a "But don't
you know about the problem of. .. 7", or "But haven't you seen the latest
paper by X, where he develops a technique that allows for ... ?" Professional
pride, in other words, is not the ally of simplicity. But each complicating step
also tends to make the resulting model more inflexible, idiosyncratic in opera­
tion, and opaque to the planners and decision makers who ultimately should
be the ones to benefit from the exercise.

These planners and decision makers are not, however, blameless in the
matter. Their preference for a detailed regulatory approach to achieving
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public policy goals in such a field as water resource management leads to a
need for quite specific and detailed prescriptions. Thus, if one must tell
refinery X exactly what to do about water withdrawals, consumption, or
wastewater discharge, a simple model is not likely to be considered particu­
larly useful, since it will be easy for the refiner to claim that his real refinery
is so much more complex, contains so many more processes and so many
more interconnections, uses such a variety of crude oils, etc., that the simple
model's results cannot be applied. Detailed regulation demands detailed
knowledge. At the same time, it tends to reduce the need for optimizing
models aimed at, for example, minimizing the cost of achieving some regional
or plant-wide result. Thus, the allowable wastewater discharges for an
industrial enterprise might be calculated on the basis of the application of
specified treatment devices to raw waste loads. There is really 1'10 response
model required (though someone, somewhere, might be interested in asking
whether the specified loads could be achieved more cheaply via another
method). Thus, it might be said that certain regulatory practices create
situations in which either models are hardly necessary, or only very specific
and complex models will do.

On the other hand, it must be admitted that we do not know much about
the costs of using simpler models, in terms of information and accuracy lost,
nor about the benefits in terms of the costs of model construction and of
subsequent computation avoided. This is perhaps because it is difficult to find
the time or money to support the analysis of various levels of modeling com­
plexity aimed at a particular problem; usually one round of analysis exhausts
budget, time, and researchers. One water demand model that was eventually
subjected to this kind of investigation was an LP model of steel production
and associated water use and pollution (Russell and Vaughan 1976). Vaughan
subsequently constructed two other, simpler and smaller models covering the
same steel production processes and, with only a few exceptions, the same
array of water-use options and of water- (and air- )borne residuals. One of
these models was derived from the full Russell-Vaughan LP by averaging
over some input options to get "typical" inputs, removing some activity
vectors almost never chosen under a wide variety of imposed conditions, and
reducing the product mix complexity. This model was about 45 %as large as
the full model (size being measured by number of rows). The third model was
developed by an entirely different route: by adding residuals generation,
treatment and discharge, and some additional detail on heat balances to a
previously published steel production LP (Tsao and Day 1971), which in turn
was based on aggregated average data on input use per ton at the several
stages of integrated steel making. This model was about 80 % as large, in
terms of row numbers, as the second, or about 35 % as large as the full LP
(Smith and Vaughan 1980).
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Smith and Vaughan have provided estimates of the cost of developing and
operating the largest and smallest of the three models. These figures indicate
diseconomies of scale, with both development and operating costs growing
faster than row size (pp 205-6). Development costs go up by a factor of more
than five as row size goes up by a factor of slightly less than three. And cost
per run, based on experiments and cost curve fitting, would vary as the square
of row size-or by a factor of nine as row size triples.

Unfortunately, however, the results of the Smith- Vaughan analysis do not
allow us to say that the smaller model would serve "just as well as" the larger.
First, because the authors have no measures of objective reality against which
to compare the various models' responses to such stimuli as changes in
discharge constraints and in factor input prices, it is impossible for them to
say which of the models does best at mimicking real steel mills. Moreover, the
models give different results, whether measured informally via graphs of the
marginal and average costs of various discharge reducing requirements; or
statistically via tests for the equality of Cobb-Douglas cost functions esti­
mated from data points based on repeated runs of the models across different
input price sets and residuals discharge constraints. As Smith and Vaughan
say (p204):

The level of process detail can lead to quite different patterns of firm (or plant)
responses that are depicted by these models. These differences can have direct and
indirect effects on outputs of the models that are of central interest to policy­
makers.

Thus, what little we know about model simplification reinforces the old
adage that model building is an art and that one of the most important
talents needed by the artist is a feeling for where to make cuts. Simpler may
always be cheaper, but it is also different, though not necessarily worse, in
terms of outputs generated. More work on this question would be very
valuable.

Specific attention ought also be given to improving the analytical basis for
short-term water management decisions, especially on how to cope with the
threat of water shortages. While there exist quite sophisticated reservoir
operating models, and while hydrological prediction capabilities seem to be
improving, knowledge of short-term demand phenomena is, it seems, vestigial.
Yet it is such knowledge that will allow more intelligent choice between
alternative rules for reacting to particular combinations of storage and use
levels and extended weather forecasts. This is true even though the rules may
not involve short-term price changes but rather regulations such as prohibi­
tion of lawn sprinkling and car washing. For in order to evaluate the true
costs of such regulations and to balance them against the possible costs of
not taking action (that is, the expected value of losses over all possible future
precipitation patterns) it is necessary to have the demand curves for the water
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uses to be regulated and for those that will be affected by actual shortages. A
discussion of research and policy needs in this area may be found in Russell
(1979); and examples of the methodology of loss estimation are given by
Russell et al. (1970) and Young et al. (1972). Again, there is considerable
scope for useful work in this area-in the measurement of the relevant
demands, the study of response to regulations, and the development of
(nearly optimal) rules of thumb for water system managers.

Finally, modeling water demands provides an important part of the
information required for water demand forecasting. It does not by itself,
however, yield estimates of future demands. The latter are conditioned by a
variety of considerations exogenous to water management itself. Important
in this connection are such factors as the future state of the economy, shifts
in various political situations, the likelihood of technological breakthroughs,
alterations in government policies that might affect either management of
water resources or the demand for goods and services in which water is an
input-changes in levels of support for housing programs, policies for
regional economic expansion, and the alteration of water quality standards
are germane in this connection. Because each of these can take various paths
of development, none of which can be foreseen with complete accuracy, the
fundamental step upon which all water demand forecasting is based involves
examination and quantification of "alternative futures" already mentioned
in Chapter 7. Building consistent scenarios of "alternative futures' is one of
the most complex undertakings and much remains to be done to supplement
this concept with the sound guidelines of an operational value.

In speculating on future developments in water demand forecasting, it is
important to note that the improvements brought about by modeling water
demand relations can only be useful to the extent that the structure of these
relations based on the historical and existing conditions endure into the
future. If the structure changes in some unanticipated way, the most techni­
cally sophisticated and elaborate model will be little better than the crudest
sort of extrapolation (Ascher 1978). There is plenty of empirical evidence that
the likelihood of structural changes in the long term (i.e. ten years or more)
is very high; therefore, the water demand models discussed in this book seem
to be more suited for application within the framework of short- and
medium-term policy analyses in water resources management. Such applica­
tions, however, may yield several insights concerning sensitivity of water
demand to different demand-generating factors. The water demand models,
ifused with proper care, can certainly improve our long-term policy choices.
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