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PREFACE

These Proceedings report the scientific results of the Summer
Study on Plural Rationality and Interactive Decision Processes orga-
nized jointly by the System and Decision Sciences Program of the Inter-
national Institute for Applied Systems Analysis (located in Laxenburg,
Austria) and the Hungarian Committee for Applied Systems Analysis. The
Study, which was held in Sopron over the period 16~26 August 1984, had
a very special character. Sixty-eight researchers from sixteen coun-
tries participated, most of them contributing papers or experiments.

In addition many members of IIASA's Young Scientists Summer Program
were present. All of these participants were heavily involved in dis-
cussions; discussions that were not limited to the allotted time but
extended well into the evenings and nights. By design, the Study
gathered specialists from many disciplines, from philosophy and cultur-
al anthropology, through decision theory, game theory and economics,

to engineering and applied mathematics. A further element of diversity
was the representation of several varieties of culture, from typically
Western countries, through Middle and Eastern Europe, to the Far East.

The unifying factor was a common interest in the topic of plural
rationality and its implication: the need for an interactive, learn-
ing approach to any decision situation in which diverse rationalities
might occur. This does not mean that the very concept of plural ra-
tionality was clearly understood by all of the participants at the be-
ginning of the meeting. However, as the discussions progressed, the
concept of plural rationality became more clearly defined, involving
not only differences in tastes, interests and values, but much more
fundamentally, different frameworks for perceiving what type of behavior
can be regarded as rational. Such differences have deeply rooted dis-
ciplinary or cultural origins, relate to basic cultural or ideological
values, and develop (either intuitively and holistically, or formally
and analytically) into frameworks for rational behavior.

Examples of the holistically developed frameworks mentioned in the
discussions include: an intuitively formed, "naive"”, individualistic
rationality of the "zero-sum game"” type ('if I make any concessions,
the other player will win'); an equally "naive" worst-case rationality
('prepare for the worst'); and complex cultural rationalities from the
Far East, such as those implied by the various forms of Buddhism.
Formal and abstractive frameworks are also diverse: the maximum utility
theory that accompanies an individualistic cultural background; the

schools of bounded rationality and satisficing behavior that have
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emerged in response to the culture of big organizations; and the goal-
and program-oriented management school that has grown up against a
background of planning. The issue of individualistic versus coopera-
tive approaches to rationality was an important element in the discus-
sions and was much stimulated by Rapoport's paper on the use of ex-
perimental games in increasing the understanding of social traps and
the evolutionary need to develop more cooperatively and socially in-
formed attitudes to rationality. Other issues discussed in detail
include the "soft" versus "hard" approaches to systems and decision
analysis; holistic versus analytic types of decision making; maximizing
versus satisficing; decision making versus decision support; and the
content versus the context of decisions.

An unusual characteristic of the meeting was the relatively large
number of experimental sessions (not all involving computers) in which
decision support systems and the behavioral strategies and rationality
frameworks of the participants were tested. Thus, those present were
able to take part in the various stages of the cognitive cycle - from
description, through abstraction, to prescription and implementation.

Of the forty-two papers presented during the meeting, only twenty-
eight are included in this volume. Some excellent contributions were
not available for publication; some very good papers of survey charac-
ter also had to be excluded for reasons of space.

The congenial atmosphere of the meeting was in large part due to
the efficiency of the organizers, in particular Ms. Nora Avedisians
from IIASA and Dr. Tibor Ashboth from the Hungarian Committee for Applied
Systems Analysis. Helen Gasking put in much work editing the papers

and preparing the final version of these Proceedings for publication.

Manfred Grauer
Michael Thompson

Andrzej Wierzbicki
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I. CULTURAL ASPECTS OF RATIONAL PERCEPTION






INTRODUCTION

This section presents a collection of papers reviewing the clas-
sical concepts of rationality and presenting various critiques and re-
definitions of these concepts, mostly, but not exclusively, from a
cultural perspective. At the meeting, these papers were followed by
discussions that helped participants to gain a better understanding
of the concept of plural rationality as a culturally conditioned
framework for perceiving what constitutes rational action. One of the
papers presented in this group, Technologies as cultural products by
Brian Wynne, is unfortunately not available for the Proceedings.

In his paper The approach to plural rationality through soft
systems methodology, Checkland gives a succinct review of two percep-
tions of the concept of a system. The result is two distinct method-
ological approaches: "hard systems thinking” and "soft systems think-
ing", The first is based on the perception of a system as a part of
reality, as an organized composition of elements; it stresses the re-
ductionist (and Cartesian) analytical approach to systems investiga-
tion. The second is based on the perception of a system as a mental
(culturally dependent) model of reality, or as a means of perceiving
and trying to understand reality; it stresses the holistic and dialec-
tical approach to systems investigation. 1In the latter case systems
analysis is seen as a study of organized human actions ("human activ-
ity systems") and as a learning process that does not necessarily lead
to precise scientific models of reality.

Further discussions, while accepting Checkland's arguments,
stressed that their logical conclusion would be to recognize the need
for some synthesis of "hard" and "soft" systems approaches. Several
attempts at such a synthesis have been made during the last decade.

The paper Beyond the politics of interest by Schwarz and Thompson
gives a fundamental critique of the classical, interest-oriented theory
of decision making. The authors distinguish between "rational" "incre-
mentalist"”, and "mixed" approaches in the classical theory; these ap-
proaches take different views of the problems of social aggregation of
interests, bounds on rationality, mutual adjustment and social negoti-
ations, and different ways to resolve these controversial and often
paradoxical issues. However, all these strands within the classical
theory take for granted goal-seeking behavior with given interests.
The fundamental deficiency of this theory is the exclusion of questions

concerning the origins of interest, of purpose, of culturally-motivated



moral determinants, of goal-setting processes. The authors propose an
approach based on the perception of social organizations as cultural
entities bound by common moral commitments (shared basic cultural
values). From this position of constrained relativism, they arrive
at the conclusion that the goal-setting process must be viable in terms
of justifying the goals by asserting basic cultural values. Further
discussions showed that the views of Schwartz and Thompson can be
accepted only with considerable difficulty by classical theorists;
however, it may be that this tension between the various schools of
thought is more pronounced in the western European and North American
cultural settings. The middle and eastern European cultures have al-
ready produced scientific approaches close to those suggested by
Schwartz and Thompson. The concepts of constrained relativism and
aependence on cultural and ideological premises, the role of purpose
in research, modeling and decisions, and the impact of all these fac-
tors on learning in goal- or aspiration-setting, are issues widely
discussed and accepted in the eastern European scientific literature.

The paper The plural rationality and interest of national planners:
experiences in Hungary by Bager supports the thesis that goal-setting
is widely recognized as culturally dependent; this view seems to be
held by a number of hHungarian economists (even if economists are al-
ways more prone than other social scientists to concentrate on the
interests rather than on their cultural determinants). The paper pre-
sents an in-depth analysis of the planning culture in Hungary, and its
changing determinants and basic values, including the shift away from
an emphasis on products and means towards the idea that social and
human values are important in planning. This, in turn, leads to the
explicit recognition of the need to take diverse rationalities into
account in the planning process itself.

Further discussions at the meeting stressed the need for a clear
conceptual distinction between plural rationality and plural interests.
A rationality is a conceptual framework for perceiving what constitutes
rational action: for example, an individualistic market-oriented
culture will tend to identify rationality with the maximization of
individual interests and will tend to neglect the guestion of how
these interests actually arise. After all, if the hidden hand is to
do its miraculous work it must remain hidden. Interests may be as
diverse as the individuals who hold them but all that diversity is
ultimately unified by the single rationality of the market.

But, in a social system that has elected to operate not through



the market but through the imperfections of the market - the institu-
tionally organized reduction of diversity in individual interests - the
opposite will apply. Attention will then focus on the patterns of
interest that institutions give rise to. Here rationality will tend
to be understood as a highly visible link between certain basic cul-
tural values and the survival - the viability =~ of certain social

institutions. Such an emphasis focuses attention on the question of

legitimacy and on the consistency of
it takes for granted the proposition

cannot be socially aggregated unless

interests and institutional goals;
that diverse individual interests

they are supported by common

basic cultural, ideological or moral values. But, of course, different
institutions can give rise to different patterns of interests and these
patterns may well be in conflict. 1In this case, the market solution
(to destroy the patterns) simply is not available since the choice to work
through the patterns has already been taken. Each pattern has to be
understood in terms of the particular rationality that informs and
sustains it.

There are many possible frameworks for advancing this sort of un-~
derstanding. We can try, explicitly or implicitly, to judge the pat-
terns - to pronounce upon the quality of the rationality embedded in
each of them - or we can try simply to describe, abstract and predict
their development and their mutual interactions.

In his paper Beyond rationality, Dreyfus presents another deep
and fundamental critique of the classical concepts of rationality.
His argument is that most decision analysis is based on what he calls
"calculative rationality", that is, a system of answers to "what-if"
questions. Against this he sets up the concept of "intuitive and de-
liberative rationality" and illustrates this new concept by describing
the ways in which decision makers at various levels of experience
approach a problem. A novice or advanced beginner (or even a competent
decision maker) requires calculative analysis which becomes more sophis-
ticated as he becomes more experienced. A more proficient decision
maker learns to see the situation as a whole, while an expert typically
does not need any conscious analysis at all to choose the right course
of action. He might deliberate, if he feels uneasy about certain as-
pects of a given situation, but this deliberation serves only to con-
vince himself that he is approaching the problem from the right per-
spective. When this perspective has been found, he knows what to do
without breaking the problem down into its components and calculating

the best strategy.



Dreyfus' contribution is challenging and points to important new
directions for research in decision theory. However, further discus-
sions served to point out that, while holistic expert decision making
is truly the most effective approach in standard situations, decision
analysis is usually applied in situations that are perceived to be
novel. If this is indeed the case then a "calculative" analytical ap-
proach might be necessary even if experts on more traditional aspects
of the situation are available. The real challenge then would lie in
a deeper understanding of the holistic decision-making process in order
to combine it with elements of more analytical decision making for ap-
plication to new problems. Some of the approaches to interactive de-
cision analysis presented in Section IV try to take into account the
holistic perceptions of the decision maker. However, much still re-
mains to be done in this area.

Krieger's paper, The culture of decision making, has some dis-
concerting things to say about big and little decisions. Little de-
cisions are bound by existing practices, technologies and ideologies;
big decisions often violate those bounds - they radically alter the
settings in which they occur. Since this means that the same decision
can be little in one setting and big in another, the whole focus of
our attention is shifted away from the decisions themselves and towards
the sorts of settings in which they can occur. The result is a typol-
ogy of cultures of decision making.

Krieger's paper, perhaps more than any of the others at this
meeting, highlights a major stylistic divide between the participants.
The classical decision theorists are contentualists; their cultural
critics are contextualists. Each is busy rejecting what the other
holds to be the essence of decision. Thesis and anti~thesis were
boldly contrasted as the meeting progressed. Whether there has also
been real progress towards synthesis will become apparent only when
the dust has finally settled. Decisions over what decision theory is
are themselves big or little according to their cultural setting. It
may well be, as we have already suggested, that this one will be big
in the West and little in the East.

The paper Different dissolutions of the man-and-world problem by
Zsolnai and Kiss considers possible perceptions of the real world in
relation to possible systems of belief. The issue is illustrated by
a comparison of the Western and the Buddhist systems of economic thought.
These two systems differ considerably in their attitudes towards nature

and towards consumption, in their perceptions of the role of the indi-



vidual versus the group, and in their acceptance of self-interest as a
legitimate value. Inview of these contradictions, it is difficult to
imagine a framework for rational action that would encompass both be-
lief systems.

The final paper in this section, Rationality and equivalent rede-
seriptions by MacLean, returns to a more detailed critique of the pre-
mises of the most widely known Western perception of individualistic
maximizing rationality. In a sense, it provides a bridge to the next
section. It analyzes the axioms of expected utility theory and con-
centrates on one of these: the axiom of independence. By considering
the Allais paradox, MacLean examines in detail the various ways of
justifying classical expected utility theory and concludes that the
assumption of independence cannot be justified in real-life situations.
Cultural and moral values, he concludes, make it impossible for prob-

lems to be liberated from their contexts.

Michael Thompson

Andrzej Wierzbicki



THE APPROACH TO PLURAL RATIONALITY THROUGH
SOFT SYSTEMS METHODOLOGY

Peter Checkland
Department of Systems, University of Lancaster, Bailrigg, UK

PREFACE
We can get no nearer to 'reality' than the mental representations we

make of it. And those mental representations will derive to a large

extent from our cultural endowment, from the Weltanschauungen we learn

to adopt - and do not question - through our membership of specific
social groups and of a specific society.

At the University of Lancaster Department of Systems in the early 1970s
this problem faced us dramatically. We were attempting, through tackling
real-world problems, to find out what happened to the well-established
methodologies for "systems engineering'" when they were applied to very
messy and ill-defined problem situations. The methodology of 'hard'
systems approaches can be reduced to: (1) define the objectives to be
achieved; (2) working from the objectives, engineer the system necessary
to achieve them. We were working in situations in which the fact that
clear objectives could not be defined was a significant part of the
problem. Different actors in a situation, with their culturally-deter-
mined plural rationalities, perceived different objectives as desirable.
In such situations ' hard ' systems methodology could never complete its
first phase,

Out of our experiences a new systems methodology emerged, one so dif-
ferent from the systems engineering with which we started that it
required a new name., We call it "Soft Systems Methodology'".

This papert describes what is normally meant by "applying a systems

approach', and relates our experience of developing soft systems method-

A version of this paper was given at the Annual Meeting of the Euro-
pean Association of Programmes in Health Services Studies, Rennes,
France, June 1984,



ology to that received view. It argues that plural rationalities,
deriving from cultural differences, cannot be ironed out but must be
accepted. Accepting them entails accepting a systems paradigm of learn-

ing rather than optimizing.

INTRODUCTION

The word '"system" has become one of the most common abstractions in
everyday language. Although the concept may have a precise definition
within professional discourse in many different fields, its most common
usage is in everyday language. We casually refer to any complex set of
purposeful arrangements or procedures as '"a system'". We refer all to
easily to transportation systems, education systems, political systems,
health care systems. It is no surprise at all to read in the Declaration
of the 1978 International Conference on Primary Health Care (1) that:

Primary health care . . . forms an integral part both of the
country's health system, of which it is the central function
and main focus, and of the overall social and economic develop-

ment of the community. (Author's emphasis)

Note the assumption, taken as given, that any country will have an entity
called "a health system'". From that assumption, and hundreds like it in
other fields, follows the next unquestioned assumption, namely that to
adopt "a systems approach'" is to focus on "systems" in the real world,

usually with a view to designing them or improving their efficiency.

The experiences described here will tend to shake that assumption. It
will argue that this idea that the world contains systems which can be
"engineered" (in the broad sense of that term) is the systems thinking
of the 1950s and 1960s. In the 1970s a new version of systems thinking

has emerged in which it is the process of inquiry which is "the system",

rather than, necessarily, the thing upon which inquiry focusses. This
new systems thinking is relevant to any messy real-world problem situa-
tions in which views differ, resources are limited and objectives are
problematical; hence it is ripe for application to the problems of
providing health care, this provision being subject to resource scarcity
at a time of rising expectations.
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APPLYING A SYSTEMS APPROACH: THE RECEIVED VIEW

A working conference held under the auspices of NATO's civilian Science
Programme in 1982 provides an excellent illustration of the normal
assumptions surrounding the application of a systems approach in a
particular field, that of health care. The conference was called "Re-
orienting Health Services: Application of a Systems Approach', and its

deliberations have been recently published (2).

The organisers of the conference had an excellent idea for ensuring the
coherence of the discussions. An initial paper (3) presented a systems
model of any 'health service system', and sessions of the conference then
focussed on particular sub-systems of the model. The scene-setting paper

begins:

In every country there is a system of health services, just
as there are systems of education, of agriculture, transport-

ation and many other social activities.

This is a very clear expression of the normal view of "a systems approach",
namely that it involves taking the world to consist of or contain systems
of various kinds. The paper presented a view of a health service system
as consisting of a central sequence of operational sub-systems: acquire
resources; organise programmes; deliver services. These are then all
supported by two other sub-systems, concerned with provision of economic
support and provision of management. This instrumental view of what is
meant by a "health service system' certainly served to provide a co-

herent intellectual shape for the meeting.

Other papers at the meeting reinforced this received view of "a systems
approach". Ten papers described the "health service system” in ten
different countries, and several other papers made explicit the assumption

that the world is systemic; for example:

In the systems approach reality is considered as a system (4)

The health services are a system with many elements and a

myriad of relationships (5)

It was interesting to note at the meeting that the one pre-prepared paper

to cast doubt upon the value of a systems approach was the one concerned



with research and development. Affeld's paper (6) introduced the cultural

dimension. He queried whether the systems view of health services could

cope with the concrete peculiarities and given problems
in historically specific situations of health care in different

countries.

This was significant in the conference discussions, in which the general
satisfaction with the systems model as a means of structuring discussion

did not extend to satisfaction with it as a means of grappling with
cultural issues and problems in health care. A sense of frustration with
the systems model developed, and an account of the 'alternative' systems
approach was prepared and presented in situ (7). It is that alternative
systems approach, not based on the ontological assumption that "reality"
is a system'", which is the subject of this paper. It will be presented
by discussing the origins of systems thinking and the two main manifesta-
tions of a systems approach - the 'hard' tradition of the 1950s and 1960s,
and the 'soft' tradition developed in the 1970s. (This account draws
upon other recently published accounts (8, 9, 10)).

THE ORIGIN AND NATURE OF SYSTEMS THINKING

All civilisations have possessed their own art, religion and technology.
What makes our own civilisation, Western civilisation, unique is its
development of the most powerful way of finding things out which man has
discovered: the method of natural science. This method, a combination
of (repeatable) observation and rational thinking, became explicit in
the so-called Scientific Revolution in the 17th Century and developed
with the rise of rationalist philosophy. Given this perspective, one of
the most important books in Western civilisation is Rene Descartes'

Discourse on Method of 1637. 1In that great book Descartes offers four

rules for using the mind, It is the second which urges that, faced with
complexity, the best approach is to split it up into several parts and
tackle the parts one by one. This principle of reduction is very suc-
cessful in the natural sciences (that is why we know them, arbitrarily,
as separate subjects of study) but it is obvious that the reductionist
principle has a profound limitation. Descartes made the unquestioned
assumption that the part is the same when separate from its parent whole
as when it is within the whole.

My medical student daughter tells me that she learnt much about 'the
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hand' by dissecting a hand previously cut from a cadaver; but it is
obvious that a hand which is part of a living body is rather different

from a hand severed from the organism.

From this illustration we can see that it is not surprising that the
questioning of reductionism - the attempt to develop explicit forms of
holistic thinking - was initiated by biologists. It seemed to the so-
called Organismic biologists in the early years of this century that

the reductionist method of natural science was probably not the best way
to try to answer the question: What is a living organism? They developed
thinking in terms of wholes; they are the pioneers of the development of
self-conscious systems thinking (11) - even though the history of thought
reveals many intuitive systems thinkers, figures such as Plato, Aquinas,

Locke, Marx.

The most important idea in systems thinking is the notion that whole
entities have properties which have no meaning in terms of the parts

which make up the whole. The wetness of water, for example, is a property
of that substance which has no meaning in terms of the hydrogen and

oxygen which are water's components. Such properties are described as
emergent, and systems thinking is thinking in terms of wholes having

emergent properties.

The idea of emergence is the most important idea in systems thinking.

To that we must add three more to assemble the core concepts upon which
systems thinking is based: hierarchy, communication and control. Taking
the four ideas together we get the basic systems image or metaphor: of a
whole (showing emergent properties) which may itself contain smaller
wholes and be part of a larger whole in a hierarchical structure; and
which, possessing processes of communication and control (in the control
engineer's sense) may adapt and so survive in an environment which
changes. Taking a ''systems approach'" simply consists of consciously
using this concept of a surviving entity in a changing environment to

understand the world or to tackle problems within it.

A SYSTEMS APPROACH: THE 'HARD' TRADITION - 'SYSTEMS ENGINEERING' AND
'SYSTEMS ANALYSIS'

The best-known version of the organised use of a systems approach is that
which developed in the 1950s under such names as '"Systems Engineering"

and "Systems Analysis".
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In Bell Telephone laboratories the scientists and technologists sought
procedures for ensuring that they could generate "organised creative
technology" (12). Simultaneously but independently the RAND Corporation
analysts were formalising a process by which they could help real-world
decision takers faced with a problem of choice to decide which of the
possible alternative systems would best meet their needs. The Bell
Telephone engineers generalised their methodology from project experiences;
the RAND analysts put together ideas from engineering and economics to
define the process called "systems analysis" (13).

Both "systems engineers'" and ''systems analysts'" in these methodologies
are professionals operating within the value systems of their clients.

A systems engineer making a study of transportation systems will look at
alternative means of transportation, comparing their technology and costs
and thinking carefully about the criteria for selecting between alterna-
tives. A RAND analyst, asked by the Department of Defence to make a
study of radar systems, will propose the realisable system nearest to
optimum requirements, balancing benefits against costs. It is inconceiv-
able within the methodology of systems analysis that his recommendations

might be to re-think foreign policy!

The reason for this, revealed by analysis of many accounts of this kind
of systems thinking (11), is that they all reduce to a procedure having
these characteristics: the real-world client (person, group or society
as a whole) is taken to be the owner of the problem; his needs are taken
as given and expressed as the objectives to be achieved by a system;
there follows a systematic search for an efficient system to achieve the
known-to-be-desirable end. In other words, this '"hard" systems method-
ology tackles the question: how? By definition, if objectives are them-
selves problematical, if the questions to be answered are 'what' as well
as 'how' questions, then '""the system" cannot be taken as given, and the
approach must be modified. This modification has occurred in the 1970s,

A SYSTEMS APPROACH: THE 'SOFT' TRADITION - 'SOFT SYSTEMS METHODOLOGY'

The first systems approach assumed that there is a need to be filled and
that real-world arrangements to do so can be taken to be systems; these
"systems" can be "engineered". This perspective has several good results.
It requires the analyst to take a broad view and directs his attention

to connections and interactions.
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Inevitably, though, it concentrates on the logic of arrangements to meet

the defined need, and will be most helpful in situations in which the

logic of the real-world manifestations is faulty, a not uncommon occur-
rence. For example, the model of a health service system upon which the
conference described above was based expressed an implicit logical argu-

ment of the following form:

- There is a need for the delivery of health care.

- This need can be met by providing appropriate resources, defining

programmes, and delivering services via those programmes.

-~ These three operations (provide; define; deliver) must themselves

be supported by the provision of (a) management, (b) finance.

Now, in the real world of health service provision this may well be use-
ful: resources may be fundamentally inadequate or inappropriate, pro-
grammes may be inadequately defined, or spoilt by inadequate delivery;
management may be neglecting the balance needed between programme defini-
tion and delivery capability; finance and feasible programmes must be
matched, etc. On the other hand, real world problems are not usually
signalled in so logical a manner. In a real-world problem in a hospital,
for example, the observed "problem" might seem to be a history of bad
relationships between administrators conscious of the need to spread
resource use over the period of a budget and clinicians acting upon the
principle of taking medical decisions on purely medical grounds. Here

is an example of Affeld's ''concrete peculiarities"™ in "historically
specific situations". The general model of a logical health care delivery

system may not seem very relevant to these particular peculiarities!

It was findings of this kind - in a general management, rather than a
health service context - which led to the re-thinking of '"a systems

approach'" during the 1970s.

In the research programme of the Department of Systems at Lancaster we
wished to research the relevance of systems ideas to problem solving in
these ill-structured situations in human affairs which are far more
common than the rather well-structured situations for which systems

engineering and RAND systems analysis were developed.

The approach adopted was one of 'action research', working in real

situations with real problem owners., With the benefit of hindsight it
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is possible to see the decade of work which followed in terms of the
systems model of Figure 1. Here, definition of systems methodology
leads to its use; its use yields learning; and that learning is a source
of the original definition. Of course, such a system can never begin
operations, since the definition requires the learning, which requires
the use, which requires the definition! Like all self-creating ("auto-

poietic") systems it is organisationally closed.

hence

A/,_\ Learn from use

Define systems
methodology

hence

hence . Use systems
methodology

FIGURE 1: The Methodology-Creating System

In the action research programme we broke into the closed system by
taking systems engineering methodology as given, applied it in unsuitably
"soft" problem situations (in which whats as well as hows were problem-
atical), did what seemed best in the circumstances of the individual
projects, and then generalised the lessons learned in the re-definition
of the methodology. Soft Systems Methodology is the redefined Systems

Engineering which emerged from this process.

The most difficult learning to acquire during the action research pro-
gramme was a deep appreciation of the kind of system concept most relevant
to our interventions in soft real-world problem situations. Much is

known about the concept natural system, which can be mapped onto such

things as river basins, forests and frogs, and much too about the concept

designed system, which can map either physical manifestations such as

fire engines, bicycles and computers, or abstract ones such as mathematics

or philosophy. Our notion was that a set of human activities linked

together so that the whole constitutes purposeful action constituted a

system concept relevant to real-world problems in which, in the midst of
differing perceptions and interpretations, purposeful action is sought.
We were developing the concept human activity system. (The reader will

have noticed that I am going to some lengths to avoid describing the
world as consisting of systems.)
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The difficult learning was to appreciate the nature of this particular
system concept. The point is this: where accounts of real-world mani-
festations of natural or designed systems will be publicly testable (if

I say '"'this bicycle has two wheels and a saddle', you can check whether
this is correct) accounts of human purposeful activity will not be test-
able in the same way. Linked activities in the real world which one
observer may describe as '"'terrorism'" will for another observer constitute
“freedom fighting". Such descriptions are not publicly testable.
Consider another example: if you ask people to answer the question "What
is a prison?", many different answers will emerge. It is to be described
in terms of a punishment system, a rehabilitation system, a system for
revenge, a system to protect society, a system which constitutes a
'university of crime'? Many such answers might emerge, and it would be
unhelpful to try to decide which one was '"correct'. All the answers
given - and many other possible answers - could produce valid accounts

of a prison as a human activity system, valid that is according to a
particular image of the world, a Weltanschauung which the observer is

taking as given.

Use of the concept of human activity system has always to consider:

(human activity system + Weltanschauung) and to explore a wide range of

possible world views which concerned observers might regard as meaningful.
For this type of system the idea of an account being meaningful has to
replace the idea of any one account being correct. (Of course, actual
real-world activity is always simultaneously meaningful to different
observers according to different and changing images of the world; this
reminds us that technically, as I have tried to insist, any account of

a human activity system is an intellectual construct, an account which

one-sidedly emphasises a particular Weltanschauung, rather than a pro-

posed description of part of the real world. This careful separation
between the real world and systemic accounts which relate to it is
important in understanding human activity. It does not matter if a
systems model of an industrial plant (describable as a designed physical
system) is casually treated as a surrogate for the plant itself. It
does matter if this kind of mapping is assumed casually in the case of
systems models of human activity systems. Such models are '"ideal types"
in Max Weber's sense; they are models relevant to inquiring into real-

world human activity, not models of that activity (14).

As an example of the use of these ideas, consider the U.K., charity 'Oxfam'.

We carried out a systems study aimed at improving the management informa-
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tion available to Oxfam's managers. Here the organisation as a whole is
to be regarded as a relevant system but there is no single answer to the
question: What kind of human activity system is Oxfam? It can be taken
to be a relief-providing system. That is what is implied in its name,
which derives from its origins as the Oxford Committee for Famine Relief.
But Oxfam in the field can be observed carrying out such projects as
providing water pumps for African villages: it is legitimately viewed as
an aid-provision system. At a higher level of abstraction it may be
regarded as a political education system, one concerned to persuade the
rich countries of the world to devote more of their resources to helping
the developing countries. None of these accounts of Oxfam are 'correct';
the thing to do is to treat each of them as relevant, make models of
the systems named, use those activity models as a means of defining
information flows, and compare those information flows with the ones

reaching Oxfam's managers, in order to bring about improvements.

SOFT SYSTEMS METHODOLOGY AS A PROCESS

I am now in a position to describe the formal structure of the systems
methodology which uses the human-activity-systems concept: '"soft systems
methodology" (11). Being concerned with helping to achieve improvements
in real-world situations regarded as problematical, it can most simply
be expressed as a way of getting from "finding out'" about a problem
situation to ""taking action'" in that situation. It does that not by
relying on previous experience (which is the most common way of moving
from finding out to taking action) but by introducing an organised use
of systems thinking.

After finding out about the problem situation (for which formal guide-
lines have been developed) some human activity systems which the analyst
hopes will be relevant to the problem situation are selected and named.
The naming needs to be done carefully and explicitly, since the names
will be used as a basis for making models of the systems selected. This
is so important that we use the technical term "Root Definitions" to
describe the names of these (hopefully) relevant systems. Ways of making
sure the Root Definitions are well-formulated have been developed (11,
15). In the example of Oxfam, above, the three concepts of famine-relief,
aid provision and political education could each be the basis of a Root

Definition.
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For each Root Definition a model of the system named is now built. The
components of human activity systems are words defining activity, namely
verbs, so the building of "Conceptual Models" from the Root Definitions

consists of assembling and structuring the minimum necessary verbs needed

to describe the activities which would have to go on in the system named
in the Root Definition. The Definition is what the system is; the con-
ceptual Model is what it does; but remember that the model is derived

from pure Weltanschauung, it does not describe parts of the world.

Hence it is important to build the model from the words in the Root
Definition, not from real-world knowledge of any activity which may

superficially appear to be close to that in the Root Definition. The
Conceptual Models themselves, of course, are a manifestation of the

systemic metaphor: emergence, hierarchy, communication and control,

Once the models are built (the techniques for building and testing them
are ignored here - see (11) and (16)) then we are in a position to bring
the models to the problem situation in order to make a comparison between
the models and what is in the situation. The comparison itself may
entail doing more finding out about the situation, or may quickly suggest
new ''relevant systems'" not thought of initially. Both of these things
happen on the way to achieving the ultimate aim of the comparison, which
is that it should comprise a debate, discussion or argument out of which
come possible changes which could be made in the problem situation. These
changes must meet two criteria simultaneously, that they are systemically
desirable, given the systems analysis via Root Definitions and Conceptual

Models, and culturally feasible for these particular problem owners in

their historical situation. Meeting both criteria at once is not easy!

Once the debate stages have revealed possible changes, then the new
problem situation becomes that of implementing these changes in the real-
world. Learning has been achieved in arriving at these particular changes
and the cyclic learning process can begin again as the new situation is
confronted. The methodology never '"solves' '"problems" out of existence
(that language is a poverty-stricken representation of what goes on in
purposeful activity); it is a learning rather than an optimising system,
and the competent analyst will always iterate many times round its various

stages. Figure 2 illustrates the shape of the methodology as a whole.



19

Finding Qut (\ Taking Action

Problem
situation:
unstructured

Changes:
desirable and
feasible

Problem
situation:
expressed

Comparison

Real World

Systems Thinking
about the Real World

Root Definitions Conceptual models

of relevant human of the system

activity systems concepts named
in the Root
Definitions

FIGURE 2: The Structure of Soft Systems Methodology

CONCLUSION

More than a hundred applications of Soft Systems Methodology have con-
vinced its users that it marks a significant move away from the hard
methodology which was its parent. That is concerned with questions of
how, given that what is required can be sharply defined at a broad level.
The soft methodology assumes that both what and how questions are un-
answered: it helps people learn which (and whose) objectives are (or are

not) relevant, as well as explores possible hows.

Soft Systems Methodology is itself an inquiring system, a learning system.

It does not assume that the world contains systems to be optimised;
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rather it uses systems models built specifically because of their per-
ceived relevance to the '"concrete peculiarities" of "historically
specific" situations, to orchestrate a debate about change. It finds

its way to accommodations of the permanently conflicting perceptions

which always characterise human cultures.
When Affeld (6) refers to

the inadequacy of system approaches to cope with concrete
peculiarities and given problems in historically specific

situations of health care in different countries

he has in mind the 'hard' approach with its concentration on the logic
of need-provision systems. The soft approach, accepting the degree to
which a splendid and rich illogicality informs the activity of mere
humans, offers - at the cost of giving up the idea of optimising in
favour of learning - the prospect of the ''new dimension" in the ongoing
discussion which Affeld suggests is needed if system approaches are to

transcend their present marginal role in real-world decision making.
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INTRODUCTION

Most political theorists share the basic assumption that the pursuit of self-interest
lies at the heart of political behaviour. In consequence, theoretical approaches in politi-
cal analysis, diverse though they may be, can all be assembled under one rubric — the
politics of interest. In this perspective, the political realm is seen as an arena into
which individual or group interests enter in some fashion, to be dealt with by certain
processes and to be transformed into outcomes, policies or output.s.l This notion of polit-
ical processes treats political society, not as a single entity—a community-but as frag-
mented into groups that are distinguished by their respective interests. On this view,
groups and their interests constitute the essence of politics, providing the conceptual
terms in which political behaviour is to be explained.

This idea of politics as the conflict of interests has been widely reflected in the work
of political theorists during the past decades. Indeed, the characterization of political
behaviour in terms of competing preferences for actions, demands or wants—in short,
interests— is sufficiently prevalent in modern political science for us to be able to argue
that the pursuit of interest is the dominant assumption in the analysis of political
events. We will question this assumption, arguing that it is unsatisfying as a conceptual
premise for understanding political action, that it sets up a circular explanation of dis-
tressingly small circumierence, and that, since an alternative formulation is available,
we are not forced to remain trapped within it.

THE POLITICS OF INTEREST

Policy analysts and decision theorists alike have largely concerned themselves with
examining the 'logic’ of political decision-making in terms of competing interests. Ana-
lyses of the determinants for political behaviour have reflected this conceptual focus
and the dominance of the politics of interest is inherent in much of the political science
literature. Various kinds of interest definitions can be found among political theorists
concerned with the ‘essence of politics’. Their number and prevalence supports the
claim that they share a basic common premise about the nature of political events.
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The essence of politics

Van Dyke, for example, defines politics as a struggle among actors pursuing
conflicting desires on public issues, public issues being defined as concerned with groups
in some wayz. Harold Lasswell in his classic book on Politics sees the political arena as
being occupied by political actors who, having certain "base values”, "demands” and
"political strategies"”, attempt to achieve specified outcomes which are seen to maximize
their "value indulgences"."3 For Lasswell individuals and groups of individuals are moved
by fundamental goals and objectives that they seek to achieve. Their desired value pat-
terns provide the motivating force for action and choice. Value preferences are also
considered the key to the formation of coalitions, arising out of aggregation of interests,
whenever there is a substantial degree of overlapA4 The interest premise in political
theory is also reflected in David Easton’s highly influential definition of political events
as those concerned with “the authoritative allocations of values for a society."“5 It is fun-
damentally dependent on an understanding of values as preferences or demands held by
those involved in political society.

The politics of interest readily includes the "interest group” theories of Bentley, Tru-
man, Latham and others who have made group interests the main characteristic and
raison d'elre of organisations. In the words of Arthur Bentley, the founder of "group
theory"” in political science, "there is no group without its interests”.® The notion of goals
and goal-attainment are likewise fundamental to the group approach to society. Group
actors involved in political processes are seen as being impelled by their respective
interests and claims upon the other actors in the system to participate in the 'group
struggle’ that constitutes society. In this perspective the drive for goal-atteinment or
goal-seeking is accepted as the single most important motivating force of the political
process.

Common to all theoretical statements involving interest politics is the idea that
each political actor has a set of preferences and associated goals that determine his
behaviour. The interest bias in political science is particularly striking in the analysis of
policy-making and political choice.

Public policy has been defined as a set of inter-related decisions taken by political
actors concerning the selection of goals and the means of achieving them.? Within the
politics of interest, policy analysis is reduced to explaining actors’ behaviour in relation
to the interests displayed by each policy actor. Interest theories of political behaviour
are purposive, with the policy goals taken as givens. They assume that attention to par-
ticular aspects of issues and the selection of policy options follow preferences (as
identified by each policy actor). Policy actors’ respective interests are somehow
accepted as being self-evident; they are the premise of most political analysis.a
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The good lie

Political scientists are a disputatious lot yet they have been remarkably reticent
over the limitations of their various analytical models based on the politics of interest.?
The concept of interest itself has not been properly scrutinized for the theoretical
assumptions that underpin its use in politics and decision-making. There has been no
real attempt, for example, to clarify the relationships between economic and non-
economic interests, between egoistic and non-egoistic interests, or between individual
and group interests on the one hand and the more general social interests that tran-
scend them on the other. But, even though political scientists may have tacitly agreed
not to poke about in the foundations of the edifice they all inhabit, cracks have started
to appear. The politics of interest model is more and more under stress in relation to
the empirical reality of political phenomena.

Politics of interest models consider interests as psychological facts; simply as
behaviour without any references to the social contexts impinging upon the state of
mind of the actors. Cochran, for example, has said of this reductionist approach:

The politics of interest, following the lead of modern natural science, ignores
the reality of purpose and thus is incapable of understanding the total experi-
ence of political life. Indeed, one of the manifestations of the politics of interest

is its definition of politics without reference to 1;:urpose.10

In the broader context of policy analysis, but in similar vein, Majone has criticized
'‘causal’ theories of policy-making of which the politics of interest may be seen as a
prime example. He has argued that causal accounts of political behaviour seriously res-
trict the range of questions that can and should be asked about the policy process.11
Majone has specifically identified the shortcomings of traditional policy analysis by
pointing at the processes of legitimation and consensus building which are considered so
essential for "policy viability. He argues that policy analysis should move beyond the
limited utilitarian perspective where success and failure in policy choice is considered
to be dependent solely on whether it correctly determines the actions required to
achieve a given goal.

The failure of the politics of interest to deal with the issue of policy viability must be
sought in the fact that it considers the determinants of goal maximization in a social
eand cultural vacuum. The major limitation of this theoretical conceptualization is the
assumption of the pre-erxistence of the preferences held by policy actors. The pursuit of
self-interest as premise for policy choice assigns to “the decision-maker" a position
devoid of social relations: each policy-maker will act singularly on the basis of the mer-
its of alternatives in relation to his self-proclaimed objectives. Majone rightly points out
that the practice of public policy-making is seriously at odds with this theoretical per-
spective:
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In public life to decide, even to decide rationally, is not enough: decisions must
always be justified. However whimsically policy actors come to their conclu-
sions, good reasons have to be given for their preferences if they are to be taken
seriously in the forums of public deliberations.'?

Policy analysis within the confines of the politics of interest has over-stated its singular
concern with policy action as the selection of the best means to achieve a given end. In
this limited perspective, rationality in decision means maximizing something; it means

selecting the best alternative, subject to a pre-existing set of constraints. '3

To understand the limitations of such a goal-seeking model of social choice, we will
have to examine the notion of rationality that sustains it. Can rationality exist in a
social and cultural vacuum? Can a model of social choice that is predicated on isolated
decision-makers—automata that arrive miraculously upon the political scene completely
equipped with pre-programmed goals—tell us anything about political life in society?
Are not 'rational’ models of decision-making coming to the end of their explanatory life,
if they prove unable to handle the inescapable social environment on which politics
depends?

DECISION RATIONALITY AND THE PURSUIT OF INTEREST

Theoretical models of decision-making and rationality have been numerous. Rather
than re-iterating the well-established decision-making literature—which would, in any
case, go beyond the scope of this paper—the discussion below will be cast in terms of the
two headings under which much of the decision theoretical literature has conventionally
been organized. The conceptual models concerned with 'rational’ decision-making and
those dealing with "incrementalism’ are conventionally presented as extremes on some
theoretical continuum. A third group of "mixed"” theoretical approaches have been posi-
tioned in between as partial criticisms, as well as refinements of, the two ’extreme’
models. This range of three clusters of theoretical models of policy-making will serve as
the framework for reviewing the theoretical literature on decision-making and rational-
ity, with the specific aim of exposing the extent to which the various models are depen-

dent on some notion of the pursuit of goal attainment as premise for policy actions.

The first extreme

Rational decision-making models consider policy as effective goal achievement or
goal maximization: a "rational" decision is one that most effectively achieves a given
end. Simon has phrased the classic notion of synoptic rationality in public decision-
making as follows:

The task of rational decision is to select that one of the strategies which is fol-

lowed by the preferred set of consequences.14
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More precisely, as to the steps or activities involved in making a decision in the
rational-synoptic model, March and Simon have provided the following description:

(The decision-meaker) has laid out before him the whole set of alternatives from
which he will choose action ... to each alternative is attached a set of conse-
" quences ... At the outset the decision-maker has a "utility function" or a prefer-
ence ordering that ranks all sets of alternatives from the most preferred to the
least preferred ... The decision-maker selects the alternative leading to the pre-

ferred set of consequences.15

In their most extreme form, models of synoptic rational decision-making are based on
comprehensive knowledge of all possible policy options and their consequences, as well
as of the desired goals and values which make up the "utility function”. 1t is the choice
of the best means to desirable ends.

The criticism levelled at the rational synoptic model has been most pronounced in
relation to public policy-making, and centres around the assumptions that have to be
prerequisite for the process of rational choice in policy-making, namely:

(i) carrying out a comprehensive comparison of all alternative policy options and all
their consequences; and

(ii) finding agreement on a single set of collective ends or values which are to be
maximized.

Lindblom has been the most prominent policy theorist among critics of the ideal of
synoptic rationality, arguing that

Too many interacting values are at stake, too many possible alternatives, too
many consequences to be traced through an uncertain future — the best we can
do is partial xmalysis.16

These practical objections to the synoptic rational model as a description of policy-
making behaviour, have not remained unanswered in the rationality literature. The
'modifications’ which have been made to the notion of rationality in decision-making
have exposed the behavioural assumptions underlying the rationalist models. Simon
himself has introduced the notion of bounded rationality conceding that "it is obviously
impossible for the individual to know all his alternatives and all his consequences".21
Bounded rationality allows for ways of limiting the number of policy options which are
being compared and evaluated.

At the heart of the process of decision-making is thus some form of “closure”—some
restriction on the number of variables and options which are included in policy-making.
The essential issue in relation to the analysis of policy behaviour thereby shifts towards
finding explanations for the imposition of boundaries on the scope of decisions under
consideration. The choice of "rules of closure” will inevitably have a direct impact upon

the outcome of any policy-making exercise.??
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Indeed, proponents of the rational school of policy-making have come to accept that
they are using a model of “limited” or "partial” rationality that takes into account only
some alternatives, and some consequences, related to some object.ives.19 Simon himself
has advanced three procedures for "closure": (i) decision-makers ignoring those conse-
quences which are not of interest, (ii) "satisficing” by choosing a satisfactory rather
than a single optimum policy, and (iii) adjusting scopes of concern in the light of

experience from earlier decisions.?°

Whatever strategy is followed to limit the scope of analysis, the erux of the matter is
that it is assumed that agreement can be reached on the set of goals and objectives {of
an organisation or community) which are being pursued. The fact that attempts at a
comprehensive comparison of alternatives is meaningless unless there is prior agree-
ment on the criteria for evaluation, leads us to the second objection of the rationalist
mode) of policy-making: the need for consensus on ends.

This objection stems from Arrow’s demonstration of the impossibility of a "social
welfare function” in public decision-making, that is, a preference ranking by society on
some set of alternative op’tions.21 Lindblom, again, can be cited as representing the
major political theory attack on the rationalist contention that agreement on a social
welfare function is possible. In his words,

In synoptic analysis the common requirement that values be clarified and sys-
temised in advance of analysis is impossible to meet in many circumstances ...
disagreement on values guarantees that no stated principles or wellare function

can command agreement L2

This theoretical objection to rational decisions, on the grounds that it is impossible to
find agreement within society over the set of values to be embodied in policy-making,
has shifted the whole emphasis of policy analysis away from a single welfare function for
society.

It has been argued, for example, that a form of rationality can still be aimed for in
the absence of a social welfare function, as long as the decisions are "vindicated", so that
consensus is reached on the process by which decisions are arrived at, when disagree-
ments persist on the desired outcome of policies.‘e:3 In this perspective, the notion of
rational decision-making is modified in such a way as to remove the requirement for a
social welfare function, for it is substituted the policy-maker's own preferences.

Reluctant to concede outright that a social welfare function should not be aimed for,
proponents of rational decision-making have asserted that only a "working social welfare
function” is required to provide a set of objectives. In this view the optimization of such
a function is the aim of rational decision-making. When it is asserted, however, that
"alternative functions are the stuff of political opposition",z it becomes obvious that
here too prior agreement on a set of values to be pursued is no longer guaranteed, or
expected.
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Following such 'modifications’ of the rational model of decision-making to their logi-
cal conclusion, has important implications for policy analysis: the set of goals which are
being pursued become, in principle, open for negotiation. Competition between alterna-
tive goals is allowed to become a central feature of political decision-making, and in the
process the notion of rationality is reduced to its narrowest form. Simon has
emphasised that the "substantive rationality” by which policy actors make choices can
only relate to the adoption of appropriate means to achieve preferred ends. In his words,

"... the rationality of behaviour depends on the actor in only one respect — his

goals".25

With every policy actor in the decision-making process (in this definition) attempting to
behave 'rationally’ with respect to his cwn goals, the outcome of political decision-
making comes to be viewed as a struggle over which of the competing objectives are to
be pursued. The central question from such a pluralist view of rationality in decision-
making becomes: "Whose welfare function?”. With the rationalist model of political
decision-making no longer dependent on the adoption of a single agreed utility function
for society, the arena of public policy-making is seen to be made up of different actors
attempting to pursue their respective goals. Consequently, it is only one step removed
from Lindblom’s incrementalist conception of "partisan mutual adjustment” in policy
making. The "rules of closure” in the context of Simon's "bounded rationality” are thus
made dependent on the particular set of preferences which is being adopted in decision-
making. The comparison of policy alternatives (in whatever form) and their evaluation
will be based on the rankings of objectives of policy actors. The process of public
decision-making thus becomes the product of interacting policy actors pursuing
different interests—in short, the politics of interest.

The second extreme

The incrementalist model of policy-making, whilst rejecting the rationalist idea that
decisions are based on a sequential means-ends distinction (of first isolating ends, fol-
lowed by a selection of means), is similarly committed to a notion of the pursuit of self-
interest by each policy actor. So incrementalist theorists are in fundamental agree-
ment with the idea of bounded rationality in so far as they acknowledge that, in choosing
which policy option to adopt, it is necessary to make reference to a limited set of alter-
natives, namely those which are seen to be in the actor’s interest.

Lindblom has introduced the idea of "partisan mutual adjustment” to emphasize
that decisions are the product of "give and take" among numerous participants in the
policy process.26 Competing interests and policy preferences are at the heart of his
model. A major idea underpinning this incrementalist model of "successive limited
comparison” of policy options is that decision-making is concerned with finding agree-
ment between groups. Lindblom's recipes for "incremental” policy changes, and "mud-
dling through” are explicitly designed to minimise the expected disagreement among
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policy actors, each behaving in his own self-interest.?” In relation to our concern for pol-
icy enalysis, the degree of convergence between the underlying assumptions of the two
‘extremes’ of the theoretical continuum is considerable. Whilst the rationalist school
stresses the possibility of reaching agreement among policy actors on ends (which can
subsequently be pursued through the selection of appropriate means), the incremental-
ist model of decision-making depends on achieving mutual consensus (through bargain-
ing and incremental adjustments) between groups of policy actors on outcomes. Both
models, however, are squarely based on political decision-making as consisting of some
sort of balancing of interests (or preferences) represented by policy actors.

The third cluster

The difference between the two theoretical models is to be sought more in terms of
differing conceptions of the feasibility of different policy-making strategies for limiting
the choice of options so as to make decision manageable and to achieve acceptable deci-
sions.®® But this is not relevant for our concern or to the determinants of policy
behaviour. What we are interested in is identifying the underlying behavioural assump-
tions about the policy actors’ motivations. In this respect, both the rationalist and
incrementalist models embody assumptions that policy actors will try to act in their
self-interest. Their arguments are dependent on a shared conception of goal-seeking in
decision-making. This common ground between the motivational underpinnings of the
rationalist and incrementalist models of decision-making is also reflected in a third
cluster of conceptualizations of policy-making that seeks to combine the two. Whilst
this part of the theoretical literature has a more normative rather than empirical bias,
the central concern with preferences and goal-seeking by policy actors remains

significant. The models advanced by Etzioni ("mixed scanning")ag

..)'30

and Dror (“optimal

rational decision-making as well as the elaborations advanced by Gershuny ("itera-

tive mixed scanrxing")31 share a common focus. They are all concerned essentially with
avoiding the exclusion of desirable policy options from consideration as a result of res-
trictive closure in decision-making (such as those inherent in incrementalist adjust-
ment), whilst acknowledging that some notion of "bounded rationality” (i.e. the adoption

of certain "rules of closure") is inevitable in policy-making.

The key to these approaches is to combine rationalist and incrementalist techniques
in order to select “rules of closure" so as to include those policy options which are in the
interest of the policy—makers.32 The interests which are pursued in decision-making are
at the heart of the conceptualizations of Etzioni and Dror. Disagreement on values, i.e.
conflicting interests, are thereby seen to lead to alternative choices of the "rules of clo-

sure” in the inevitable process of limiting the scope and nature of analysing policy alter-
natives.

In summary, it must be concluded that the pursuil of inlerest as the key to under-
standing political behaviour constitutes the central underlying assumption common to
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the main body of theoretical models of the process of public decision-making. This is
also reflecled in the way policy analysis has (empirically) focused on explaining policy
oulcomes in terms of the interaclions belween policy actors pursuing their respeclive
interests. Central to these approaches has been the idea that actors’ interests provide a
self-evident starting point from which purposive behaviour can be studied scientifically.
The analysis of public decision-making is thereby reduced to a single level—the politics
of interest—with the pre-existence of goals as its essential premise. The next section
examines the deficiency of this conceptualization for the determinants of social choice
in political decision-making. It suggests the direction in which alternative analytical
approaches may be sought, in an attempt to overcome some of these theoretical limita-
tions of the politics of interest.

BEYOND INTEREST MODELS OF SOCIAL CHOICE

The theories of decision-making reviewed in the previous section assume the pre-
existence of preferences as providing a motivation for policy actors to select particular
courses of action. They accept that the process of decision-making can be understood by
looking at actors' interests as prior attributes to behaviour. Individuals and organisa-
tions are expected to explain their own actions, as well as those of others, in terms of
interest premises that are presumed to be antecedent to behaviour.

The major fundamental deficiency of this model lies in the fact that it fails to con-
cern itself with the origins of interest. It treats the interests adopted by policy actors as
seli-evident, ignoring the question as to how the alignment of particular interests and
actors is actually determined. Politics of interest models of decision-making cannot
handle the question "How do policy actors who behave in their own best interest come to
know where that interest lies?".

Policy actors trying to determine what their interests are can only do so with refer-
ence to certain 'rules of closure’. But the setting of these boundaries on analysis and
choice has itself been considered (within the politics of interest model) an action requir-
ing reference to a policy actors’ goals. In other words, any attempt at determining one's
own best interest is itself dependent on prior knowledge of the set of objectives which
are being pursued. In short, to know one’'s own interest one must know one’'s own
interest.3* It is at this point that the historical models premised on predetermined
interests break down as an analytical basis for explaining political events and the partic-
ular positions that policy actors teke up in decision-making.

The cause of this total breakdown {for that is what it is) is political science’s rejec-
tion of purpose. It has failed at four crucial points. First, it has focused on goal-seeking
and disregarded goal-setting. Second, it has ignored the need for decisions to be morally
justifiable. Third, it has treated rationality as extensional—as having an existence
independent of organisational context. Fourth, it has viewed social institutions as aggre-
gations of individuals and not as cultural entities.
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Goal-seeking and goal-setting

Interest-premise theories of decision-making are too tidy and ignore the dynamics
and ambiguity involved in policy processes. Goals can change over time. Hence concep-
tual models for the analysis of decision-making will have to move beyond theories of
goal-seeking, in order to be able to account for the processes of goal-setting. To move
beyond the limitations of the politics of interest model, it is necessary to place the pro-
cess of goal-maximization in a broader context which looks for determinants of policy
objectives outside the utilitarian means-end scheme of traditional decision theories. In
other words, if we want to avoid the pitfalls of such a circular goal-seeking notion of
rational decision-making, we will have to acknowledge the social and cultural context as
the determining factor in setting boundaries to the 'rules of closure’ which are adopted
by policy actors.

Of course, one way of trying to overcome the problem of pre-determined goals in
models of political decision-making —which presuppose that outcomes reflect purely the
pursuit of interest—is to take a totally relativistic approach. One could simply move
away from the assumption that decision outcomes are necessarily intentional. In this
view, policy actions are no longer dominated by the intentions of goal-seeking actors.
Such an approach leads to a conceptualization of decision-making in a context of anar-
chy, based on a fluidity and an ambiguity of goals. March and Olsen have formulated
such a "garbage can model” of decision-making, built on the belief that the "processes

and outcomes are likely to appear to have no close relation with the explicit intention of

act.ors".35

Such a model views the process of decision-making as a mixture of problems, solu-
tions, policy actors and choice opportunities. It provides a conceptualization of how
organisations operate in processes of decision-making, but cannot be convincingly
translated to an inter-organisational context of public decision-making. It requires a
view of society where coalitions between policy actors are constantly in arbitrary flux.
Indeed, the whole question of which interest is linked to which particular group of policy
actors becomes not only irrelevant (in the sense that objectives are fluid and ambiguous
anyway and actions unintentional) but excluded from the frame of reference. The
definition of a policy actor would itself become ambiguous once the arena of decision-
making was seen to be made up of a complicated intermeshing of ever-changing organi-
sational policy choices, problems and solutions.

In the "garbage can" concept all conflgurations are in principle possible. It is based
on a high degree of unconstrained relativism of policy actors and the way they view and
evaluate policy problems. The infinite number of possible juxtapositions of policy actors
with their respective goals and policy perceptions (be they fluid and ambiguous) would
make any attempt at analysing public policy choices in terms of goal dissensus among
policy actors impracticable, if not meaningless. The question of inquiring into the ori-
gins of interest would be empirically unmanageable, but, above all, theoretically
irrelevant.
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Justification and cultural accountancy

What such an approach in terms of complete anarchy ignores, however, is that in
observing actual cases of public decision-making it is obvious that there is a certain
degree of social 'stability’ in the system. A limited number of policy actors can be seen
to be operating for significant periods of time; social organisations involved in decision-
making do seem to align themselves with particular policy objectives. It is this viability
criterion of justifiability that gives rise to a certain measure of repetition in the
observed phenomena. If there were no recurrent regularities in those phenomena then
there would be nothing to talk about, yet the paradox is that the relativists have insisted
in talking about it all without acknowledging the existence of these moral claims that
are precisely what makes it possible for them to talk about it all. In other words, a posi-
tion of complete relativism fails to acknowledge that the policy actors are social organi-
sations whose maintenance and viability depends on their accounting for their actions.

Much of the literature on decision-making and rationality is based on this individu-
alist fallacy. It has implicitly developed in the mistaken belief that its inquiry as
applied to individuals can simply be extended to the level of social organisations. Indivi-
dual choice processes, as the basic unit of analysis, may draw us initially to the belief
that the pattern of 'rules of closure’ in decision-making is unlimited in variation. Given
that different individuals may have markedly different definitions of the situation they
encounter, there could be as many goal-setting directions in their behaviour as there
are individuals in the polity. At the level of policy actors as social organisations, how-
ever, rules of closure in decision-making have to be made credible, and shareable, by
mustering social support for the way they 'home in’ on particular objectives.

The idea that some policy problems and some policy solutions can form relatively
stable alliances with some policy actors in the arena of decision-making, and that these
are the ones that "survive", leads us to abandon the idea of complete relativism. We can
reject the 'garbage can’ models of random streams of policy actors, problems, solutions
and choice opportunities, and return to the question of the origins of interest in terms
of a purposive conceptual model. Acknowledging that the dynamic nature of processes
of decision-making indicates that a static, deterministic framework of policy behaviour
is inappropriate, (but that, at the same time, policy actors are subject to the stringent
viability criteria of accountability, credibility and shareability) we arrive at a position of
constrained relalivism.

We are now in a position to formulate what may be called an 'accountancy model’ of
interests, based on the notion that only a limited number of groups of policy actors with
their particular interests can convincingly account for their actions in such a way as to
be socially viable. From this perspective, we can address the question of the origins of
interest, and take aboard the significant issues of credibility and policy justification as
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an essential element of political decision-making and social choice. In effect, we are
returning here to the question of the boundaries of analysis and rules of closure in
social decision-making. In terms of the language of decision-making theory, we are re-
introducing the question of what kinds of boundaries can occur in relation to the
rationalities of policy actors operating in a social environment.

Rationality and its contexts

Although social constraints on choice situations have received only limited atten-
tion in the literature, the idea of bounded rationality does allow scope for social factors
to be systematically included in the decision-making analysis. It is clear that the social
environment imposes constraints upon choice and sets boundaries on the range of feasi-
ble alternatives, and Simon himself has suggested that these constraints and boundaries
are in some way built into the perspectives of rational decision-makers. 3

The givens in the situation of choice (that is the environment) and the
behaviour variables (that is the organism itself) are usually kept strictly apart,
but we should be prepared to accept the possibility that what we call "the
environment"” may lie, in part, within the skin of the biological organism.37

Once we concede that the "organism" may to some extent create its own "environment",
we are led directly to a framework of cultural pluralism within which the self-interest of
each policy actor is embedded in the environment he creates for himself. This notion of
social institutions as different cultural entities, which provide both the social con-
straints and incentives for policy choices, is the key to a goal-setting model of decision-
making. The essential feature is that cultural differentiation among organisational pol-
icy actors will result in alternative socially constructed boundaries to the 'rules of clo-
sure’ governing the framing of policy problems and the selection of goals. Each organi-
sational culture will justify its policy choices in relation to the internal and external
social constraints under which it operates. The boundaries to rationality thus depend on
the cultural orientation of each policy actor.

Social institutions as cultural entities

At the centre of such a cultural approach to the politics of interest is the insistence
that the social viability of organisations be seen primarily in terms of the construction
and maintenance of shared meanings and justificatory mechanisms whereby its
members collectively sustain their distinctive pattern of relationships. Organisations
can thus be treated as cultures, which are only viable in the social environment if they
are able to ensure the commitment of their members to a particular way of making
sense of the situations they encounter. Organisational cultures are viable only if people
are willing and able to support them; the sustained survival of policy actors will depend
on the credibility that individuals grant to them.8 This idea of cultural pluralism among
organisational policy actors is able to account for the process of goal selection by
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making reference to those incentives offered and actions taken which ensure the stabil-
ity of organisational boundaries.

However, the internal world of the organisation cannot be isolated from the world
external to it. The moral commitment that organisational members make to a particu-
lar institutional (i.e. cultural) perspective is inextricably linked to the social context in
which they operate. Any cultural orientation of an organisation will be closely tied to
the social context that renders it meaningful. The social environment can be viewed as
the breeding ground for a particular cultural orientation, whilst at the same time the
resultant socially-constructed perspective provides the basis for the justification and
legitimation of its position in the social world. This notion of essential cultural plural-
ism implies that each distinctive organisational culture, whilst denying alternative insti-
tutionally induced perceptions of social reality, is in fact dependent on those divergent
cultural contexts for its own survival and social viability.39
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THE PLURAL RATIONALITY AND INTEREST OF NATIONAL
PLANNERS: EXPERIENCES IN HUNGARY

Gustav H. Bager
National Planning Office, Budapest, Hungary

Plural rationality and interest as cultural factors in national planning are almost
untackled subjects of scientific enquiry. This has been a challenge for the present
paper, although only the first stepscould be made in it towards a comprehensive study.
The course of consideration will be as follows: Strongly linking human beings and
communities to the basic nature of planning, it was possible to find frames which
have helped to analyze and synthetize some relevant features of plural rationality
and interest in national planning work. Using these frames, important insights were
derived which might facilitate further and more detailed examinations.

1. NEED FOR PLANS AND PLANNING

Planned actions and their results are requisite characteristics of human species.
Still the socializable traditions and experiences - for cyclical repetitions in every
new generations of a society - have such characteristics. But in unexpected circum-
stances and in the case of new activities, goals, products and economic situations,
the cultivated ability to design actions and results, etc. is specially indispensable.
This ability might be the source of innumerable advantages, e.g.:

(i) The proportion of trial-and-error actions can be reduced to a minimum
thereby increasing the chance of desired success.
(ii) The efficiency of activities is increased by comparing the cost-benefit
alternatives and selecting the best or acceptable one.
(iii) The results of activities and their consequences might be predictable with
greater probability, thereby decreasing the risks, as well.

Planned actions and goals are characteristic not only of individual human beings but
also of large organizations, and increasingly so in a historical perspective. In~

stitutions, govermments and socio-economic organizations bear testimony to the fact

that the significance of planned actions and goals is going to become more and more

important for mankind. It is striking to see how many fields transform intuitive and
diffuse planned work into well organized and formalized plarmed work.
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2. NATTONAL PLANNERS AND THEIR WORKS: A SUBCULTURE WITHIN A NATION

Why may it be said that there are cultural aspects in the plural rationality and
interest of national planners? Some arguments may be raised to support this proposi-
tion, suggesting some possibilites for generalization.

In a socialist country, such as Hungary, the national planners represent a special
expert-subculture within a nation. This subculture is multifaceted: its members or
groups of members are special experts in different disciplines and competencies.

These members have attitudes of their own and have special faculties to perceive and
assess relevancies, or problems. They belong to special institutions which have clearly
outlined responsibilites, activity spheres, interests, external relationships and a
special power within the state administration. We might as well say that this subcul-
ture of planners has a special systemic character. Put together, these features may

be regarded as important sources of special nonhomogenouos rationality and interest.

Such and similar facts have not been recognized consciously up till now. But our so-
cialist planning culture has reached such a progressive stage where enough evidence

has accumulated to prompt an awareness of these facts. My paper may be taken as an
expression of this recognition which at the same time suggests some possibilities of
how to enterpret intuitively the accepted paradigm "plural rationality and interest"
in the sphere, or subculture, of national planners and their work.

3. RATTONALITY AND INTEREST IN NATIONAL PLANNING WORK

3.1, Rationality and interest belong together

Our considerations discussed later suggest a conclusion which requires to be ex-
pressed explicitly: national planners’ plural rationality may not be studied and
discussed without planners’ plural interest, or else misleading interpretations
will result. Rationality and interest are strongly linked together. Rational con-
siderations on a subject matter may release special interests and value-laden
judgements, and, conversely, values and interests set off a special train of rea-
soning and inferences. So rationality and interest are mutually intertwined, alt-
hough separate examination of them may also be justified. But when one thinks about
national planning work in light of the paradigm of "plural rationality", plural
rationality must be strongly connected with plural interest. Hungarian national

planning praxis uses them in such a context where both are complementary.
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3.2 Frames for studying plural rationality and interest

In our preliminary enquiry three ordering frames helped us to identify a few
manifestations of plural rationality and interest within national planning of
Hungary. Although these frames do not encompass the whole area, our observations
seem to be relevant, and each frame has worked as a tool in analysing and synt-
hetizing our evidence: (i) specialization in an unusual interpretation turned
out to be one of the frames, (ii) planned human work with specific phases be-

came another ordering frame, (iii) finally, the natural stages of planning work

also helped us to perceive and reveal important facts,

The three frames are not at all independent of each other. Behind specializati-

on the most decisive constraints are the limited abilities of human beings an

important source of plurality in rationalities and interests. The seqential
character of planned human work and its successive phases seems to be a speci-
fic differentiating agent within the phenomenon of specialization. Similarly,

successive stages of planning (problem-solving) work may provide a deeper

insight into the nature of the first phase of planned work.

3.3 One source of pluralities: specialization

Present and future trends in specialization are probably determining factors
in a continually emerging planning culture. The diversified division of labour
with a growing complexity of cooperation can hardly be considered successful
and efficient without planning the activities, the results and the resources
used., In this sense specialization may occur according to (a) types of products,
(b) types of activities, (c ) abilities required to produce products and per-
form activities. These kinds of specialization are treated in a quite general
sense. Product-types may be tools, means (mass-and individually produced),
wealth, human beings (educated, socialized, cured, trained, etc), community,
organization, institution, or harmonized symbiosis between man, artefacts and
nature. Activity-types are of course determined by types of product, and abili-
ties must be adjusted to the nature of product , and activities. Any one of
the three analytic aspects may be used separately, but only their combined
usage is meaningful. These kinds of specialization necessarily require varied
competence in knowledge, in manufacturing, selecting and distributing the reso-
urces, etc. And all these are necessarily incidental to varied rationalities

and interests.

Specializations stemming from product diversity are revealed by and large in
professional differences embodied in various state-administrative, local
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council, corporate and other organs. The divergent rationalities and interests
of these organs are exposed particularly in cases when the product structure
and market position of an industrial sector is being streamlined, or the pro-
portions of fund allocations between sectoral and infrastructural branches
determined.

Activities are most diverse in case of even a single product, a fact most aptly
demostrated by an often rather long process (from "raw-state" to "end-state)
of creating a product. For example, if one takes a glance at the aluminium
industry, the process starts with the bauxite yet to be extracted, continues
with the bauxite being extracted, then processed by using chemical and metall-
urgical technologies (activities), and rolled to transform it into an input
material for various industries. There are innumerable examples for such long
production processes. Whilst representatives of certain production stages in
the activities are amalgamated in various industrial sectors ( e.g., mining,
chemical industry, metallurgy, machine engineering, etc.), these branches
reveal conflicting rationality and interest-patterns even if they take part
in the production process with the same poles of "raw-materials"and "end-pro-
ducts". The interdependence caused by this participation notwithstanding, a
coordinated collaboration with a common interest would seem essential. If,
however, the bureaucratic isolation of the branches were successfully overcome,
such chain activities would naturally produce compatible views and interests.

Specialization according to abilities is less determined than according to
products and activities. Abilities are brought into light in the possible futu-
re manifestation, on the one hand, and restricted in their action spheres, on
the other. These features of human abilities influence very strongly the orga-
nizational 1life of every society. The functions in a society are performed by
members with different abilities and qualifications who are increasingly in-
terdependent and require such structural, organizational, enterprisal, interor-
ganizational and even inter-state forms of division of labour as to ensure the
collaboration of individuals with specialized skills, Differentiation of know-

ledge, expertise and erudition results in a divergency of views on the self-

same subject even though each view happens to be a true, if fractional, reflec-
tion of reality. Divergent views lead to diverging estimations and inferences
as far as problem-solving is concerned., As collaboration in the division of
labour basically presupposes the creationof compatibility between the views
guiding actions, planning as a means of rational co-ordination in the decision-

making process is a fundamental cultural necessity.
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3.4 Ordering phases of planned work

As empirical evidence implies, one needs to distinguish two different phases:; "P" for
the planning, and "I" for the implementing phase. Both may be further differentiated
depending on the nature of the work object, product, abilities,etc, In the framework
of a national economy, practical ordering strength may be gained from the following
four phases: "P" planning, "A" accepting, "I" implementing and "E" evaluating phase.
It will also be useful for our consideration of rationalities and interests in nati-
onal planning to differentiate in each phase the planning practice furtherwith very
great variety. We must note that over a longer period of planned economy we may
perceive a series of P-A-I-E cycles in shorter or longer forms, relating hierarc-
hically to each other in time, It is a conceded necessity that national planners
must think in terms of the whole P-A-I-E cycle, and of a series of such cycles. The
chief characteristics of this cycle are as follows:

PLANNING PHASE: (a) An analytical-synthetical fact-finding phase exploring the so-
ciety, the economy and the multiple surroundings

(b) The phase elaborating the possible future alternatives
(¢) The phase for elaborating the plan guidelines or conceptual plan

(d) The phase for elaborating the detailed plan

ACCEPTANCE PHASE: This phase of the cycle ishardto be refined as there does not-
exist as clear-out a segmentation as in the planning phase in

reality either.

PHASE OF The phase of direct implementation. The phase of adjusting, modi-
TMPLEMENTATION: fying and reshaping the plans (this admittedly depending on whet-
her or not the accepted plans should be adaptively modified for
whatever reason and at whatever stage of implementation, If need
be, this phase generally blends with the immediate phase of imple-

mentation) .

PHASE OF This phase is not differentiated either.
EVALUATION:

The institutions and social forces related to the P-A~I-E cycle may be conceived as
being responsible for the survival and the planned operation and development of the
society. Their responsibility is determined through their interest related to the
cycle. Moreover, the nature of this interest may be differentiated according to the
stages of the cycle, At the same time, the practical assertion of responsibility is
strongly influenced by interests. Interests related to the responsibility and the
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spheres of competence may be modified by other contexts of interests stemming from
habits, scales of values and characteristics of life styles. In the final analysis,
they may be considered to either contribute to, or block, the survival and planned
development, i.e. the functioning and progress of the society and the economy accor-
ding to certain criteria. In order to prevent the latter possibility from happening,
the society is in need of an as open a coordination of interests as possible so as to
aleviate by way of competition or cooperation the unjustified inequalities prevailing
in the distribution. Planned work to coordinate the interests in this second sense may

be considered as a cultural necessity if culture is understood to mean not only "high
culture" but, to cite Colette Guillaumin, "the totality of the knowledge and practi-

ces, both intellectual and material" (of the society).

Now the first question emerges: is it possible on the basis of criteria of the des-

cribed frame of reference to meet simultaneously the rational and interest-charged

requirements during the operation of a planner organization? In certain conservative
and ideologically biased views, there is no such possibility, nor necessity. There
are also conflicting approaches maintaining that this task can be unambiguously and
easily solved by an omniscient and omnipotent planner organ., It is more expedient to
contrast these extreme approaches giving preference to heterogenistic, independent and
random elements, on the one hand, and to homogenistic, hierarchical elements, on the
other, to an apprehension of the society and the planned institutionalized creative
work as an ensemble of heterogeneous elements being in multi-directional interaction
aimed at attaining common benefits (positive-sum game assumption). A similar reply in
the affirmative is given in the CAVALLO REPORT (1979) and by HAJNAL (198l1). Their
findings testify in a very important interpretation that specialization and hetero-
genity of interests are not necessarily disintegrating factors. If we succeed to re-
solve the counteracting tendencies of isolation and interdependence, then they may

turn into one of the preconditions of evolution.

3.5 Ordering stages of planning work

After answering the question in principle, it is proper that we should review against

the background of the Hungarian national planning work what the practical experience

reveals at individual stages of institutionalized planned work, To begin with, it

warrantsattention that (a) the criterion of rationality is the measure of scientific
cognition, of approppriate supply of information and of practical proficiency, and

(b) only the planning phase is dealt with,

For a qualitative change in Hungary there is a precedent in the reform of economic
management of 1968 when the earlier methods of planning with detailed breakdowns of

the plan were abandoned and a system of economic regulators, i.e., prices, wages,
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fiscal, trade and credit policies, was established in order to influence the course
of economic activity. Hence, the planners of corporations and local governments have
gained great independence since 1968, economic management has embarked on a virtual
course of decentralization, and the system of planner organizations has generated
three constituents: national, corporate and local government planning. National
planning embraces planning of reproduction as an overall process, particularly the
economic activity of the state. Corporations plan the shaping and organizing of the
companies’ own goals and activities. Local governments plan the accomplishment of
the Councils’ tasks, largely related to the infrastructure and the area concerned.
Once freed from the enormous burden of making detailed decisions, national planners
have been able to delve deeper into the analysis of economic conditions and marco-
economic processes. Between national planning and corporate planning a new two-way
relationship has developed. On the one hand, the state draws the companies into the
process of national planning, and on the other, the state helps the companies in their
planning work. There is also an integral conformity between local government and na-
tional planning organizations, and between corporate and local government planners

a manifold exchange of information has evolved.

From the standpoint of advancement in the sophistication of the Hungarian planning
expertise a deceisive change has come to pass in the fundamental conception: the

economic planning is gradually transformed into socio-economic planning (BAGER-

HAJNAL 1975). The change is marked by a change in the planners’ approach, the object
of the plans, the patterns of planners’ thinking, the interests and scales of inte-
rests employed for the assessment of prevailing facts and for selecting future alter-

natives. The most remarkable, however, is the change observed with what the thinking

of planners starts and ends along the planning process.

Many years ago the planner organization started and ended its thinking in material
wealths, tools, means and their economic implications; but this planning practice
existed previously can be found today as well., On the contrary of this, the socio-
economic planning requires from the planners that their thinking has to be started
in the societal facts of human beings and in the antecendents of these fact, and furt-
her their thinking has to be ended in the societal possibilities and their consequ-
ences. The first case can be named as "thinking started-ended in means", and the se-
cond as "thinking started-ended in human being". To quote Just a few examples of
thinking primarily in "means vs. man": (1) Schools and means of education vs educated,
highly cultivated and skilled individuals, (2) Servicing institutions vs individuals
whose needs in services have been satisfied. (3) Hospitals and their equipments vs
individuals whose health has been preserved or restored. (4) Old-age pensions vs el-
derly persons living in healthy conditions. (5) Cultural institutions (theatres,
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concert halls etc.) vs, people with enriched personality and with sophisticated abi-
lity to furtherprogress. These five examples reveal that the domain of the planners’
thinking focused on human beings instead on means is necessarily broader and more
intricate, a fact having far-reaching consequences in planning work ( HAJNAL 1979,
MORVA 1982).

3.5.1 Revealing and assessing the present facts

The question "Where are we now?" must be answered analytically and synthetically in
the first phase of planning work by identifyingrelevant facts and unsolved problems.
The result of this activity is the picture (image) of present facts. This image is

Janus-faced: a rational picture on the one hand, and an interest-charged picture on

the other. The delineation of future possibilities is only placed on an appropriate
foundation if identical inferences are deduced from both as regards the solution of
the problem. Looking at the participants and the contributors in the national planning
work, one might easily infer to what kinds of views and interests guide their activi-

ties. A list of these planners or contributors might only suggest such orientations:

1. Policy decision makers

2. National planners: National Planning Office, ministries, etc,

3. Council /local, municipal/ planners

4, Company planners

5. Bodies representing interest groups

6. Public organizations of a political nature

7. Scientists and scientific institutions, universities, the Hungarian Federa-

tion of Technical and Scientific Societies

8. Population.

In most of the cases conflicts arise because congruity between comprehensive and frac-

tional examinations can be attained not all or through extremely long procedures only.

This conflict generally emerges between the National Planning Office, the Central Sta-
tistical Office and the functional ministries on the one hand, and the sectoral minis-
tries, company planners and council planners on the other, The conflict finds expres-

sion in a number of forms.

Typical case: The fractional branch rationalities and interests - the sectoral
ministries and the company and council planners make the production
bottlenecks standing in the way of their advancement appear graver
than they really are. Allegations are of'ten made nowadays to the
shortage in certain areas of imported items, above all those
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purchased for hard currency, investment funds and labour. In these
pronouncements the underlying motivation is evident: edging towards
a position of advantage over other plamnners of national economy in
arguing for a larger slice of central allocations and subsidies.

The rational motivation exacerbating the harmonizing process is also
conspicious: the fractional analyses are elaborated on the basis of
in-depth socio-economic and technological data on the specific area
concerned and information bases arranged in dissimilar system.

Typical case: The cosmetic rationalities and interests - the sectoral ministries
and the company and council planners make their achievements appear
larger than they really are for the same consideration of interest
or prestige. Examples can easily be found in the fields of energy
and materials conservation related to central programmes of econo-
mic development. The rational motivation impeding harmony is conspi-
cuous here, too: it is yet to be revealed how the comprehensive per-
formance indices affect the conservation of energy and materials in
the microsphere.

It is often difficult to achieve a balanced view when analyzing the considerations

of the autonom means-aspects and the autonom man-aspects. Representational bodies,

scientists and others maintain that the present picture continues to reflect the
factor of means too much. This judgement of national economy planners, however, is
only partially justified: in this respect they obviously do not display interest-char-
ged counter-motivation! The relatively slow progress made is besically explained by
the prevailing shortage of information on the social standing (income, consumption,
etc.) of specific strata and groups of population. In order to take the autonom man-
aspects into consideration more consistently, it is necessary to create the conditi-

ons required for rational motivations to take hold.

National economy planners and scientists often clash over the implementation of new

methods of analysis and indices. In these situations the scientists’ "implement-

everything-henceforth" attitude conflicts with the reluctance, if only initial at
best, of the planners.

Typical case: Rationalities and interests in using special methods - the planners’
need in new indices can be satisfied with even more intricate indi-
ces which casts doubt on the improved analytical proficiency as com-
pared with increased costs. For example, the controversy over the
method of computing growth rates adjusted to worsened terms of trade
is far from over even at present.

Typical case: Rationalities and interests in using oversimplified formalized schemes
- it often happens that the new methods recommended for implementation
are typically simple (linear) in their functional approach even if
the interdependences between the phenomena examined are more intrica-
te or different.

3.5.2 Generation of preconceptions

These pictures of the future combine of necessity the following:
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(i) prognosis-type pictures of the spheres that can not be influenced,
(ii) plan-type pictures of spheres that can be influenced,
(iii) considerations stemming from the readiness for unforecastable,

unexpected or spontaneous phenomena.

It can be seen that in the course of generating these pictures of the future intuiti-
on plays an understandably greater role than logic as compared to the phase of reve-

aling, perceiving and judgeing facts.

The generation of prognosis-type pictures is of special importance for forecasts of

changes in world economy ( Hungary has an open economy and high debt service payments

in convertible currency). In this field, however, it is a recurrent contingency un-
dermining the rationalizations that forecasts of external conditions (e.g., price
forecasts on external markets) are not reliable enough. Hence, it is expedient to
enhance their reliability by virtue of new scientific methods, prompt supply of in-
formation and continuous adjustment of forecasts. It can and should be achieved by
way of a coordinated use of formalized tools ( models) and various expert methods.
Breakthroughs are also expected from having the planners, including the economics
research instituties of the Hungarian Academy of Sciences, increasingly elaborate
parallel forecasts which will be clashed at open forum of experts. The openness of

the forum places heightened responsibilities for the forecasts on the planners. In
these cases we might speak about the different rationalities and prestige-interests

of specialists.

With respect to forecasts relating to international markets, a peculiar interest-
charged debate has evolved between the representational bodies and public organs of
a political nature, on the one hand, and the national economy planners, on the other.
It so happened that due to insufficient command of information the former group con-
sidered the forecasts of world economy as too pessimistic and, hence, the curtail-
ment of domestic consumption, above all, the decline in investments effected in or-
der to improve the external equilibrium and solvency as too drastic, These cases

might be interpreted as examples for "attitudinal" raticnalities and interests.

3.5.3 Elaboration of plan conceptions

The task at the "plan conceptions” stage is to elaborate in greater detail the con-
ceptions of possible future alternatives which are compatible with the goals and stra-
tegies of social, economic and other domains of policy and which contribute to the im-
plementation of these policy measures. (In the course of elaborating the five-year
plan, these goals and strategies are summed up in a policy paper wich is approved by
the government at the inception of the "plan conception" stage. This paper aims at
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providing central policy guidelines for planners.) Here, the number of alternatives

is smaller, but they are elaborated in greater detail than at the stage of precon-

ceptions.

In the first half of the "plan conception " stage the emphasis in planning shifts
from the National Planning Office to the other planning organizations, above all,
to sectoral and functional ministries, companies involved in national economic plan-

ning and county councils. They are responsible for substantiating the plan conception

with detailed information and for elaborating component conceptions and component

forecasts.

It follows from the manner of working out such intellectual products within the
stage of plan conception that the constituent conceptions and constituent forecasts
are elaborated through screening fractional rationalities and interests. There are

moderators builts into the methods and programs of planning work through which these

screening effects might be counterbalanced:

(1) the afore-mentioned policy paper which outlines the economic policy
conceptions;

(ii) bulletins edited by the National Planning Office which help to fulfil
the requirements of comprehensive rationality and general (social)
interests, as well as to the necessity of close working ties between
planners;

(iii) a way of organizing the planning entrusting specific constituent task

to a number of planning and representational bodies thereby inducing
them to harmonize their views and interests;
(iv) professional discussions of the constituent conceptions and constituent

prognosises involving every planner, short of the population;
(v) discussion and advancing official positions regarding the specific

constituent conceptions elaborated at the sessions of the State Planning

Commission.

Typical case: Priority-seeking rationalities and interests - the State Planning
Commission puts on its agenda such constituent concepcitons that
require identifying new priorities. Such is, for exapmle, the cons-
tituent conception of investment policy.

Typical case: Preferences indirectly mediated - discussion and elaboration of an
official position regarding the conceptions and recommendation for
streamlining the system of economic management, This is at present
as high-priority subject because as from January 1, 1985 a signifi-
cant multi-stage streamlining process is planned to be embarked upon.
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At the second part of this phase, planning work is chiefly done at the National Plan-
ning Office. It is at this stage that the previously elaborateddata and contributi-

ons_are synthesized and coordinated both quantitatively and qualitatively, and then

a draft of the plan conception is elaborated in several alternatives, and its discus-
sion is prepared, If all goes well, a plan conception draft recommended for approval
contains an acceptable compromise between the comprehensive and fractional rationali-
ties, on the one hand, and the general (societal) and fractional interests, on the
other. At times its precondition is, that on the recommendation of the State Planning
Commission and the National Planning Office planners should revise their earlier
conceptions and recommendations. In this syntetizing second part of this phase two
interesting phanomena may be observed:

(a) Among others we might mention the process of how the rationalities and in-
terests of the whole state and society - wich are socialist ones - confront
with the rationalities and interestsof ministries, counties, trade unions,
etc. We may not speak about pre-decided and pre-sanctioned state/societal
rationalities and interests in general, although the policy paper might as
well suggest such standpoints too, Instead it is more correct to characte-
rize this planning phase as the planners’ and contributors’ etc. continuous
effort to be open to each other and to seek acceptable solutions to the
problems with acceptable compromises.

(b) Another observation may be interesting too. Two kinds of rationality and
interest may be identified according to their way of manifestation: overt
and covert. The overt ones are declared and brought into debate forumopenly,
whereas the covert ones not, In politics it is generally observed that the
covert efforts are often stronger and more effective than the overt ones,
although we may discover fractional rationalities and interests beyond the
surface of covert activities.

3.5.4 Elaboration of the plan

Plans are appropriately detailed pictures with a specified number and inter-relation
of indices relating to.future alternatives qualified as feasible at the plan concepti-
on stage. These indicators and their relationships can be illustrated in a more detail-
ed way by a chart (see Fig. 1). Here, beginning with the population (labour force),
resource base and known technology, the national economy is built on four basic ele-
ments: production, final use, value-added and disposable income, Among these four ba-

sic elements, final use and disposable income are shown as forming five markets.
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In planning practices this plan-model is, of course, decomposed so as to separate the
individual branches into spectrum components, e.g. age groups, strata, branches, in-
dustries, product groups and regions, thus resulting in a much more complex model

(or models) of the relationships considered (BAGER-HAJNAL 1972, BALASSA 1979).

In this last stage of planning work the problems of plural rationality and interest
are going to become more difficult than before. Rational and interest-charged con-
siderations become more differentiated, require more integrating efforts. The details
need more specialized competencies and the greater the specialization the more diver-
gent the rational and value-laden intentions of those competent. Hardly could these
problem situations be looked over and influenced directly by any central agencies.
Only indirect influence may be more or less effective, and in the Hungarian economy
economic regulators mediate the central rationalities and societal interest towards
the representatives and agencies of fractional rationalities and interests. A draft
of these indirect mechanisms may also be edifying. A short description of the types
of plans seems to be the most informative in our framework.

Thus the plan does not merely contain indices and levels concerning the main indica-
tors (pg goal plan) but also the instruments to reach its objectives. These instru-
ments, direct government decisions and decisions on economic regulators form the ot-

her group of planning tasks (pa-action plan).

Direct government decisions (Pda plan) are made for the goals reachable in the form

of a product. In the plan, these direct decisions affect the following issues:

- state investments (individual "large" investments, "aim-grouped" investments
e.g., housing, development of telephone network, ant "other" state invest-
ments), which have a considerable bearing on the structure of the national
economy; these are Government approved;

-~ central development programmes and their means of execution aiming to solve
basic structural tasks; these programmes are also Government approved;

- actions (including the provision of subsidies) to ensure fulfillment of in-
ternational commitments.

Beside the direct decisions the incentive system consists of economic regulators

- prices, wages, fiscal, trade and credit policies - which indirectly influence the
course of economic activity (Pia plan) . Economic regulators within the plan-model
control certain flows of the income sub-system. These are not connected directly to
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the real economic sphere (a product flow sub-system in this model)}]) but on one
hand through the direct Flow linking up value added and production and, on the other
hand, through the market. (Here, it is desired to realize the Pig plan too, e.g. the
indirect goals through the operation of economic units.)

As the recommendations regarding the direct state decisions and,to a large extent,
the economic regulations are worked out by the sectoral and functional ministries,
the National Planning Office is often confronted with their fractional rationalities

and interests.

Typical case: Competing interest and reasoning to get from limited sources-the needs

for state investments are more larger than the distributable investment

resources.,

Typical case: Competing interests and reasoning to get from limited supports-corpo-

rate requests submitted for state grants are larger than the available

central funds,

Typical case: Regulated agencies’ efforts for loosening regulators - the sectoral mi-

nistries, the Hungarian Chamber of Commerce and above all the compa-
nies themselves deem the economic regulators (or their extent) too
stringent and apply for their alleviation or for an exemption from the

general (normative) rules, viz. for a favoured treatment.

From what has been said so far it is clear that there are complex mutual relationships
tying together the goals and means in the planning model and the organizational-insti-
tutional system. Although the goals together are the decisive factor, the other two
strongly influence it. If these mutual relationships are not applied to a sufficient
degree, the effectiveness of planning and plans is decreased, so that the goals, the
activities (i.e, actions programe, incentives, motivations, strategies) and organiza-

tion must be coordinated. When meeting this requirement the National Planning Office

usually faces some typical problem areas. Each problem implies many specially intert-
wined and interwoven relationships between agencies with different rationalities and

interests.

4, WIDER SOCIAL PARTICIPATION IN PLANNING

Planning demands a high degree of professional competence that must constantly be de-

(1) An exception is that of price regulation, which enters the whole system of econo-
mic flows. This effect is not made explicit in the plan-model however.
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veloped by expanding scientific and professional knowledge. For instance ever more
complex and true-to-life plan-models can and indeed must be worked out using the
results of modern science, Sociology, psychology and other social sciences might be
employed in understanding and developing boththe nature of social phenomena and the
planners’ own capabilities and work. But alongside the ever developing strandards of
the planning profession in this sense and the competence required of planners, there
is also a need for a broader involvement of society in planning. Although this is

bhe most natural development in our society, one often meets, for instance, the "tech-
nocratic" view that laymen are needless and meaningless in planning or economic deci-
sion-making. The participation is not primarily essential as a strengthener of the
professional elements in planning, of course, but of the policy element. There is a
need to elaborate plans and plan variants over which a more widely debated and accep-
table social consensus has emerged, starting out from the differences of views and

interest that exist. These implicate competent vs. laymen views and interests.

However participation by society cannot be a spontaneous, disorganized "contribution".
Planning is a specific work process which has defined stages, and to these stages the
mechanism and forms of participation by society must be adjusted. The participation
by society must be so perfected as to make it clear who can help in perceiving and
exploring unsolved problems, choosing the acceptable future variants in connection
with what plan documents and on what basis of interests. It is particularly important
that there should be a broad debate in society not only on the ready plan proposal
but on the thinking that emerges in the early stages of preparing the plan, and in-
deed on the analytical and evaluating picture of the present situation and the initi-
al conceptions of future as well, And the debate should not be confined to the leading
bodies of the various political and social institutions, but embrace under public
opinion as well. Participation by society in this sense can greatly help in revealing
any contradictions to be found in adopting variants that follow from society’s system
of values.

However the views and interests of the individual strata and groups in society not
only reach the planners through warnings from outside by elected bodies and bodies
representing specific views and interests (as "negative feedback"), This represen-
tation of interests is also embodied in the fact that the planner organizations also

represent various views and interests and can thus effectively promote the selection

of the socially most acceptable of the variant plans worked out. In this connection,
e.g, particular importance will attach to the role of the councils, because their sco-
pe will be increased by their growing economic independence. The funtion of reconci-
ling views and interests must also be assessed when the programmes of planning work
are drawn up. There is a need for work programmes that bring the planning partners
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together to prepare specific decisions at certain planning phases in a more purposeful
fashion than before.

5. A CHALLENGE TO STUDY: THE PLURAL RATIONALITY AND INTEREST IN NATIONAL PLANNING

The relevance of plural rationality is generally recognized in certain scientific
communities. The importance of values and interests is also well-known, although less
accepted. Nevertheless in spite of these recognitions hardly can one find researchers
who tried to interprete and study the national planners’ work in terms of plural ratio-
nality and interest. Our former considerations suggest that the overt and covert plu-
ral rationality and interest in national planners’ work might be recognized as chal-
lenging area for scientific examinations,

6. NATIONAL PLANNING WORK IN THE LIGHT OF PLURAL RATIONALITY AND INTEREST

Is it possible to gain new impression about national planners and their work if we
study their nature in terms of plural rationality and interest? Our answer is "yes",
And in a sketchy way I have tried to illustrate the results of the experiment to
apply and interpret these two related concepts to the Hungarian planning practice.
In what follow I shall summerize concisely the most relevant conclusions which may
imply further possibilities for less intuitive and more ordered considerations or
studies, My summary in not more than a list of proposals.

1. Applying the plural rationality and interest to a planned economy, the
right frame of reference is the whole process of planned work which may be
analized in terms of "planning - accepting - implementing - evaluating"
stages.

2. Specialization along the course of planned work is a very determining sour-
ce of plural rationality and interest, and the coordination of views and

values involves special planning tasks.

3. It was possible to identify some special variations of what kinds of

diverging views and interests emerge:

. rationality and interest according to a thinking which starts and ends
with "means vs. human being",

. fractional rationalities and sectoral interests,

. cosmetic rationality and interest,

. rationalities and interests in using special methods in planning work,

. rationalities and interests in using oversimplified schemes for plans
and planning procedures,
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. prestige rationalities and interests of experts,

. attitudinal rationalities and interests (e.g. pessimistic, radical,etc.),
. priority seeking rationalities and interests of top decision-makers
along the planning procedures,

indirectly mediated rationalities and interests for corporations (econo-

-

mic units) through declared preferences,

. comprehensive (state, society) vs. fractional (branch, county) rationali-
ties and interests,

. competent vs. layman rationality and interest,

. competing reasonings and interests to have a share in limited resources,

. competing reasonings and interests to get from limited state support,

. diverging efforts of corporations for loosening one or another economic
regulator,

. rationalities and interests of those who represent the different parts,
strata, communities, etc. of population in the different stages of

planning work.

4, One may also observe overt and covert rationalities and interest. It is
desirable to make the covert standpoints and values overt,too, in order
to discuss them openly and to make them compatible to each other,
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BEYOND RATIONALITY

Stuart E. Dreyfus
Department of Industrial Engineering and Operations Research,
University of California, Berkeley, California, USA

Most mathematical models in management science and symbol-
manipulating programs in artificial intelligence attempt to describe the
relevant problematic world in terms of facts, decisions or actions taken
in the present and often also in the future, and relationships speci-
fying how facts and decisions combine to generate new facts. Alterna-
tive decisions or policies are compared and one is chosen according to
some specified rule. This description is general enough to include not
only the more traditional approaches but also decision analysis (where
the present is frequently taken as an undecomposed single fact and pos-
sible futures are decomposed into sequences of choices and events with
associated subjective probabilities) and expert systems (where the rules
by which facts combine to ultimately produce a decision usually take
the form of "if...then..." inferences). Decision support systems gen-
erally dispense with the rules for choosing a decision, leaving that up
to the human user, but still depend on facts, and relationships for mod-
eling the future so as to answer various "what if" questions. When, in
any sense, the problematic world is decomposed into facts, rules, and
relationships in the course of addressing a problem, we shall say that

the decision is based on calculative rationality.

It is my contention that only beginners, experienced decision mak-
ers when facing entirely novel problems, and modelers of structured
problems where what constitutes the relevant facts, rules, and relation-
ships is objectively determinable, should employ calculative rationali-
ty. Experienced decision makers facing unstructured problems do not,
and should not, adopt this calculative methods of problem describing
and solving. To show that an alternative exists, and that it uses a
kind of holistic pattern recognizing capacity not modelable in terms of
calculative rationality, I shall briefly describe what I see as the five
stages of the human skill acquisition process.

To develop this model I studied the skill-acquisition process of

airplane pilots, chess players, automobile drivers and adult learners
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of a second language and observed a common pattern in all cases. The
reader need not merely accept my word, but should check to see if a
similar pattern can be detected in the process by which he or she ac-
quired various skills. After I developed this description, a group

of research nurses who had acquired considerable data about the acqui-
sition of nursing skill found that my model fit very well with their
data. The results of this study may be found in the book From Novice
to Expert: Excellence and Power in Clinical Nursing Practice, by

Patricia Benner (Addison-Wesley, 1984).

When I am finished, I hope that you will understand that there is
a mode of understanding and acting that goes beyond calculative ration-
ality in that it employs no conscious, and I believe no unconscious,
decomposition of the problem situation into facts, rules, and relation-
ships. The skilled and experienced human, immersed in his or her world,
responds fluidly and almost instantaneously to his environment based on
perceived similarities with concrete prior experiences. This intuitive
behavior involves neither the solving of problems by comparison of al-
ternatives nor explicit thought about the future of the sort called
planning. Yet, observation of intuitive behavior discloses better per-
formance than produced by calculative rationality.

To set your minds at rest, let me acknowledge here that, when time
permits, the involved intuitive skilled performer deliberates about his
behavior in a detached manner that can be called rational because it

involves decomposition. But it is his or her intuitive understanding

that is examined and decomposed, not the problem itself. I call this
detached meditation about one's intuitive understanding deliberative
rationality, and offer this form of rationality, which I shall describe
at the end of my talk, as the sort of rationality that should be studied,
taught, and encouraged as preferable to calculative rationality. I have
thus far failed to find a role for computational procedures such as
mathematical modeling or decision support systems in buttressing delib-
erative rationality, but I hope one exists. It is not calculation, but
scientific problem solving, that I fear degrades decision making by ex-
perienced experts in unstructured situations and has hindered the growth
to full intuitive maturity of our bright young analytical managers.

I shall now describe the typical skill acquisition process of an
adult learning a new skill by instruction rather than by trial and
error.

Stage 1l: Novice. Normally, the instruction process begins with

the instructor decomposing the task environment into context-free fea-

tures which the beginner can recognize without benefit of experience.
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The beginner is then given rules for determining actions on the basis
of these features, like a computer following a program. This is pure
calculative rationality. The beginning student wants to do a good job,
but lacking any coherent sense of the overall task, he judges his per=-
formance mainly by how well he follows his learned rules. After he has
acquired more than just a few rules, so much concentration is required
during the exercise of his skill that his capacity to talk or listen to
advice is severely limited.

For purposes of illustration, I shall consider two variations: a
bodily or motor skill and an intellectual skill. The student automobile
driver learns to recognize such interpretation-free features as speed
(indicated by his speedometer) and distance (as estimated by a previ-
ously acqguired skill). Safe following distances are defined in terms
of speed; conditions that allow safe entry into traffic are defined in
terms of speed and distance of oncoming traffic; timing of shifts of
gear is specified in terms of speed, etc. These rules ignore context.
They do not refer to traffic density or anticipated stops.

The novice chess player learns a numerical value for each type of
plece regardless of its position, and the rule: "always exchange if the
total value of pieces captured exceeds the value of pieces lost." He
also learns, among other rules, that when no advantageous exchanges can
be found center control should be sought, and he is given a rule defin-
ing center squares and one for calculating extent of control. Most be-
ginners are notoriously slow players, as they attempt to remember all
of their rules and their priorities.

Stage 2: Advanced beginner. As the novice gains experience actu-

ally coping with real situations, he begins to note, or an instructor
points out, perspicuous examples of meaningful additional components of
the situation. After seeing a sufficient number of examples, the stu-
dent learns to recognize them. Instructional maxims now can refer to

these new situational aspects recognized on the basis of experience, as

well as to the objectively defined non-situational features recogniza-

ble by the novice. Cultural background plays an important role in per-
ceiving and naming aspects. The advanced beginner confronts his en-
vironment, seeks out features and aspects, and determines his actions

by applying rules. This is still calculative rationality, except that
some inputs are intuited. The subjective probabilities of decision
analysis are examples of situational aspects. The advanced beginner
shares the novice's minimal concern with gquality of performance, instead
focusing on quality of rule following. His performance, while improved,

remains slow, uncoordinated, and laborious.
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The advanced beginner driver uses (situational) engine sounds as
well as (non-situational) speed in his gear-shifting rules, and observes
demeanor as well as position and velocity to anticipate behavior of pe-
destrians or other drivers. He learns to distinguish the behavior of
the distracted or drunken driver from that of the impatient but alert
one. No number of words can serve the function of a few choice examples
in learning this distinction. Engine sounds cannot be adequately cap-
tured by words, and no list of objective facts about a particular pe-
destrian enables one to predict his behavior in a crosswalk as well as
can the driver who has observed many pedestrians crossing streets under
a variety of conditions. Holistic recognition based on experience goes
beyond rationality, which depends on decomposition and recombination.

But it is certainly not irrational, that is, contrary to calculative
thinking. Intuition accomplishes what formal description cannot.

With experience, the chess beginner learns to recognize over-
extended positions and how to avoid them. Similarly, he begins to recog-
nize such situational aspects of positions as a weakened king's side or
a strong pawn structure despite the lack of precise and universally valid
definitional rules.

Stage 3: Competence. With increasing experience, the number of

features and aspects to be taken into account becomes overwhelming. To
cope with this information explosion, the performer learns, or is taught,
to adopt a hierarchical view of decision-making. By first choosing a
plan, goal or perspective which organizes the situation and by then ex-
amining only the small set of features and aspects that he has learned
are the most important given that plan, the performer can simplify and
improve his performance. This is a more sophisticated form of calcula-
tive rationality.

Choosing a plan, a goal or perspective, is no simple matter for the
competent performer. It is not an objective procedure, like the feature
recognition of the novice. Nor is the choice avoidable. While the ad-
vanced beginner can get along without recognizing and using a particular
situational aspect until a sufficient number of examples makes identi-
fication easy and sure, to perform competently requires choosing an or-
ganizing goal or perspective. Furthermore, the choice of perspective
crucially affects behavior in a way that one particular aspect rarely
does.

This combination of necessity and uncertainty introduces an impor-
tant new type of relationship between the performer and his environment.
The novice and the advanced beginner applying rules and maxims feel 1it-

tle or no responsibility for the outcome of their acts. If they have
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made no mistakes, an unfortunate outcome is viewed as the result of in-
adequately specified elements or rules. The competent performer, on the
other hand, after wrestling with the question of a choice of perspective
or goal, feels responsible for, and thus emotionally involved in, the
result of his choice. An outcome that is clearly successful is deeply
satisfying and leaves a vivid memory of the situation encountered as
seen from the perspective finally chosen. Disasters, likewise, are not
easily forgotten.

Remembered whole situations differ in one important respect from
remembered aspects. The mental image of an aspect is flat in the sense
that no parts stand out as salient. A whole situation, on the other
hand, since it is the result of a chosen plan or perspective, has a
"three-dimensional" quality. Certain elements stand out as more or less
important with respect to the plan, while other irrelevant elements are
forgotten. Moreover, the competent performer, gripped by the situation
that his decision has produced, experiences and therefore remembers the
situation not only in terms of foreground and background elements but
also in terms of senses of opportunity, risk, expectation, threat, etc.
These gripping, holistic memories cannot guide the behavior of the com-
petent performer since he fails to make contact with them when he re-
flects on problematic situations as a detached observer, and holds to a
view of himself as a computer following better and more sophisticated
rules. As we shall soon see, however, if he does let them take over,
these memories become the basis of the competent performer's next ad-
vance in skill.

A competent driver beginning a trip decides, perhaps, that he is in
a hurry. He then selects a route with attention to distance and time,
ignores scenic beauty, and as he drives, he chooses his maneuvers with
little concern for passenger comfort or for courtesy. He follows more
closely than normal, enters traffic more daringly, occasionally violates
a law. He feels elated when decisions work out and no police car ap-
pears, and shaken by near accidents and traffic tickets. (Beginners,
on the other hand, can perpetrate chaos around them with total uncon-
cern.)

The class A chess player, here classed as competent, may decide
after studying a position that his opponent has weakened his king's
defenses so that an attack against the king is a viable goal. If the
attack is chosen, features involving weaknesses in his own position
created by his attack are ignored as are losses of pieces inessential
to the attack. Removal of pieces defending the enemy king becomes sa-

lient. Successful plans induce euphoria and mistakes are felt in the
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pit of the stomach.

In both of these cases, we find a common pattern: detached plan-
ning, conscious assessment of elements that are salient with respect to
the plan, and analytical rule-guided choice of action, followed by an
emotionally involved experience of the outcome.

Stage 4: Proficiency. Considerable experience at the level of com-

petency sets the stage for yet further skill enhancement. Having ex-
perienced many situations, chosen plans in each, and having obtained
vivid, involved demonstrations of the adequacy or inadequacy of the

plan, the performer sees his current situation as similar to a previous
one and so spontaneously sees an appropriate plan. Involved in the world
of the skill, the performer "notices," or "is struck by" a certain plan,
goal or perspective. No longer is the spell of involvement broken by
detached conscious planning. Intuitive understanding replaces calcula-
tive description.

What is remembered as prototypical situations and as appropriate
plans is strongly influenced by the instructional process, by the exper-
iences of the learner, and by the trained-in cultural background of the
individual.

There will, of course, be breakdowns of this "seeing," when, due
perhaps to insufficient experience in a certain type of situation or to
more than one possible plan presenting itself, the performer will need
to take a detached look at his situation. But between these breakdowns,
the proficient performer will experience longer and longer intervals of
continuous, intuitive understanding.

Since there are generally far fewer "ways of seeing" than "ways of
acting," after understanding without conscious effort what is going on,
the proficient performer will still have to think about what to do.
During this thinking, elements that present themselves as salient are
assessed and combined by rule to produce decisions about how best to
manipulate the environment. The spell of involvement in the world of
the activity will thus temporarily be broken, and calculative rational-
ity will be employed.

On the basis of prior experience, a proficient driver approaching
a curve on a rainy day may sense that he is traveling too fast. He then
consciously determines an appropriate lower speed based on such salient
elements as visibility, angle of road bank, criticality of time, etc.
(These factors would be used by the competent driver consciously to
decide that he is speeding.)

The proficient chess player, who is classed a master, can recognize

a large repertoire of types of positions. Recognizing almost immediately
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and without conscious effort the sense of a position, he sets about cal-
culating the move that best achieves his goal. He may, for example,
know that he should attack, but he must deliberate about how best to do
s0.

Stage 5: Expertise. The proficient performer, immersed in the world

of his skillful activity, sees what needs to be done, but decides how to
do it. For the expert, not only situational understandings spring to
mind, but also associated appropriate actions. The expert performer,
except of course during moments of breakdown, understands, acts, and
learns from results without any conscious awareness of the process.

What transparently must be done is done. We usually do not make con-
scious deliberative decisions when we walk, talk, ride a bicycle, drive,
or carry on most social activities. An expert's skill has become so
much a part of him that he need be no more aware of it than he is of

his own body. Calculative rationality is no longer needed or present.

We have seen that experience-based similarity recognition produces
the deep situational understanding of the proficient performer. No new
insight is needed to explain the mental processes of the expert. With
enough experience with a variety of situations, all seen from the same
perspective or with the same goal in mind, but requiring different tac-
tical decisions, the mind of the proficient performer seems gradually
to decompose this class of situations into subclasses, each member of
which shares not only the same goal or perspective, but also the same
decision, action, or tactic. At this point, a situation, when seen as
similar to members of this class, is not only thereby understood but
simultaneously the associated decision, action, or tactic presents it-
self. As with intuitive proficient understanding, training, experience
and culture determine each individuals prototypical memories.

The number of classes of recognizable situations, built up on the
basis of experience, must be immense. It has been estimated that a
master chess player can distinguish roughly 50,000 types of positions.
Automobile driving probably involves a similar number of typical situa-
tions. We doubtless store far more typical situations in our memories
than words in our vocabularies. Consequently these reference situations,
unlike most situational elements learned by the advanced beginner, bear
no names and, in fact, defy complete verbal description.

The expert driver, generally without any awareness, simply slows
when his speed feels too fast until it feels right, which certainly
depends on his culture. He shifts gears when appropriate with no con-
scious awareness of his acts. Most drivers have experienced the dis-

concerting breakdown that occurs when suddenly one reflects on the gear
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shifting process and tries to decide what to do. The smooth, almost
automatic, sequence of actions that results from the performer's in-
volved immersion in the world of his skill is disrupted, and the per-
former sees himself, just as does the competent performer using calcu-
lative rationality, as the manipulator of a complex mechanism. He de-
tachedly calculates his actions even more poorly than does the compe-
tent performer since he has forgotten many of the guiding rules that he
knew and used when competent, and his performance suddenly becomes halt-
ing, uncertain, and even inappropriate.

The expert chess player, classed as an international master or a
grandmaster, in most situations experiences a compelling sense of the
issue and the best move. Deliberation of a sort that we shall describe
below then follows. While the quality of this deliberation may separate
one grandmaster from another, we have performed an experiment that shows
how little it contributes to overall skill level compared to intuitive
understanding. International master Julio Kaplan was required rapidly
to add numbers presented to him audibly at the rate of about one number
per second while at the same time playing 5-second-a-move chess against
a weaker, but master level, player. Even with his analytical mind com-
pletely occupied by adding numbers, Kaplan more than held his own against
the master in a series of games. Deprived of the time necessary to see
problems, construct plans, or deliberate about his intuitions, Kaplan
still produced fluid and coordinated play.

Having seen how involved, holistic, intuitive behavior gradually
replaces and outperforms calculative rationality, in the space remaining
I shall describe the sort of detached, decomposed, deliberation that can
improve still further the performance of the intuitive expert. I shall
illustrate the process with respect to chess, but of course it is equal-
ly applicable to managerial decision making and policy setting.

Few if any situations in chess or life are seen as being of exactly
the kind for which prior experience intuitively dictates what move or
decision must be made. Certain aspects of the situation are generally
slightly, yet disturbingly, different from what would make one com-
pletely comfortable with acting based on prior experience. The master
chess player deliberates about these differences, searching for a move
that keeps all intuitively desirable options open while decreasing this
uneasyness. Failing this, he seeks to modify slightly the intuitively
suggested move so as to take account of these differences.

A second focus of deliberation is the overall strategy being pur-
sued. While a master player never calculates a best strategy by a for-

mula applied to decontextualized features of the position as might a
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merely competent player or a very sophisticated computer program, he
always experiences his position as having certain salient strengths and
weaknesses due to positional issues that prior experience causes him to
see as important. These issues gradually evolve and change as moves are
made, however, so this organizing perspective, while an indispensable
asset to intuitive understanding, holds as well the potential for dis-
aster. Maintaining a perspective in the face of persisting disquieting
evidence is called tunnel vision and can sometimes be avoided by a type
of detached deliberation. By focusing on aspects of a situation that
seem relatively unimportant when seen in terms of a certain perspective,
it is possible that another perspective, perhaps that of one's opponent,
will spring to mind. Should this happen, blunders caused by completely
failing to anticipate an opponent's move can be avoided.

To experience this ability to change a perspective by focusing on
a non-salient element until it becomes salient, consider the figure be-

low.

You probably see it as a three-dimensional cube with a certain face pro-
jecting out of the page toward you. Now focus your attention on the
corner of the cube behind that particular face. Most likely, a face of
the cube containing that corner suddenly became the face closest to you,
and you saw the cube from a new perspective, with the face that origi-
nally stood out now being in the background. (If you saw the figure
only as a pattern of rather unrelated lines on a flat page, you saw it
as a beginner perceives his skill domain, before he attains competency
and imposes a perspective.) Most real situations don't switch as easily
as this cube since they frequently have only one interpretation consis-
tent with past experiences. Tunnel vision is refusing to see a switch
when it is potentially there and when the new perspective better ex-
plains recent past events and better dictates future actions.

Deliberation about the relevance and adequacy of those past ex-
periences that are presumably producing current intuitive understanding
can prove helpful. One can ask: Is what would normally appear to be

the best move or strategy still the best in view of the time pressures
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of this particular game or one's standing at present in this particular
tournament?

And even if typical past experience passes this test and is deemed
still relevant, might there be a better move or decision than what ex-
perience brings to mind? Chess masters sometimes sense opportunities
beyond what they can spontaneously see in a position, presumably be-
cause much better results would be anticipated in several similar posi-
tions which, while not enough like the present one to trigger an intui-
tive move, are still similar enough to produce a sense of opportunity.

So calculative rationality evolves, with concrete experience, into
holistic intuitive understanding, which, in turn, is tested, shaped,
and fine-tuned by deliberative rationality. Except for completely novel
or structured problems, reduction of understanding to calculation and
reason based on facts and relationships describing the problem repre-
sents a regression that substitues an illusion of detached scientific
clarity for involved wisdom and good judgment. 1If decisions must be
negotiated or justified then the proper vocabulary is that of delibera-
tive rationality, e.g., perceived historical precedence, salient issues,
similarities and differences, unfulfilled expectations etc. Vague, im-
pressionistic, groping toward communicating the wisdom embodied in a
lifetime of concrete experiences is far more productive than precise
explanations using abstract and outgrown facts, rules, and relationships.
Wise practitioners have always known this, but scientific managers and

management scientists seem to overlook this human reality.



THE CULTURE OF DECISION MAKING

Martin H. Krieger
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Technology, Cambridge, Massachusetts, USA

Life goes on. Every once in a while we seem to be able to
isolate particular events, isolable not only in principle but in
practice too. For example, there are situations in which we say that
we are making a decision or that a decision has been made. Such
decision events are nexuses, and they may also be turning points. I
want to describe two kinds of isolable events--little and big
decisions—-~and then describe a variety of situations--economy, law,
rites of passage, heroic action, judgment, and entrepreneurship--
which make use of them. My motivation is to enlarge our notion of
decisionmaking: to include both religious conversion and consumer
choice, both transcendent struggle and deliberate planning.

One kind of discrete isolable event are acts or steps which are
independent of each other yet which are commensurable. The events are
meant to be combined into larger sequences of action. Those larger
sequences are then taken to be the addition of smaller events, with
byways that reverse each other canceling out {(just as in arithmetic +X
and -X cancel). Markets and the marginalist analysis of decision
theory are the best known realizations of this model.

Mathematically, there are a variety of devices for doing the
arithmetic (besides the arithmetic of real numbers), including the
calculus, probability theory, and equilibrium analysis. The calculus
provides for a way of thinking of continuous addable changes, changes
that add up as long as there is continuity. The fundamental theorem
relates the changes to the sum, the derivative to the integral: and it
is the property of Riemann sums that how you do the addition does not
matter. Probability theory might be described as the study of
independence (of events) and its perturbations (as in Markov chains).
And so it provides ways for adding up events. And equilibrium analysis
is again about the addition of small changes (say in the excitation of
normal modes, or in marginal changes off equilibrium), their net effect

sometimes being independent of the order in which they are made. 1In
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each case, each little decision is unto itself, dumb, nicely combinable
with others (although the modes of addition, as in stochastic
integrals, may be curious at first). If there is little overlap among
each of the decisions and each decision is ahistorical, the little
decisions have many of the features of the billiard balls or the
particles of the physicist. 1If there is hierarchy and lots of
interaction of the decisions, then we may have something that is more
like organization and systems analysis. And in between there are
models of satisficing and negotiation.

My characterization of little decisions is of course quite rough.

But I think it captures the general tone of the programme we engage in
when we are trying to find a set of little decisions that will explain
what people do. Now, for example, one might also have little decisions
in a legal framework, so I think that the picture of discrete isolable
acts or steps is not restricted to voting, economy, or physics.
(Rather, it is about liberalism.) The great problem for this
programme is how do you find good separable individuals and a
reasonable mode of addition or combination so that it all adds up. Put
differently, how do you create a suitable level of "alienation" so that
the events are isolated, and a suitable mode of interaction so that
they work together so as to get a harmonious whole.

The other kind of decision might be termed "big," for they
involve relatively large-scale transformations marked by a single
crucial event. There cannot be subparts or sub-events that analyze and
so smooth out the big decision, for then it would no longer be simply
big--but rather something big that is made up of little decisions.
Moments of religious conversion, of turning in transcendent or
revolutionary struggle, and of reversal or commitment in war,
narrative, or myth are supposed to be big decisions--at least as they
are related in canonical accounts.[See Krieger, 1981, Part II] Think
of Augustine's conversion, national revolutions, or major corporate
commitments (as in IBM's development of the 360 line, or Boeing's of
the 747--where one is "betting the company"[Newhousel]). Big decisions
are presented as discontinuous, irreversible, and as preemptive moves.
They are commitments to a way of life. They mark history, and so they
are stigmatizing.

There are physical models that might simulate some big decisions:

for example, phase transitions (freezing), cracking, buckling, and
random walks. In each case a small change in a parameter (say
temperature, pressure, load, or initial choice) will result in large
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changes in the state of the system. These models suggest two facts
that haunt all big decisions. First, from another point of view they
may be seen as "continuous," and also analyzable, as composed of
molecular small decisions. One might have to invent ingenious new
modes of smoothing (as in averaging over ground state symmetries in
physics, or in bifurcation theory, or say by looking at a different
scale of time, space, or in a larger dimension), or new ways of adding
things up (as is done in the block spin story of renormalization group
accounts of freezing). But still big decisions, those isolated crucial
events, can be articulated. A secular biography of Augustine or a more
dispassionate account of revolution points out earlier failed attempts,
Thermidors, regressions, historical rewriting, and so forth. None of
this denies the truth of big decisions, for in their own terms they are
big and discontinuous. But there are other terms, other modes of
explanation they are subject to. Conversely, the discrete little
events that make up little decisions are almost always constructed to
add up "right." They are set up to do big work. Rational economic men
are given just those properties needed for the general equilibrium
market. Electrons in crystal lattices are individuals in the special
sense needed to account for macroscopic crystal behavior. None of this
denies the truth of little decisions. But they are subject to an
account of how their alienation from each other (and their dumbness and
additivity) is a social creation.

I have been employing a version of the story of parts and wholes.

Individual notes in a piece of music make sense in terms of how they
appear in the corpus of musical works, yet still they are individual.
And whole pieces of music are composed of notes, yet those pieces
surely have an integrity of their own. I have also been rehearsing an
argument in historiography, about the necessity of "events"™ in
history-writing, and that necessity being related to the fact that
history is written narratively. Just as there is an attempt in physics
to "smooth out"™ big changes by showing how they are composed of many
little ones or are typical of a general form, so too in history there
is a dialectical play between a history composed of great decisions and
one of ordinary events taking place alongside a larger trend.

Now in actuality there really are big and little decisions.
Building a rapid transit system nowadays is a big decision, but buying
a thirteenth pencil is a small or little one. "Shall I eat a peach?"
is a big decision, but the thirty-seventh dam might well be conceived
of as a little one. It all depends on the situation, and it is to
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those situations that I now want to turn.

As we shall see, decisionmaking may well be a matter of steering
and information management, but it also may be a matter of legal
interpretation, of a rite of passage, of heroic action, of reflective
judgment, or of entrepreneurship. We set up situations in which each
of these decisionmaking practices will make sense. So, for example,
steering is more possible in a reasonably smooth and homogeneous world;
legal interpretation is sensible in one filled with tabus:; rites of
passage suit transformations among opposed states: heroic action is
needed when sacrifice must be justified:; reflective judgment suits
times when we want to demand agreement from others; and,
entrepreneurship is needed when we must attribute a decision to a
single individual even if he is acting in a much larger supporting

social framework.

A Culture of Decisionmaking

The play of big and little decisions takes place in an
encompassing culture of decisionmaking. The culture consists of a set
of decisionmaking practices, such as markets and sacred tabus. The
practices must work together if each is to make sense, yet each is
enacted as if it is the only one that is going on, and so in effect
denying any other practice. Markets ignore but do not violate the
tabus on what is to be traded; tabus ignore how markets may indirectly
trade what is taken as sacred. [NOTE: This section is excerpted from
a larger paper on the culture of decisionmaking.]

Schematically (see Table I), the culture of decisionmaking
consists of a set of practices, which use technologies to organize and
"automate" their operation, which have ideologies that justify them,
and which feature particular phenomenological details of the world.

For example, marginalism uses the calculus as its technology: it takes
the local nearby here~and-now features of the world as crucial:; it is
preoccupied with steering as the major problem; and, it sees the world
as modular, smooth, and objectively distant.

I now want to briefly review each of the practices.

The prevalent model of decisionmaking is that of marginalism, a
practice of small and smooth changes, of partial derivatives from
equilibrium states, of mostly uncorrelated and relatively independent

events, and of probabilities in a universe of reasonable possibilities.
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In marginalism the world changes smoothly, and you can backtrack as
well. At each point you figure out what to do next by looking locally
around you. And there are rules, those of the calculus and of
probability theory, for doing that looking around in such a way that
the sum of your choices is best. Things add up. And if the world is
composite, a marginal change in a component will make sense in terms of
and be consistent with the whole.

A very different practice is needed if the world is not taken as
smooth but as "balkanized," broken up and divided, and marked by tabus
and difficult-to-bridge separations. Such is the case in a dogmatic
orthodoxy, or in family relationships, or in a large project thought to
be quite risky. There is falsity and truth, incest and allowed
relationships, waste and prudence. It is a world of untouchable (or
tabued) and touchable parts. One has to master the law: the structure
of forbiddenness and allowedness; and, also, the means of sacrifice and
redemption, the ways of restoring order when there is transgression.
Yet despite its division, this world has a wholeness and connectedness.

It is not rearrangeable and arbitrary, as the world seems to be in
marginalism. It is resistant to plasticity. This world is orderly and
traditional. One knowledgeably figures out how to live according to
the law, and how to deal with the inevitable violations.

Marginalism makes sense just because there are some things that
are untouchable, that are not to be traded or exchanged although they
may be sacrificed or canonized. Mama or Papa are ontologically and
morally different from guns or butter.

The untouchable world is stable, albeit multiply bifurcated by
tabu and the like. We can imagine the untouchable world violated but
not reconciled, a world in the middle, on the marge: a world of the
gap between relatively stable polar situations. For example, say we
are in the middle, rather than before or after a big decision, or we
have a mixture of properties, rather than polar black or white. The
gap is a world of mixture and crisis and tumolt and flux, and here
decisions appear as not so fully encompassed by the law as they are in
the practice of untouchability. Chance and fluctuations seem to play a
very large role in how things turn out. Still, such a world has
patterned modes of transition, such as in bank rescues, which always
take place on weekends, in comedy and tragedy, which have an archetypal
moment of revelation, and in phase transitions, which are of a
universal form--all transitions leading to reconciliation and

stability. The practice of decisionmaking is a play between such
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patterns of ritual and transformation and otherwise untempered chance

and fluctuations.

The culture of decisionmaking, as I have described it so far,
incorporates crucial features of big decisions. Big decisions do have
marginal aspects and may even be the "sum" of little ones:; they violate
what is untouchable and lead to sacrifice and redemption; and, they
transit a mediating gap between a before and an after.

Marginalism, untouchability, and gaps are decisionmaking
practices that address themselves to the world in which you find
yourself. But you have a "transcendent” role in such a world, and that
decisionmaking role may also be described in terms of practices.

One may be an actor, perhaps heroic, who expresses his will in an
epical struggle with the world, subject perhaps to tragedy, even blind
to the consequences of what he does. For example, that is how New York
City's park-builder Robert Moses is presented in Caro's biography.

Such an actor initiates by inseminating the world with his power.
Through his will he violates what has been otherwise taken as
impossible, so the actor "gets things done." Such an actor is often
presented in contrast to a manager or housekeeper or
maintainer-—-although the actor's effectiveness depends on there being a
managed world, a world to fulfil and work out his acts, a world where
the garbage is removed and where peace and home are provided for. If
there is Odysseus, there is also Penelope and Telemachus.

Opposed to, but mutually dependent on the actor, there is the
spectator, engaged in the practice of judgment or criticism.
Disinterested, not involved, the spectator-judge will demand that
others agree with his judgments--although the others may differ and
offer judgments which they demand he agree with. What is crucial is
that the demands are rational, founded in evidence and argument.
Disagreement is meant to lead both to mutual appeals and to rational
argument, For there is a community, and an appeal is an appeal to its
shared or common sense. So it is an appeal that intrinsically lays
claim to others' potential allegiance.

Judgment is not only impartial, it is also justifying--putting
everything in order. It makes sense of the world. 1In aesthetic terms
it is about the unity of a work of art; in religious terms the
justification is a provision of God's grace. But not everything goes

or works, is rational or appealing to others, or makes sense as a
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possibility. There is resistance--practical, rhetorical,
conceptual--gome of which is not to be overcome.
If in their decisions actors make the world so, spectator-judges

take it as something. Theirs is a world that is given order through

their acts of valuation. Just what the world is like and how it is
taken is an achievement, not at all obvious or easily achieved.

The last practice I want to discuss is entrepreneurship, a

meeting-ground of action and judgment. The entrepreneur creates
things, and by finding a market for them he makes them valuable. The
entrepreneur's world is ordered through both will and valuation, but
that ordering is contingent. It is not determined ahead of time. It
is the nature of that contingency that is of interest.

Entrepreneurs are often said to "deserve" their rewards. The
rewards are deserved because the entrepreneur takes risks and evidences
his skill in dealing with the (chance) unknown. And so he receives an
extraordinary return on what we come to call his investment. An
important function of this description of entrepreneurship is to
justify these rewards or returns to the entrepreneur.

To justify ownership and the consequent exclusion of others from
your property, there must be a social invention called risk-taking,
where risk is understood in a probabilistic sense. Unlike biological
sport or Fortune as models of contingency, in risk-taking the chances
are presumably equally accessible to all, and each chance is presumably
independent of the others. That you rise to the risk, take it, and
then succeed, marks the returns as rewards for you. If
entrepreneurship is seen as risk-taking, then one can assign a rate of
return to it. And so it is an investment. Time is no longer
biological or the narrative time of storytelling, but objectified
calendrical time. Time becomes a commensurable realm in which
comparable prospective projects can work themselves out.
Entrepreneurial endeavor becomes a matter for the alternative
allocation of resources.

Actually, the successful entrepreneur systematically links
payoffs and probabilities, so that expectation values are not simply
products of the two, but nonlinear products. Careful control and
anticipation of contingency are the mark of a good entrepreneur. And
large investments will make it more likely that an outcome turns out as
desired. Investments are strategic, and are meant to alter the future
probabilities as well as the payoffs.

Once projects become investments, then heroic action is tamed and
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become prudence, and critical judgment is no longer about qualities and
becomes financial. Heroism is identified with success (rather than
virtue). 1Its reward is not eternal fame but transitory wealth. Virtue
becomes skill, Fortune becomes risk, and acts of appropriation becomes
ownership. Entrepreneurs have made Fortune their own. And in a

perverse way, the entrepreneur's world comes to be a marginalist world.

Conclusion

Let me summarize the view of decisionmaking that I have presented
here. First of all, decision themselves are remarkable events,
isolated as events through social, political, and cultural
arrangements. The decisions may be little, meant to be added up so as
to recover the larger sequence of life. Or they may be big decisions,
meant to mark that sequence with turning points, separating before and
after the big decision. One might model little and big decisions using
mathematical and physical pictures, or narrative, legal, and mythic
ones. The second problem is to set up a situation (or find a suitable
description of what is going on) in which decisionmaking is possible.

I described a half-dozen such situations or practices, each of which
depends on the others to make up for its limitations. Their
interdependence suggests we might think of them as a culture, each
practice giving an account of all the others in its own terms. In
actuality some practices are much more suited than are others to the
kinds of decisionmaking we are engaged in.

Thinking in terms of big and little decisions and in terms of
decisionmaking allows us to consider, at one time, mathematical and
religious models and legal and heroic ones. Together they provide an
account of those moments when we may act as if we are making a
decision. So not only does life go on, but it goes on in segmented and

marked and rational ways.
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DIFFERENT DISSOLUTIONS OF THE MAN-AND-WORLD PROBLEM

Laszlo Zsolnai' and Istvan Kiss?
' Karl Marx University of Economics, Budapest, Hungary
? Bureau for Systems Analysis of the State Office for
Technical Development, Budapest, Hungary

Naturally, there is only one real world but people are not directly
living in this single real world. J. Ortega y Gasset wrote that "man

must ever be grounded on some beliefs, and that the structure of his
life will depend primordially on the beliefs on which he is grounded".
Beliefs, "always constitute a system insofar as they are effective
beliefs". (ORTEGA Y GASSET, J. 1963: 283-284). According to this

we can say that belief systems are those media by which people are

able to live in the real world.

Belief systems are imaginary pictures about the real world, or more
exactly, hypothetical ontologies, i.e. assumptions on basic structure,
characteristics, and processes of the real world. For this reason
belief systems define certain possible worlds.

The classical and well-known formulation of possible worlds by D. Lewis
is as follows: "I believe that there are possible worlds other than
the one we happen to inhabit [...]. It is uncontroversially true,

that things might be otherwise than they are. I believe, and so do
you, that things could have been different in countless ways. [...].

I therefore believe in the existence of entities that might be called
'ways things could have been'. I prefer to call them 'possible worlds'."
(See Lewis, D. 1973: 84-85).

We think that each possible world accepted by a certain group of people
is in a strong interaction with the real world. (See Figure 1). This
interaction can be schematically summarized by a cyclical process which

consists of four steps:

(i) People make their actions following their beliefs in the real
world;
(ii) Some changes occur in the real world caused by people's actions;

(iii) People's perceptions of real changes are influenced by their
beliefs;

(iv) Some changes occur or not in people's belief systems.
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POSSIBLE
WORLD

perceived

changes

people's people's
perceptions actions

FIGURE 1: Interaction between a possible world and the real world.

[In this schematical model we have disregarded the motivations and/or
the causal background of people's actions.]

Each belief system must dissolve the Man & World problem. We use the
term 'dissolve the problem' in R.L. Ackoff's sense. According to this
"problem dissolvers idealize rather than satisfice or optimize."
(ACKOFF, R.L. 1981: 21). The expression 'Man & World problem' is
close to the concept of 'image of man'. Authors of the excellent book
'Changing Images of Man' have used "image of man (or of humankind-in-
the-universe) to refer to the set of assumptions held about the human

being's origin, nature, abilities and characteristics, relationships

with others, and place in universe." (MARKLEY, O.W. and HARMAN, W.W.
(eds.) 1982: 2). 1In our intentions 'Man & World problem' refers to
the confused and fuzzy game among Man, Nature, and Society. The es-

sence of this problem is, how can we locate Man into Nature and how

can we locate Man into Society?



77

In every historical period of human history there were some relevant
and effective belief systems of mankind, consequently there were dif-
ferent interactions among different possible worlds and the real world.
(See Figure 2). 1In our time the situation is the same. E. Laszlo's
characterisation of interexistent belief systems of present-day man-
kind is as follows: "the Christian vision of universal brotherhood
governed by man's love for God of all men and for his fellow human
beings. There is Judaism's historical vision of an elected people in
whom all the families of the earth are to be blessed. 1Islam has a
universal vision of an ultimate community of God, man, nature, and
society. Hinduism envisions matter as but the outward manifestation
of spirit and urges attunement to cosmic harmony through the varied
paths of yoga. Buddhism too, perceives all reality as interdependent,
and teaches man to achieve union with it through rejection of the
drives and desires of a separate ego. Confucianism finds supreme
harmony in disciplined and ordered human relationships, and Taoism
finds such harmony in nature and naturalness. The African tribal
religions conceive of a great community of living and the dead, to
which each person belongs unless he wilfully creates imbalances
between the seen and unseen forces in and around himself.

To those rejected religious beliefs and look instead to secular values
and ideals, liberal democracy offers a vision of a free society where
all may do as best suits their wishes and temperament, and where each
can find the best chances of happiness. Communism, in turn, proposes
the ideal of egalitarian society where there is no exploitation, and
where each receives benefits according to his true needs. (See Laszlo,
E. 1978: 29).

Different belief systems and different possible worlds are essentially
incommensurable in themselves. We can transcend this incommensurabil-
ity when we reconstruct the dissolution the Man & World problem of
different belief systems. 1In this way we can confront them with each
other. We shall try to illustrate this inquiring of belief systems

by the example of two systems of economics.

Currently there are many different belief systems in the field of
economics, the Western, Socialist, Islamic, Buddhist, and Hindu
(Gandhist) economics. There are also different dicrections of Alter-
native economics, ecological economics, bio-economics on the one hand
and human economics, ecomomic ethics on the other hand. We think,
however, today the Western and the Buddhist economics represent the

two absolutely different economic belief systems.
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FIGURE 2: Different possible worlds and the real world.

pifferent dissolutions the Man & World problem of economic belief
systems are connected with the dimensions as follows:

(o) Man's attitude towards Nature;

(B) type of Man's consumption;

(v} relationship between Man and Society;

(8§) ethical motive of Man's economic activity.

Dimensions (a) and {(B) refer to the question, how can we locate Man
into Nature. This is the one side of the Man & World problem. Dimen-
sions (v} and (8) are connected with the other side of this problem,
how can we locate Man into Society.

Radical critics of Western economics have already discovered the latent
and tacit assumptions of Western economic thinking. E. Fromm wrote
that "The Great Promise of Unlimited Progress - the promise of domina-
tion of nature, of material abundance, of the greatest happiness for
the greatest number, and of unimpeded personal freedom - has sustained
the hopes and faith of the generations since the beginning of the in-
dustrial age”. (See FROMM, E. 1976: 1). He has continued: "The
failure of the Great Promise, aside from industrialism's essential
‘economic contradictions, was built into the industrial system by its

two main psychological premisses: (1) that the aim of life is happi-
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ness, that is, maximum pleasure, defined as the satisfaction of any
desire or subjective need a person may feel (radical hedonism);

(2) that egotism, selfishness, and greed, as the system needs to gener-
ate them in order to function, lead to harmony and peace". It is a
well-known fact that the basic cause of Western Man's destructive
attitude toward nature lies in Judeo-Christian traditions. From this
point of view Man is ordered to dominate and rule Nature, his mastery
over Nature is rightful, and Nature has no significance beyond that of
a quarry for exploitation by Man. (See EHRLICH, P.R. and EHRLICH, A.N.
1972: 351; SCHUMACHER, E.F. 1973: 93).

Based on the radical critics of Western economic thinking, we can con-
sider the dissolution of Western economics the Man & World problem as
follows:

W(a) aggressive attitude toward Nature, Man's domination over it;

W(B) hedonistic consumption;

W(y) <Zndividualism;

W(S) selfishness.

These basic features form a very closed and strongly interrelated
system. For example,'Man's domination over Nature' is a necessary
condition of 'hedonistic consumption'.

E.F. Schumacher, in his well-known book 'Small is Beautiful' has pre-

sented an excellent summary of Buddhist economic thinking. Buddhist
economics accept the principle of non-violence toward Nature. From

the Buddhist point of view "men are men, and animals are animals, and
men are far the higher. But he does not deduce from this that man's
superiority gives him permission to illtreat or kill animals. It is
just the reverse. It is because man is so much higher than the animals
that he can and must observe towards animals the very greatest com-
passion, be good to them in every way he can". (See SCHUMACHER, E.F.
1973: 89). 1In Schumacher's opinion "Buddhist economics [...] sees

the essence of civilisation not in a multiplication of wants but in the
purification of human character”. (See SCHUMACHER, E.F. 1973: 46).
"The optimal pattern of consumption, producing a high degree of human
satisfaction by means of a relatively low rate of consumption, allows
people to live without great pressure and strain and to fulfil the
primary injunction of Buddhist teaching: ‘'Cease to do evil, try to

do good'. As physical resources are everywhere limited, people satis-
fying their needs by means of a modest use of resources are obviously
less likely to be at each other's throat than people depending upon a
high rate of use". (See SCHUMACHER, E.F. 1973: 48-49).
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Finally, the Buddhist way of economic activity tries to transcend the
egocentredness of economic actors and to consider the local communities
as superior units of people's economy. (See SCHUMACHER, E.F. 1973: 45
and 49).

According to Schumacher's reconstruction of Buddhist economics, we can
find the dissolution of Buddhist economic belief system the Man & World
problem as follows:

B(a) non-violent attitude toward Nature, Man's accommodation to it;
B(B) restricted consumption;

B(y) collectivism;

B(8) altruism.

Like in the case of Western economics, these basic features are also
interrelated. For example, if we accept the principle of non-violence,
then we must accept the 'restricted consumption' too.

Table 1 shows the different dissolutions of Western and Buddhist eco-
nomics the Man & World problem.

Western economics gives a radical anthropocentric approach to Man &
World problem while Buddhist economics presents a radical desanthro-
pocentric one. The basic value-choice of Western economics can be
expressed by the Latin concept ’‘homo mensura’. This means that Man

is a single measure of every entity of the World. The basic value-
choice of Buddhist economics can be summarized by the concept 'mensura
natura’ (also in Latin). This means that Nature is a single measure
of every entity of the world. Dissolutions of Western and Buddhist
economics the Man & World problem are contrary to each other.

Gy. Lukacs, the famous marxist philosopher, has declared that there
are not any innocent world-view or belief systems. A certain belief
system cannot absolutely but partially transform the real world.

These real world transformations are destructive and/or constructive.
If a belief system destroys and/or develops a certain segment of

the real world, this is not indifferent for those people who live in
other belief systems, because only one real world exists. Different
possible worlds are interexistent through their interrelated real
world transformations.

Different dissolutions the Man & World problem are natural and nec-
essary. But it does not mean that we accept the doctrine of philo-
sophical relativism. We do not think that all belief systems are
equally right or equally false. In our opinion the healthy plurality
of belief systems and possible worlds means that all belief systems
and possible worlds which are able to satisfy certain basic value-

criteria have equal rights to being.
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We would like to propose two disceriminational criteria to evaluate
belief systems and possible worlds. We think that a certain dissolu-
tion the Man & World problem must be human centered and must not be
counter-ecological. We are sure it would be indispensable that people
who live in different belief systems and possible worlds accept 'being
human centered' and 'being not counter-ecological' as absolute and un-
questionable values.

We think that the axiological and evaluational approach of belief
systems and possible worlds is right and fruitful. First of all, it
needs axiological studies which define the above-proposed fundamental
values, both conceptually and operationally. Secondly, it needs evalu-
ational studies which are complex evaluations of different belief
systems and possible worlds in themselves and in their past and future
changing processes. We think that the main features of the current
belief systems and possible worlds of humankind is not enough human
centered and/or is rather counter-ecological. We cannot imagine that
it would be possible to create or establish some new belief systems
and possible worlds for humankind. In our opinion, instead of this,
we need to try to transform or to change the current belief systems
and possible worlds of humankind toward their more human centered and
less counter-ecological versions.

How to dissolve these problems might be challenging for IIASA as well.
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RATIONALITY AND EQUIVALENT REDESCRIPTIONS

Douglas Maclean
Center for Philosophy and Public Policy, University of Maryland,
College Park, Maryland, USA

I

In an essay on risk perception, Kenneth Arrow writes: "The concept
of rationality has been basic to most economic analysis."l Arrow has a
specific conception of rationality in mind, a major implication of which
is the expected utility hypothesis. This hypothesis says that a ra-
tional individual assesses alternative choices in terms of expected
utility -~ the aggregated, probability-weighted utilities of each al-
ternative's possible consequences -- and then chooses the alternative
that maximizes this amount.

The theory expressing this conception of rationality tradition-
ally has been regarded as both a theory that explains human behavior
and one that can help guide and correct it, a theory that is both pre-
dictive and normative. The history of the subject reflects strong rea-
sons why the theory of choice should have this dual character. As James
March points out, "For a variety of historical reasons, ... [w]hether
one considers ideas about choice in economics, psychology, political
science, sociology, or philosophy, behavioral and normative theories
have developed as a dialectic rather than as separate domains."2

A normative theory of choice gains credibility from its predictive
and explanatory power, for although empirical success itself may not
constitute much of a normative argument, the theory of rational behavior
is less likely to be found objectionable if rationality turns out to be
widespread. The theory could then be interpreted as an idealization of
common behavior. But if, on the other hand, the normative theory turns
out to be incompatible with the best established behavioral theory, then
the verification of the normative theory will depend entirely on the in-
trinsic plausibility of its axioms, and that appeal must be quite strong,
strong enough to make us overcome our charitable reluctance to conclude
that our actual behavior is systematically irrational.

I will argue that the conception of rationality that Arrow claims
to be basic to economics is on shaky ground. The normative status of
the utility axioms has never been entirely above suspicion, primarily
because these axioms generate some well-known paradoxes. They pre-

scribe certain choices, that is, which seem to fly in the face of
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intuition and common sense. Recently, moreover, the predictive claims
of utility theory have come under strong attack. Tversky, Kahneman,
and other psychologists have carefully studied actual choice behavior,
and their findings show rather conclusively that people violate the ex-
pected utility hypothesis frequently in systematic ways, and often in
quite simple choice situations.3 People do not maximize expected utili-
ty; they do not act as if they were maximizing expected utility; and
when their deviant behavior in the light of the theory is explained to
them, most people stick to their choices and reject the axioms.4 Ap-
parently, as Paul Samuelson once put it, most people choose to satisfy
their preferences and "let the axioms satisfy themselves."5 This re-
search opens the door for competing behavioral theories to explain risk
perception and decision making. From psychology we now have prospect
theory,6 and from anthropology a cultural theory,7 both of them incom-
patible with expected utility theory and making plausible claims to
being predictively superior to it.

We appear to be at an interesting juncture in the historical dia-
lectic of theories of choice. The behavioral and the normative have

come apart.
IT

If we assume that expected utility theory cannot draw support by
claiming explanatory or predictive powers, then the burden of proof is
squarely on the shoulders of those who defend the theory as a normative
account of rationality. The weak link in the theory is well known, so
I can describe it briefly. Then I will consider three attempts to de-
fend the theory and explain why they do not succeed.

The axioms of expected utility theory can be thought of as ex-
pressing three assumptions about rational preferences over risky pros-
pects. The first, completeness, says that all alternatives can be com-
pared and ordered. The second is a consistency assumption, which in-
cludes transitivity of preferences. Neither of these assumptions is
trivial, and I believe that the objections several philosophers have
made to completeness, which implies that a rational person cannot have
incommensurable values, especially deserve more attention than they
have received.8

But all the attention has been focused on independence, the
third assumption. The importance of the independence assumption

(which is usually defined by more than one axiom, in Luce and Raiffa's
system, for example, by independence and substitutivity together)

can be expressed in different ways. It implies, for instance,
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that a rational person's preferences are strongly separable, in the
sense that if he is indifferent to any two outcomes or prospects, then
his preferences will not be affected when one is substituted for the
other in any decision problem. The assumption implies that all rede-
scriptions of a decision problem that preserve the same opportunity set
-- the same set of alternative choices over probabilities and outcomes
-- are equivalent and will not affect the ordering of a rational per-
son's preferences. Most generally, perhaps, the independence assump-
tion conceives of rationality as an orientation toward alternative
choices that is independent of the contexts in which the alternatives
present themselves.

The most famous paradox generated by the independence assumption
was first published by Maurice Allais in 1953.9 It has been reproduced
in many variations. The following example of the paradox, I think, pre-
sents it in a way that shows most dramatically how the independence
assumption can conflict with common intuitions.lo It consists of two
choices involving Russian roulette with a six-shooter. In the first
case, you are playing with four bullets in the chamber, and you are
asked how much you would pay to have one bullet removed. How much would
you pay, that is, to reduce your risk of dying by 1/6, from 2/3 to 1/2?
(Assume that you can leave no inheritance if you die.) In the second
choice situation, you are playing Russian roulette with two bullets in
the chamber, and you are asked how much you would pay to have them both
removed. How much would it be worth to you to eliminate altogether a
1/3 risk of dying?

Many people, including those of us who are skeptical about whether
expressions of willingness-to-pay in such cooked up examples mean any-
thing at all, nevertheless feel pretty confident that removing two bul-
lets and eliminating the risk is worth a lot more than removing just one
of four bullets and reducing the risk. But according to expected utili-
ty theory, we are being irrational if we feel this way. Surprisingly,
the independence assumption implies that we should be willing to pay
exactly the same in both cases, because they are equivalent. How would
somebody defend a rationality condition with such counter-intuitive im-
plications? How does the argument go? Let us see, as we turn now to
consider the first defense of the independence assumption and expected

utility theory.
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III

The first argument was originally produced by Howard Raiffa and has

been repeated recently by David Lewis.ll It claims that the two Russian
roulette cases can be shown to involve the same decision problem -- that
is, the same prospects or opportunity set —- in different contexts. Once

you see the problem separated from the different contexts (eliminating
the "irrelevant alternatives"), you will see the equivalence and be for-
ced to bring your preferences in line, by agreeing that you should pay
the same amount to remove, in the one case, one bullet, and in the other
case, two.

Thus, we can redescribe the cases in the following manner, without
changing the overall prospects. Think of both Russian roulette games as

being played with two six-shooters, not one, which will be fired success-

ively. (Make the time interval between firings short enough so as not
to introduce different anxiety or dread factors.) The chamber of the
first six-shooter contains either no bullets or three. You have no con-

trol over this. We can think of this six-shooter as giving us the con-
text of our decision problem, for it determines an element of risk that
is outside the scope of alternative choices. The second revolver has two
bullets in the chamber, and you must decide how much you would pay, if
you survive the first stage of the game, to remove the two bullets.

The defense of independence now takes the following form. It should
make no difference to you whether you make your decision before the first
trigger is pulled or afterward. Whether that revolver has three bullets
or none in its chamber, therefore, should not influence your choice.

But if there are three bullets, the problem is identical to the first
case (you are paying to reduce a 2/3 risk of death to 1/2), while if
there are no bullets, it is identical to the second (you are paying to
remove a 1/3 risk of death). Hence it is rational to regard them as the
same problem.

Now, I do not find this argument at all convincing. To be sure,
your overall prospects of survival are unaffected by the timing of your
choice, but the appropriate description of your decision can change.

One perspective opens up the possibility of acting to remove the risk,
a possibility that is unavailable from the other choice perspectives.
These possibilities, moreover, are relevant to some reasons for acting
or choosing, though not, of course, to other reasons. For example,
they do not affect the reasons that derive from our interest in sur-

viving (or, in purely monetary versions of the example, from our interest
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in wealth), but they are relevant to how we explain ourselves to others
and to the justification of their judgments of us. Where the risk in-
volves a loss of something other than life, these perspective-relative
differences are also important in determining the feelings of regret,
elation, disappointment, and so on, that we can expect to have afterwards.
It would be unreasonable to ignore any of these factors. 1In such ways,
therefore, the context or perspective of choice partly determines the
nature of our acts.

The presence of the first six-shooter in the redescription of the
decision problem might serve to remind us that even if we remove a
particular risk, we can never remove our risks altogether. Whenever
we decide to pay to remove two bullets, other guns might, for all we
know, be pointed at our heads. For that matter, I might survive the
game only to be run over by a truck on my way home. These are risks,
to be sure, but for certain purposes they simply do not matter. We would
not be blamed, for instance, for suffering consequences like these. Nor
could we be held responsible for them. Our responsibilities and duties,
not to mention our reactions and feelings, do not exactly follow the con-
tours of overall changes in risk prospects, but they are central to our
reasons for acting and the reasons we give by way of explaining our-
selves.

If we are rational, then, we will often have to take into account
much more than overall prospects or expected utilities. Sometimes this
can lead us not to take up some more detached or context-independent
perspective on a problem but to appreciate instead the implications of
having the perspective we find ourselves naturally to have. Some re-
descriptions of a choice situation, then, although equivalent in the
sense of not altering the probabilities or outcomes, will nevertheless
have to be rejected for social or moral or even psychological reasons,
because they are inappropriate or they distort the problem.

Whether we are winning or losing can be more important than where
we end up. I might gain a windfall and then gamble it away; or I might
have my wallet stolen and then win back what I lost in the lottery. The
result is the same, but of course there is all the difference in the
world. The ordering of events will determine my own reactions, and it
will justify different judgments about me that others might make. Why
do men and women who have "made it" in capitalist societies so fre-
quently continue to drive themselves hard well into old age? It seems
reasonable to suppose that they have discovered that winning can be

much more satisfying than wealth.
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Perspective is also a determinant of responsibility. What might
be good reasons to want something to happen may not provide a person
with a good reason to act to bring it about. Thus, we might know that
the world would be a better place if some person were dead and that
killing him is the only likely way to make him dead soon, yet knowing
this does not necessarily give any of us a good reason to kill him.

This shows how reasons can change with the mere shifting of perspec-
tive, a shift that does not alter anything about what economists call
"the opportunity set."

One of the paradoxes of deterrence also trades on this shift. We
would, of course, most prefer worlds where deterrence is not necessary,
but next best are the worlds where deterrence works. So we might all
have reasons to want among us a credible threatener, and this could mean
that we need a person who is known to be morally unscrupulous, who will
carry out punishment even when no good can come of it. But though all
of us might endorse such reasoning in the abstract, or from a detached
perspective, none of us might be able to apply it, because our reasons
for acting do not permit the cultivation of an amoral character. This
paradox of deterrence is generated by the inability of either perspec-
tive rationally to dominate the other. Examples like these, which show
the importance of shifting perspectives, merely illustrate a point made
by Tversky and Kahneman, that “the adoption of a decision frame is an
ethically significant act."12

The argument for the independence assumption amounts to identify-
ing rationality with a detached point of view, one that sees things
sub specie aeternatatis. It looks at choices in a timeless and context-

less way. Detachment often begets greater wisdom and knowledge, of
course, but we cannot entirely identify rationality with that point of
view. We have our own reactions also to consider, and our relation-
ships to others and to their judgments. We have our moral responsi-
bilities, and most important, we have to be able to identify ourselves
with our choices. A complete account of rationality, then, will not
be the same as a detached one, for as the philosopher Thomas Nagel
observes, "Each of us is not only an objective self, but a particular
person with a particular perspective; we act in the world with that
perspective, and not only from the point of view of a detached will,

selecting and rejecting world—states."l3
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The second argument defends the independence assumption by drawing
analogies to logical extensionality and to visual perception. Arrow
claims, "A fundamental element of rationality, so elementary that we
hardly notice it is, in logicians' language, its extensionality.“14 His
explanation of how rationality is extensional is, unfortunately, quite
brief. He says only that rational choice "depends on the opportunity
set from which the choice is made, independently of how that set is
described."15 Tversky and Kahneman, who demonstrate how the framing of
choices determines preferences, suggest a similar analogy to visual per-
spective. They write: "Veridical perception requires that the perceived
relative height of two neighboring mountains, say, should not reverse
with changes of vantage point. Similarly, rational choice requires that
preferences between options should not reverse with changes of frame."16

References to opportunity sets and analogies to vision notwithstand-
ing, it is not at all clear what it means to compare rationality with
veridical perception or to call it extensional. Mountains exist inde-
pendently of viewers, and the truth about relative mountain heights can
be ascertained independently of perceptions and vantage points. Thus,
the truth of 'A is taller than B' is logically independent of the truth
of sentences like 'S believes that A is taller than B' or 'From this
perspective it appears that A is taller than B.' In these latter sen-
tences, 'A is taller than B' appears in non-extensional contexts, i.e.,
contexts in which the substitution of logically eguivalent proposi-
tions is not truth-preserving. The criterion for veridical perception,
therefore, is that 'It appears that A is taller than B' is true only if
A is taller than B. Mountains, that is to say, have an extension that
is independent of and determines the truth of viewers' perceptions of
their heights.

How are we supposed to apply this analogy to rational choice?

Should we say, perhaps, that a preference for A over B is rational only
if, in some sense that is objective and independent of choosers, A is
better than B? That might make the analogy work, but decision theorists
tend to be fiercely agnostic about such normative judgments, opting in-
stead for preferential sovereignty. Besides, as our previous discus-
sion suggests, any satisfactory objective normative analysis of ra-
tionality would have to include contextual elements. So it looks like

this argument turns in a very small circle.
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What the extensionalists must have in mind is something like this.
Two different descriptions are extensionally equivalent or are descrip-
tions of the same problem if we can all agree upon reflection that they
describe the same set of choices. And, of course, if they do describe
the same choices, then rationality requires that we make the same de-
¢ision in each case. But we can only hope that arguments about ra-
tionality will result in such agreement; it cannot be assumed as the
basis of those arguments. The empirical data showing that most people
violate the independence assumption in systematic ways strongly suggest
that what counts as a redescription and what counts as changing the
problem is the central issue. By assuming independence, then, the ex-

tensionality argument for rationality begs the question.

\%

The third argument I will take up defends expected utility theory
by putting forward a modified account of it that attempts to avoid these
objections.l7 Instead of rejecting the familiar behavior that deviates
from expected utility theory, the strategy of this argument is to modify
the theory to model that behavior more closely. It gives up the assump-
tion that people do or ought to choose solely to maximize the expected
utility of outcomes, by adding an attribute to the utility function that
measures the regret or delight people feel in having made the choices
they made.

Regret theory, as this new-fangled decision theory is called, wea-
kens the independence assumption by limiting the possible equivalent
redescriptions of a decision problem. No longer is indifference assumed
to hold over the same expected outcomes. In the revised theory, it also
matters what one gains or loses, or what one gives up to get there. Re-
gret theory assumes people are made happy or sad not only by what they
receive, but alsoby the choices they make. This regret factor is
measured as the difference in utility between what a person gets as a
result of her choice and what she would have gotten, had she chosen
differently.

The primary motive behind regret theory is to modify utility theory
in order to make it a better behavioral or explanatory theory of human
choice. The appearance of regret theory serves to confirm March's ob-
servation about the historical dialectic between the behavioral and the
normative. As the empirical evidence against utility theory adds up,

the pressure to modify the theory is felt. Normative theories of
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rational choice do not stand up well against our behavior. I do not
mean to suggest that regret theorists have all made a radical break
with tradition. They are modifying utility theory, not abandoning it.
Some regret theorists resist adopting regret theory as a normative
theory of choice. They maintain a certain skepticism about the be-
havior they are trying to model, calling it, for instance, "normal, if

18 They may not be willing to concede yet

not economically rational."
that anything other than consequences ought to be a source of utility
or a reason for acting.

Regret theory is more interesting, however, if we also take it as
a normative theory of rationality. For one thing, it incorporates some
features of the context of choice, which I claim is a good thing to do.
Regret and delight are measured from the reference point of a decision
maker, which means that the perspective from which choices are made is,
to some extent at least, being taken into account. Moreover, regret
theory resolves some of the paradoxes of utility theory that directly
challenge the independence assumption, including Allais's paradox.
Nevertheless, regret theory does not fully succeed in the end, even as
a descriptive theory.

We can best see this by comparing regret theory with Tversky and
Kahneman's prospect theory. Prospect theory explains the pervasive and
systematic -- and, on expected utility theory, paradoxical -- features
of how people perceive risk and make decisions in a way that is incom-
patible with utility theory. Prospect theory makes three basic claims
about risk perception and the psychology of choice. One is about how
people assign decision weights or probabilities to risky prospects. We
will ignore that part of the theory here. The other two claims bear
directly on the role of context or perspective. First, people evaluate
prospects not in terms of assets or independently described consequences,
but as gains and losses, and they evaluate gains and losses differently.
They show risk aversion toward perceived gains and risk-seeking be-
havior to avoid losses. This is the part of prospect theory that re-
gret theory can model.

But prospect theory makes another claim, about the determination
of the neutral reference point from which gains and losses are measured.
A central claim of prospect theory is that the reference point is de-
termined not by the prospects but by how the prospects are framed or
described. Regret theory must assume that this point can be determined

by the prospects alone, and it usually assumes that the reference point



92

is the decision maker's asset position at the time of choice. The fram-
ing phenomenon turns out to be an essential component of the psychology
of choice which cannot be captured by regret theory or, so far as I can
see, by any modificaiton of expected utility theory.

VI

Tversky and Kahneman are guite concerned about the framing that is
confirmed by their research, especially, as they claim, the ease with
which decision frames can be manipulated by alternative redescriptions
of a problem, causing people to take up different perspectives from which
they view gains and losses. This is why Tversky and Kahneman embrace
extensionality as a requirement of rationality. The arbitrariness of
decision frames, they believe, is a major source of preference rever-
sals and other sorts of irrational decisions.

It is undeniable that decision frames can often be manipulated, as
advertising and public relations experts are well aware. But I believe
we must be cautious about how we generalize about human thinking pro-
cesses from decision experiments carried on in the artificial settings
of psychological laboratories. In the real world, all sorts of factors
help to determine a person's perspective or decision frame, and many of
these factors might be defensible and non-arbitrary. One of the cen-
tral problems for decision theorists in the future, I would think, would
be to sort out differences in the framing phenomena and to ask which
heuristics, descriptions, and other factors that cause people to take
up the perspectives they do are reasonable, and which ones are arbi-
trary and manipulable. Making this distinction will help us understand
better the division between rational and nonrational decisions.

There is much work to be done, then, but I don't see this kind of
work coming out of the tradition of classical utility theory. I expect,
rather, that it is more likely to emerge from research into decision
making and risk perception that looks explicitly at the contextual de-
terminants of choice perspectives. This means looking further into the
nature and reasonableness of reactive attitudes, such as regret, dis-
appointment, and delight, but also looking more at the social determi-
nants of perspective, including shared meanings and values. We might
well expect, therefore, that the next breakthroughs in decision theory
will come from the social sciences that begin with the assumption that
contextual features determine a person's decision frame and what count
as reasons from that perspective, and that reasons are tied as much to

the concrete peculiarities of social values and social interactions as

to concepts like utility and asset positions.
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II. FRAMEWORKS FOR RATIONAL DECISION MAKING






INTRODUCTION

This section presents a group of papers that discuss existing for-
mal frameworks for rational decision making. Two of them are not avail-
able for the Proceedings: a paper by James Vaupel on the classical
prescriptive framework, and a paper The program- and goal-oriented
approach to management: recent developments, perspectives and appli-
cations to urban planning practice by Victor volkovich, Yuri Dubov
and Alexander Schepkin. The second paper would have been of particular
interest because it represents a specific formal framework for decision
making motivated by the culture of planning and developed mathematic-
ally by Glushkov, Pospelov, Irikov and others for over a decade. It
is markedly different from both the classical utility maximization
framework and the bounded rationality and satisficing framework. How-
ever, some brief comments on this framework are given in the paper by
Wierzbicki.

This group of papers was followed by a plenary discussion. The
main result of the discussion was the agreement that the different
axioms underlying the various formal frameworks of rationality are the
results of a holistic and intuitive abstraction of deeply rooted basic
values characterizing the various cultures. These should therefore be
re-examined and re-~evaluated from a broader comparative perspective.

In other words, the very concept of rational action is not value-free
and must be re-interpreted as we move from one cultural setting to an-
other. The paradoxes that result from any formal framework for rati-
onal decision making fall into two groups. One group comprises the
paradoxes that point to deficiencies of the theory or axioms within a
given culture; the other group comprises the paradoxes that point to
inconsistencies in the basic values of the culture itself. From this
perspective, it becomes clear that the time is ripe for a much broader
investigation of the premises of rational decision making.

In the first paper in this group, Back from prospect theory to
utility theory, Raiffa makes a spirited defense of the framework of
expected utility maximization. Given its cultural background, the ex-
pected utility theory is one of the most advanced formal frameworks for
rational decision making. Thus to abandon it would be to write off a
large intellectual investment and we should think rather about the
possibilities for more sophisticated use and for constructive ways of
extending it, for example, by including the impact of context in some

more formal way. But if these possibilities turn out to be empty then
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abandon it we must. On the other hand, the discussions at the meeting
have shown that it would be sensible to abandon the concept of the
"normative" character of expected utility theory (a better word, sug-
gested by Raiffa, is "abstractive"). Since the axioms of any formal
framework are culturally conditioned, giving them a "normative" charac-
ter implies a strong value judgement indeed. For example, the axiom

of independence (of irrelevant alternatives, of reformulation, of con~
text) implies a very individualistic stance and would not fit comfort-
ably into Hindu culture, say, where categories of humankind and their
interdependencies predominate.

The paper by Wierzbicki, Negotiation and mediation in conflicts.
II: Piural rationality and interactive decision processes, considers
the question of how we can expect agreements to be reached in cross-
cultural negotiations if the parties involved have widely differing
cultural and abstractive perceptions of rationality. A number of prin-
ciples, including the principle of limited knowledge and interactive
learning, and the principle of cultural respect, are put forward as
a means of dealing with this issue. An extended formal framework for
rational decision making (including some aspects of utility maximiza-
tion, bounded rationality and satisficing, and goal- and program-
oriented management) called the quasi-satisficing framework is also
proposed.

Discussions about this paper at the meeting centered on the issue
of conflict escalation in repetitive games with multiequilibria out-
comes. Here quasi-satisficing selections of these equilibria made by
players guided by adaptively formed aspiration levels may be incom-
patible with each other, leading to conflict escalation.

The paper On the structure, stabilization and acecuraey of deeision
processes by Tietz describes recent developments in the behaviorally-
oriented, bounded rationality and satisficing framework. The paper
analyzes a decision process, stressing the roles of goal- and aspira-
tion-setting, satisficing behavior in the selection of decision rules
and the stability aspects of such processes, and finally turns to the
question of accuracy in aspiration-based decision theory.

Some of the concepts discussed in this paper were drawn on in
later parts of the meeting, particularly in the interactive decision
support and experimental sessions.

The paper Uses of experimental games by Rapoport discusses the
intricacies of the "social traps" that can result from certain variants
of simple two-person games. The analysis of such social traps shows

that formalized individualistic minimizing rationality cannot be de-
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fended in any situation more complex than a zero-sum game; formalized
collective rationality gives quite different, and typically superior,
prescriptions of behavior in such situations. Several games (such as
Prisoner's Dilemma, Chicken, Top-dog - Underdog, and even some appar-
ently conflict-free games) illustrate the differences between forma-
lized individualistic and collective rationalities. Experimental
results show that on average about 50% of players are "individualists",
who would exploit the other side's cooperative behavior, and about 50%
are "collectivists"™, who would nevertheless try to cooperate. This is
true even for players who come from cultures generally regarded as in-
dividualistic. A specific "non-naive" cooperative strategy with swift
retaliations for noncooperation (called "Tit-for-tat" and devised
earlier by Rapoport for repetitive Prisoner's Dilemma games) has proven
to be very successful in many experiments, including computer tourna-
ments. It succeeds, not because it can beat a consciously noncoopera-
tive strategy, but because noncooperative strategies lose more by beat-
ing each other. From several such examples, Rapoport suggests that
experimental games may have a high educational value by illuminating
the possible consequences of individualistic and collectivist attitudes
in situations that involve social traps.

For instance, in the discussions it became apparent that the prin-
ciple of "strength through weakness" that emerges from these repetitive
experimental games comes close to a basic principle that is recognized
as evolutionarily advantageous in most societies: the best self-serv-
ing behavior in the long term is "non-naive" altruism. This principle,
though common knowledge in everyday life, seems to have got squeezed
out of international relations. Many participants were in favor of

somehow putting it back in again.

M. Thompson

A. Wierzbicki



BACK FROM PROSPECT THEORY TO UTILITY THEORY

Howard Raiffa
Littauer Center, J.F. Kennedy School of Government, Harvard University,
Cambridge, Massachusetts, USA

The Empirical Reality: What to Do About It?

People, both smart and dumb, often do not behave the way normative
theorists say they should behave. But what 1s even more frustrating,
some (otherwise) smart people, who know how they should behave accord-
ing to some impeccably beautiful normative theory, like the maximiza—\
tion of subjective expected utility (SEU) -- you can clearly see my
biases -- nevertheless, do not always follow those guidelines.

Well, what should we do about this state of affairs if we want to
help people make better, wiser decisions? We can:

(a) Abandon the (normative) theory (heaven forbid!)
(b) Modify the theory.

(e) Apply the theory in a more sophisticated manner.
(a) Give therapy to deviators.

There are lots of researchers who gleefully want to do {(a) and
(p). In this paper I shall concentrate on (¢) and {d). But some com-
mentators who have already heard what I am about to tell you have opined
that my suggestions for (c¢) really are tantamount to embracing (b) and
advocating (a). That's going too far!

Back in the 1950s when someone like Allais or Ellsberg concocted
an ingenious example that showed that people violated the fundamental
axioms of the SEU theory, I exploited such observations. I argued that
if people, in making intuitive choices, always satisfied the norms of
the SEU theory, then there would be no raison d'étre for teaching people
how to choose wisely. Just do what comes naturally! The trouble is
that after I had my say, some misguided souls still did not see the
light. There are lots of people who fully understand the normative
ideas of SEU analysis but who refuse to adopt these principles in their
own important decision making. In short what I am going to argue is
that in some cases some important psychological concerns of the decision
makers are inappropriately ignored and these concerns should be addres-

* 1 am indebted to my-colleague, Professor David Bell, for many insight-
ful comments that have been incorporated in this paper.
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sed openly. But also I am going to argue that sometimes therapy is the
appropriate remedy. ’

Some Examples Where Deviations Should Not be Tolerated

Many behavioral decision theorists that I know who really want to
abandon the SEU theory would nevertheless join me in labelling certain
behavior really "irrational." The examples I have in mind have to do
mostly with the probabilistic side of the ledger. Let me illustrate a
few of these. There are gambler's fallacies: the dice are running hot
and I am now on a lucky streak; or, I better quit now while I am ahead
or the law of averages will catch up with me; or, a social bridge player
will graciously give up his or her hot seat to some forlorn player who
has been doing miserably. In such cases we invoke the wise observation
that "a die hath neither memory nor conscience.”" But it is not easy to
teach this lesson. A lot of people are swayed intellectually by such
rational interventions but emotionally they feel, deep down, that these
dice are in fact friendly or unfriendly.

Some other examples: Subjects will often assign a higher probabil-
ity to the joint event (A and B) than to A alone, the so-called conjunc-
tion fallacy. Most serious observers agree, that's just an oversight
or error. There are loads of examples where there is confusion about
conditionality: P(A|B) is mistaken for P(B|A). An expert is asked for
an assessment of A given B, and he thinks about all those cases where A
prevails and reflects about what proportion are B's. We fail students
in exams for such behavior. We don't modify the theory. People forget
about base rates in assessing probabilities. People employ strange
heuristics in updating probabilities, like: How can you infer anything
about a population of 220 million from a random sample of 1000%? We apply
educational therapy in such cases and we are sparse in giving recommen-
dations to those for whom the therapy does not take hold.

Some Examples Where Deviations are Sometimes Tolerated

But now let's move a bit towards a murkier area. Mr. Jones prefers
A to B, B to C, and insists that he prefers C to A -- an intransitivity.
Such actions can be rationalized. But should they be tolerated and
should normative theories be amended to accommodate such behavior?
Mrs. Smith prefers A to C, prefers B to C, but can not make up her mind
petween A and B, and therefore chooses C. Mr. Henry prefers the freedom
to choose an alternative from the set {A,B} rather than from the set
{#,B,C}. 1If one is worried about reversing oneself later on, we might
arbitrarily restrict one's later choices. These examples seem to con-

tradict the rational tenets of most willful-choice theories but by
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reconfiguring the consequences, by adding in effort of analysis and
search costs, such behavior can be accommodated in normative theories.

But the question is: how far should we go?

Prospect Theory

Kahneman and Tversky (K & T, henceforth) in their paper, "Prospect
Theory: An Analysis of Decision Under Risk," brilliantly portray what's
wrong with the SEU theory as a deseriptive or predictive theory. They
systematically codify behavioral departures from the normative SEU model.
I have replicated many of their experiments with my own students and I

obtain similar and sometimes even more dramatic departures from normative

theory.
At the Harvard Business School my colleagues and I train -- better
yet, we indoctrinate -- all students how to use the (prescriptive) the-

ory of utility to make managerial decisions. If our students were to

be subjects in the K & T experiments, then their responses, we believe,
would strongly depend on the setting of the experiment: 1f administered
in the course where they had been taught (brainwashed (?)) utility the-
ory, they would not exhibit the inconsistencies of K & T subjects; 1if,
however, the experiment were slightly masked and it were given in a
course in marketing or finance, then we suspect that these very students
would be prey to the same inconsistencies as the K & T subjects. This
is a painful admission to make. It doesn't mean that we are wrong in
trying to influence our students how to think about risky choice, but
that we do not do a good enough job in getting them to think about fun-
damentals. We teach them to use utility theory in too mechanistic a
fashion and if they do not use the formalism they do not think hard
enough about their choices.

I now would like to discuss some informal attempts I have made to
get subjects to change their minds or to think more deeply about choices
they have made that are inconsistent with SEU theory. In some cases my
therapeutic interventions have convinced some of these subjects that
they have made choices that are not appropriate for their deeply held
basic feelings and they actually reverse some choices. In other cases,
all I succeed in doing is making some subjects uncomfortable. Who says
therapy is easy. In other cases, I conclude that the subjects are right
in registering so-called inconsistencies, and the theory is wrong or

that the theory is being applied in too gross and insensitive a manner.

Illustration 1

The subjects of the K & T experiments were Israelis and the payoffs

were in Israeli pounds. When I discuss these problems I'll talk about
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dollars instead. I am convinced that non-indoctrinated U.S. students
(with dollar payoffs) behave roughly the same.
K & T start out by contrasting behavior in two choice problems:

Problem 1: Choose between

$2500 with probability .33
A:  $2400 with probability .66 B: $2400 for certain
$0 with probability .01
1.00
N =72 (18%) (82%)
(The last line means: of 72 subjects, 18% chose A over B and 82% chose

B over A.)

Problem 2: Choose between
$2500 with probability .33 $2400 with probability .34
c: $0 with probability .67 D° $0 with probability .66
. 1.00 1.00
N = 72 (83%) (17%)
Both problems involve the same payoffs: $0, $2400 and $2500. 1If
the subjects were to use utility theory -- which they did not -- then

there is no loss of generality if we let u($0) = 0, u($2500) =1 and
u($2400) = x where O <x <1. It is not difficult to see that*:

if x <33/34 then A< B and C<D
if x > 33/34 then A7 B and C> D
if x = 33/34 then A ~B and C ~ D.

So we see that the majority choice of A<B and C ¥ D is inconsistent
with utility theory. Some would now say, "So much the worse for util-
ity theory." But wait! ©Now let us think hard about problem 1.

Most subjects I imagine choose B because with B that $2400 is
certain (and certainty is lovely if it involves a sure gain) and with
A they risk not getting that $2400; furthermore $2500 is so close to
$2400 that $2400 and $2500 are practically the same. In debriefing
sessions I might ask a subject: "What would happen if B were held fixed
and A were modified by pushing the upper prize up from $2500 to $2600
to $2700 ... to $3000 ... to $4800 to ... ." By doing this I would
want the subject to concentrate attention on the difference between
$2400 and $2500. I might ask: "Would you feel differently if in A you
had a choice between a prize of $2500 or a prize of $2400 plus a $100

* p< B is read: "A is less preferred than B." And so on for » and ~.
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gift certificate in a store you could designate?" The purpose of this
line of questioning is to focus attention on the difference between $2400
and $2500.

For those that would pick B over A I might ask: "Would you still
pick B if the probabilities in A were changed from (.33, .66, .0l) to
(.333, .666, .001) or to (.3333, .6666, .0001)? Have you thought hard
enough about the probabilities .33 and .01?" By this line of question-~
ing, I am not in any way arguing that it is wrong to choose B over A
but that first impulses should be checked when there is a certainty on
one side and an uncertainty on the other side.

I would continue my probing. Let's put in an urn 1Q0 balls that
are all labelled with $24Q0 and let's suppose that 66 are green and 34
are orange. Imagine that you are going to pick one ball at random. Now
in problem 1 the question is whether you would be willing to relabel
those orange balls by adding $100 to 33 of them and subtracting $2400
from one of them. Certainly this choice should depend on the number of
orange balls, but should your choice in any way depend on the number of
green balls? If not, is not the essence of the problem the same to you
if we get rid of those green balls altogether? This line of attack is
designed to get you to think about what the essence of your choice prob-
lem really is.

Now let's go back to the urn with 34 orange balls, each labelled
$2400 and now let's label the 66 green balls with the value $0 instead
of $2400. Now we ask about modifications of the 34 orange balls. In
the choice between C and D you are asked whether you would be willing
to add $100 to 33 of the orange balls and subtract $2400 from 1 orange
ball. This is the exact same modification you were asked to consider
before but now the 66 green balls are labelled $0 instead of $2400. In
this case does the problem depend on the number of green balls? If not,
you can get rid of those distracting green balls as before and the es-
sence is: would you be willing to modify the 34 orange balls as proposed?

If we have an urn with 34 orange balls and some green balls, then
K & T have shown that it is important to most subjects to know something
about the number and prizes on the green balls in judging proposed mod-
ifications of the orange balls. That's strange. Why does this happen?
I think for some subjects it has to do with regret. Suppose you, the
reader, are the subject. If you choose C and get $0, then you do not
have much regret because D could also have yielded a $0 prize. Let's
examine this more closely. Suppose C were conducted with 33 orange
balls labelled $2500, one striped orange ball labelled $0 and 66 green
balls labelled $0. If now you drew the striped ball, you would know
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that the choice of D would have produced $2400. How would you feel
now?

A subject might respond, "When you offered me the choice between
C and D there were no colored balls. If I chose C and got a $0-ball I
would be unhappy but I would not feel regret. I suppose that I would
feel regret if you colored the balls and I happened to pick the striped
orange ball. But still not as much regret as if I got the $0 prize in
choice A."

I think that it is not unreasonable for a subject to worry ex ante
about the regret that he might feel ex post. That cognitive concern is
part of his reality. But, in my opinion, concern for regret is often
overdone. It becomes a dominating concern when it should often be only
of minor concern.

I would continue my probing. "In the choice of A in problem 1, you
say that you would feel terribly uncomfortable if you drew a $0-ball.
How serious is this concern? Would you be willing to pay $100 to mirac-
ulously eliminate this regret from your mind?" Let's say that for the
subject the stimulus [-$50 without regret] is of equal discomfort to
[$0 with the regret he would feel for having chosen A and obtained a
$0-balll. Schematically he should be indifferent between the two choices:

33 $2500 33 $2500

66 $2400 .66 $2400

01 $0 with regret 01 —$50 without regret
A A

How much should the subject be willing to pay ex ante to remove the
regret feeling if it arose ex post? The regret feeling if it arises ex
post 1s worth a penalty of $50. Hence the fair actuarial insurance
value is only .01 x $50 or $.50. So let's say he would pay $1 or even
$2 ex gnte to make a contract with Mr. Fixit who can miraculously remove
all traces of regret in the subject's mind should it arise ex post. Not

a big deal.



106

Illustration 2

Let's push on. K & T next contrast the choices in problems 3 and

L,
Problem 3: Choose between
$4000 with probability .80 )
A $0 with probability .20 B: $3000 with certainty
1.00
N = 95 (20%) (80%)
Problem U4: Choose between
C: $4000 with probability .20 D: $3000 with probability .25
$0 with probability .80 $0 with probability .75
1.00 1.00
N = 95 (65%) (35%)

If we implement C and D by considering 100 appropriately labelled
balls in each of two urns and if we then delete 75 balls labelled $0
that are common to the two urns, urn C would contain 20 balls labelled
$4000 and 5 labelled $0, and urn D would have 25 labelled $3000. Hence
we immediately see the essential equivalence of problems 3 and 4. The
problem to be understood here is why B was so compelling in problem 3
but D not so compelling in problem 4. As K & T illustrate, problem 4

can be depicted as in Fig. 1.

1/4

3000
D 3/4 0
Start w
c 1/5 4000
4/5
! 0

FIGURE 1 Problem 4.
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Now contrast the choice in Fig. 1 with the choice in Fig. 2

Problem 3

1/4 [
| 4/5 4000 ,
I
A
Start X \\ /
1/5
N — o/
3/4 0

FIGURE 2 Problem 4*,

Notice that the dotted subproblem in Fig.2 is just the problem stated
in problem 3.

Now suppose that you are like the majority of K & T subjects that
prefer B over A in problem 3 and C over D in problem 4. Now I would
ask you about how you feel about being perched at the start of Fig.l or
at the start of Fig.2. The diagrams look different but if you choose
D in Fig.l and B in Fig.2 you will be exposed to the same probabilistic
payoffs; if you choose C in Fig.l and A in Fig.2 you also will be ex-
posed to the same probabilistic payoffs. If you do not quite feel sure
whether you would rather be perched at the start of Fig. 1 or 2, then how
much would you be willing to pay to go from your inferior to your supe-
rior starting position? We hope that on reflection you would agree
that the options in Fig.2 are just as desirable -- no more, no less --
as in Fig.l. But now how should you choose in Fig.2? If you get to
node Y you have a choice of a certainty of $3000 (with choice B) and a
choice of an uncertain payoff (with choice A). If at Y you agree that
you prefer B, then should you not be willing at the start of Fig.2 to
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say, "I am willing to announce now that if chance leads me to a choice at
Y, I will choose B." If you so assert, you are saying that in problem
4 you prefer D over C.

"But wait" you may say, "I chose B over A in problem 3 partly be-
cause with B I had a certainty of $3000. There was no uncertainty in-
volved. When you embed problem 3 in an uncertain context, as you do in
Fig.2, then I already am engaged in a gambling context. In that envi-
ronment -- with the realization that I am already gambling -- I evi-
dently want to shift from B to A."

This reasoning seems a bit strange to me but I assure you that if
you feel this way, you are not alone. I would continue my probing.
Suppose now you are perched at the start of Fig.2 but now we let the
probability of going from node X to node Y be p instead of 1/4. Should
your choice at node Y, if you arrive there, depend on p? When in prob-
lem 3 you had the choice of B or A, did you take into consideration the
peculiar set of chance events that led you to be offered that choice?

I think not. So on reflection would you not want to argue that your
choice of B versus A at node Y does not depend on p and that you would
be willing to announce this conditional choice at node X (assuming there
are no time lags), and that if you were to announce B over A in problem
3, you should also announce D over C in problem 47

Another way of forcing a subject to think more deeply about these
issues is to pose the problem this way. "Suppose that tomorrow one
student will be chosen at random from a pre-specified population and
given the choice in problem 3. You might be that student. Think about
what choice you would make if you were selected?"

In discussing this problem with the student the next day, I might
ask: "Did it make any difference to you in deciding between B and A in
problem 3 just how many students were in the pre-specified population?”

Most students respond that it did not even occur to them to worry
about that. 1In other words, in Fig.2 the probability at node X did not
enter into the consideration of their choice.

I have a confession to make: In experiments with my students, my
ingenious protestations did not always prove to be ingenious enough.
Yes, they were dazzled (and perhaps confused) but many remained uncon-

vinced; if the chips were down, they would behave just as before.

Illustration 3

I can be briefer with the next example offered by K & T.
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Problem 5: Choose between
$6000 with probability .45 $3000 with probability .90
A: $0 with probability .55 B: $0 with probability .10
1.00 1.00
N = 66 (14%) (86%)
Problem 6: Choose between
. $6000 with probability .00l D: $3000 with probability .002
$0 with probability .999 $0 with probability .998
1.000 1.000
N = 66 (73%) (27%)

After reducing both these problems to their essentials (i.e. by
getting rid of common balls), we see that the crux of these choice
problems is: Would you rather get ($3000 for certain) or get (a 50-50
lottery on $6000 or nothing). Stated this way risk-averse individuals
should prefer B over A and D over C. Why, then do 73% of the subjects
choose C over D? K & T state, "In this situation (problem 6) where
winning is possible but not probable, most people choose the prospect
that offers the larger gain." I concur, and I would not be surprised
if a majority of subjects would accept C even if the $6000 were re-
duced to $5000 or if the probability in option D were raised from .002
to .003.

What to do about this? First people have to learn that small prob-
abilities are treacherous. We suspect that there is a tendency for peo-
ple to think in the following terms: "The only way I can win with D is
to be extremely lucky. I just am not going to win unless it's my time
to be rewarded by Providence. And if it is my time, I might as well
get $6000 as $3000." This type of reasoning is somewhat mystical and
people just have to learn to guard against these fuzzy-minded tenden-
cies. I conjure: "Don't jump to conclusions with small probabilities

because it's easy to make stupid errors."

Illustration.d

The Reflection Effect

Now let's follow K & T and consider prospects where losses are
involved and where subjects flip-flop: they are risk-averse in the pos-
itive domain but risk-seeking in the negative domain.

The negative counterparts of problems 3 and 4 are exhibited on the

following page.
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Problem 3': Choose between

-$4000 with probability .80

A: $0 with probability .20 B: -$3000 with certainty
1.00

N = 95 (92%) (8%)

Problem 4': Choose between
-$4000 with probability .20 -$3000 with probability .25

c: $0 with probability .80 D° $0 with probability .75
1.00 1.00

N = 95 (42%) (58%)

If in problem 4' we think of 2 urns, each with 100 appropriately
labelled balls, and then delete the common 75 balls labelled $0, then
we see the essential equivalence between the two problems.

Now let's look at problem 3' more closely. Suppose that you are
like 92% of the subjects and prefer A to B. Presumably this means that
if you were forced to take B and were then given the opportunity to im-
mediately switch to A, then you would want to make the switch. If you
had B in hand your asset position would be reduced by $3000. In this
case if you switch from B to A you are saying the following: from the
vantage point of being $3000 poorer, you would stake losing an additional
$1000 for a .2 chance of regaining that $3000 loss. Looked at this way
a lot of subjects, we believe, would have second thoughts about moving
from B to A. But still one can give many reasons why you might want to
go from B to A. For example, a loss of $3000 might mean that you cannot
buy that new car you've been saving for and a loss of $4000 instead of
$3000 just means a little more inconvenience. Or perhaps you might have
to explain a sizeable loss to your spouse or parent or companion and
it's just as embarrassing for you to account for a $3000 loss as a $4000
loss. Or perhaps with a loss of $3000 you will have to borrow money
from a bank or friend and borrowing $3000 is almost as uncomfortable for
you as borrowing $4000. We can give other rationalizations why you
might want to switch from B to A but then in all these cases we think
that these reasons should also lead you to prefer C over D in problem
hr, If a loss of $4000 is not so different to a loss of $3000 for
you, why take that added 5% chance of a loss by choice of D over C?

Why do so many subjects choose A over B? Another example might
help illustrate the reasons. Three miners are trapped and are sure to
die (analog of B) unless a rescue attempt is made. A fourth miner
could attempt the rescue but the odds are 4 to 1 that all 4 will be
killed rather than all 4 will be rescued (analog of A). It's terrible
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to take a sure loss without fighting back. The decision for a rescue
attempt might be made even if the odds against were 9 to 1 rather than
a mere 4 to 1. Now contrast this situation with: three miners have a
1/4 chance of dying (analog of D) and a rescuer can reduce that chance
from 1/4 to 1/5 but he also runs a chance of losing his life in addition
(analog of C). The feeling now goes that as long as there is hope that
the miners will come out safely (with D) why stake the life of an addi-
tional person for a small decrease in the probability? Certainly from
the point of view of the decision maker who might be concerned about
his own accountability, as well as for the lives of the miners, there
would be great pressure on him to choose B over A and C over D. Part
of the reason is the public pressure on the decision maker. In problem
3' how can he not do anything? If the fourth fellow also dies, at least
he tried. In problem 4' if he sends in that fourth fellow and he also
dies, he might be held accountable for risking another life needlessly;
if all 4 survive, then maybe the three would have survived without the
rescue attempt. So even if C results in a good outcome the decision
maker cannot take the full kudos -- unless in this last case it becomes
unambiguously clear ex post that the three miners would have definitely
been doomed without this noble intercession. It should be clear from
this discussion that this formulation of the problem brings in the no-
tion of ex ante concern for ex post accountability and it highlights the
notion of potential regret. Some of these features, but to a lesser
extent, are also involved in the K & T problems with monetary losses.
If accountability to others and regret are major concerns, then these
concerns should be recognized by incorporating them into the description
of the consequences. If that were done, then, for example, the $0-out-
come with choice A in problem 3' would be far different than the $0-
outcome with choice C in problem 4'. And in terms of these enriched
consequences a choice of A in 3' and D in 4' would not be inconsistent
with the (prescriptive) utility axioms. It should be noted, however,
that a decision maker, accountable to others, may resist formalizing
his own personal accountability and regret because that's not what a
courageous, noble decision maker should be thinking about. That deci-
sion maker might feel that these private thoughts are better left pri-
vate rather than brought out for public display.

Fig.3 depicts the miners' problem. If p = 1, the analog is problem
3'; if p = .25, the analog is problem 4'.
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CHOICE

The trapped miners are Attempt Rescue Do Not Attempt Rescue

not in real danger

O die 0 die
(satisfaction (guilt for
of trying) not trying)
but it's
100 fate 4 die 3 die
{regret for ex- (strong guilt
tra death but for not trying)
satisfaction
of trying)
O die 3 die
but they {elationl) {strong guilt
could be for not trying)

saved

FIGURE 3 The problem of the miners.

The External and Internal Kibitzer

Imagine someone is doing a standard decision-tree type of analysis
in a marketing setting. Imagine that at the tip of the tree a typical
consequence can be described in terms of: a net cash flow, a good-will
loss (some unsatisfied customers), and a change of market share of a
few percent. Certainly an analysis that just considers the net cash
flow position (without even worrying about post-tax considerations) and
that ignores good-will and share of market would be naively inappropri-
ate. As a minimum the analysis should not only look at post-tax con-
cerns (especially if different outcomes will be taxed differently) but
impute an after-tax adjustment to account for goodwill loss and the
change of market share. That's standard fare.

Now let's change the problem. Suppose that at the tip of the tree
the consequence can be described by an (after-tax) monetary flow, X,
and by a stream of snide or congratulatory remarks by a kibitzer --

a business partner, a spouse, a righteous friend. Certainly if you
were the decision maker, stuck with this external kibitzer, you would

want to think of the whole consequence, and this includes what the ki-
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bitzer might say and keep on reminding you about. Just as in this pre-
vious example, you might want to adjust outcome x to reflect the role
of kibitzer.

But now what happens if the kibitzer is internalized? You are a
divided self. You know wheﬁ you make your choice, that you cannot pre-
vent yourself from having ex post regret, disappointment, elation, envy,
guilt, and so on. Shouldn't these cognitive concerns be treated just
like an external kibitzer? Actually it's sometimes easier to get rid
of the external kibitzer than the internal one. Well, I say, if it's
an important part of your reality, it should be part of the description
of your consequence.

Let me conclude with two observations. First, psychological con-
cerns can get out of hand; they can be pathological. A subject may need
therapy to get these concerns under control. Second, in formal analyses
we often ignore these cognitive concerns and assume that they do not
exist or are not appropriate to acknowledge. But then we may not want
to be led by such an analysis since it is abstracting too much away from
our reality. We could try to cost out these concerns. How much would
you be willing to pay to wave that magic wand that gets rid of that
regret or disappointment? I have found in a few cases that some sub-
jects who are bothered by regret (say) realize, after they confront it
openly, that they would not pay much to get rid of it. It looms large
because it is unattended. In these cases confrontation may become the
therapy.

If a researcher is trying to understand behavior, then there is
power in simplicity. You can explain almost anything ex post if you have
enough degrees of freedom to play with, and the introduction of regret,
disappointment, envy, elation, guilt, etc. would allow an empirical
observer to rationalize almost any behavior. But there would not be
much predictive power in such a descriptive theory. But the same ob-
servation does not apply in prescriptive applications. The analyst can
query the decision maker about what are his or her real concerns and if
these cognitive concerns loom large, they can be incorporated into the
analysis.

In a seminar I gave a skeptical analyst opined that she is worried
that she may regret that she has acknowledged her regret. That's a
good place to quit.
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1. INTRODUCTION

In many multi-actor decision situations the parties involved do not share the same
perception of rationality, the same basic values or the same information. This could be
because the actors come from different cultural backgrounds (Thompson, 1984). Yet
even quite culturally diverse actors can achieve agreement if they recognize their diver-
sity, are willing to learn and exchange information, and agree on the legitimacy of some
negotiation procedure or on some principles of fairness for use in mediation. These con-
cepts seem difficult to formalize; yet, as shown later, formalization or abstraction is an
important part of the cognition process, and thus necessary for a deeper understanding
of the problem.

This paper attempts to formalize these concepts by recognizing the existence of
plural rationality, comparing several formal frameworks for rational decision making and
considering the possibility of combining them. Work on the formalization of mediation
processes begun in the first part of this paper (Wierzbicki, 1983b) is continued.

2. PLURAL RATIONALITY
2.1. The role of value judgment in decision analysis

Following Weber (see, e.g., Weber, 1968), many decision theorists take it for granted
that any serious scientific analysis must be value-free — although any actions based on
this analysis are typically value-dependent. In order to better understand this apparent
paradox we must return to some reservations made by Weber himself. He admits that any
concept or assumption used in scientiflc analysis, and indeed the choice of subject itself,
might be influenced by value-judgments. However, he considers these reservations to be
minor. On the other hand, the development of the theory of cognition after Weber has
stressed the very basic dependence of concepts on language and thus on deeply rooted
cultural values. On this basis, it should not appear surprising that the very concept of
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rational behavior might be quite different in different cultures. Therefore, Weber's pos-
tulate of value-free science must be understood as a methodological ideal worth striving
for, but typically achieved to only a limited degree. These reservations, although not
really minor, do not imply a totally relativistic attitude; some values, such as global
responsibility, tolerance, the pursuit of truth, understanding, and learning are upheld
throughout the community of scientists. Therefore, our purpose should be to under-

stand plural perceptions of rationality rather than to judge them

2.2. The dialectical triad of cognitive processes

Much attention has recently been paid to the distinction between the descriptive,
normative (a better word might be abstractive, see Raiffa, 1984) and prescriptive schools
of decision analysis. This is a very important distinction, since every process of human
cognition involves observation and description, then abstraction (in order to identify the
important features of the observed phenomenon), and finally prescription (in order to
test or utilize the acquired knowledge). Individual researchers attach different impor-
tance to these stages, some concentrating on abstraction, others on observation and
critical analysis, and yet others on tests and utilization. However, we could equally well
speak about passively empirical, theoretical, and actively empirical stages; most sciences
treat these three stages as iterative steps necessary for progress, in the sense of the
dialectical triad of thesis, antithesis and synthesis. Examples abound: empirical
knowledge of the limited speed of light motivated Einstein to work on relativity theory,
and the theoretical understanding acquired in this way prompted not only observations
of the deflection of solar radiation by Mercury, but also many other experiments of an
even more active nature.

A mature science uses all these three stages of research. Therefore, we cannot use
this distinction as evidence of plural rationality — although it is true that a number of
perceptions of rationality with different emphases have been developed. As decision
analysis matures, however, we might expect these three stages of research to be
accepled as equals.

2.3. Several absiractive frameworks for rationalily

When trying to classify various methods of rational decision making, we must first
distinguish between holisfic and analytical ways of making a decision. The holistic
approach is based on the decision maker's reaction to the situation as a whole; it is not
necessary to identify elements or information before making the decision (Dreyfus,
1984). Purist decision theorists may question whether such a method of decision making
is rational at all, since heuristic assumptions and intuition could play a significant role.
This leads us to the question of what we mean by “rationality”’. A broad concept of this
type can be restricted by the development of mathematical theory that analyzes only
chosen aspects of the concept (e.g., catastrophe theory). However, such a restriction
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might be detrimental to the development of an applied science; hence, we prefer to use
the word ‘'rationality’ in its broader, more conventional sense. A rational decision does
not have to be based on all the available information, nor does it have to be optimal. It
should only take into account the possible consequences of the decision and be intended
not to be detrimental to the interests of the decision maker. As a reasonable comprom-
ise, we can define various degrees of rationality: super-rationality (ability to deal with
the paradoxes of rationality), optimizing rationality, satisficing rationality, procedural
rationalily (Dobell, 1984), and so on. Using this broader definition, an adaptively formed
decision rule or procedure can lead to quite rational decisions; the effectiveness of vari-
ous decision rules is a very interesting subject for study (Rapaport, 1984). Moreover, it
can be argued that most day-to-day decisions are made in a holistic way (Dreyfus, 1984)
and even that the holistic approach is often superior in the long run, as shown by com-
puter tournaments of repetitive prisoners’ dilemma games.

However, decisions based on inadequate experience or involving new issues often
require an analytical approach to decision making, i.e., a systematic evaluation of possi-
ble alternatives and related outcomes before making a decision. Several frameworks for
analytical decision making have been developed: very loosely and without implying any
value judgment, we can say that the wtility marxrimization framework originated from a
study of ideal markets and Adam Smith's 'invisible hand' concept, while the safisficing
Jramework is based on a description of decision processes in large enterprises. Less well
known is the goal- and progrem-oriented action (management) frarnework (programno-
celovye upravlenye) developed in the USSR by Glushkov (1972), Pospelov and Irikov
(1976) and others from a study of planning decisions.

The utilily mazimization framework has the strongest theoretical and mathemati-
cal foundations, and is therefore widely accepted as a reasonable framework for analyti-
cal decision making. However, this framework leads to paradoxes both in theory and in
empirical testing. Some of the paradoxes imply that maximizing behavior cannot be con-
sistently rational in any non-zero-sum multi-actor situation. Others imply that one of
the cornerstones of utility theory, the axiom of independence of irrelevant alternatives,
cannot be justified either by empirical verification or by deeper analysis. Here we shall
consider only one of many possible arguments. The analytical approach to decision mak-
ing is typically adopted when a somewhat novel situation presents itself. Thus, the deci-
sion maker must first learn from the analysis, and we learn mostly by making mistakes or
by considering alternatives that are later classifiled as inferior. A decision maker may
therefore change his utility function after analyzing inferior alternatives; this process
could be considered a necessary element of analytical decision making, thus violating
the above axiom (which implicitly equates inferior with irrelevant). There are two ways
of incorporating this argument into utility theory. One is to say that the decision maker
has a potential utility function which he does not perceive at the beginning, but which
slowly reveals itself during the decision process. However, this leads to the question of
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how we know when the decision maker has learned enough to recognize his potential
utility function. The other way is to modify the axiom and to admit that the utility func-
tion is basically non-stationary, that it changes as the decision maker learns. This possi-
bility will be pursued further in subsequent sections.

The satisficing framework (Simon, 1958, and others) grew out of an empirical criti-
cism of the maximizing framework: most real decision makers (managers, engineers,
customers, etc.) do not actually optimize because they do not have the time or informa-
tion. Instead they form aspiration levels that they try to achieve by making "good
enough” (satisficing) decisions. This [ramework also has some mathematical foundations,
mostly oriented towards prescription. These include goal programming techniques
(Charnes and Cooper, 1977) and related theoretical developments such as the theory of
the displaced ideal (Zeleny, 1976). However, the mathematical foundations of this frame-
work have not been developed consistently, mostly because of the unclear nature of the
role played by optimization. The original criticism of optimization has lost some of its
strength with recent advances in computer technology and other fields. Ways of dealing
with uncertainty and lack of information have also been improved. Thus, optimization
can certainly be used as a tool to help people make decisions; the issue is whether it
should be used as a goal, as a description of human behavior.

Other things being equal, a decision maker would typically try to exceed an aspira-
tion level if this requires no additional effort and has no obvious disadvantages. He
might have a different attitude to maximization above and below his aspiration level, but
he would still have some tendency towards maximization. Thus the assumption that
overachievement is generally undesirable (as accepted in such formal expressions of

satisficing behavior as goal programming) is not justified in practice.

On the other hand, the fact that people do form aspirations and use them to guide
their decisions has since been confirmed by extensive experimental and theoretical
research (see, e.g., Tietz, 1983). Therefore, we shall describe human decision-making
behavior as quasi-safisficing, by which we mean that the decision maker hos a tendency
towards mazximization, but might, for some good reason, lose this tendency after aftain-
ing his (adaptively formed) aspiration levels. This direction of research has been pur-
sued by the present author (Wierzbicki, 1980, 1982, 1983a,b, 1984a).

The program- and goal-oriented action (management) framework assumes that
some goals or programs (aspirations) have greater priority and must be reached; the
question is how to allocate or increase resources, overcome obstacles, and modify other
aspirations in order to achieve these high-priority goals. Although its mathematical for-
malization was largely developed in the Soviet Union, this framework is a good model of
the rational, purpose-oriented behavior of many groups throughout the world — for exam-
ple, social action groups in the United States (Umpleby, 1983). Formally, this framework
is not inconsistent with utility maximization (we could always use the high-priority goals
as constraints and maximize utility over the allocations of resources and efforts), but in
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actual fact it represents quite a different approach which is more closely related to
satisficing methods (suitably modified goal programming techniques could be used to
model goal- and programroriented action). However, this framework can also be incor-
porated into the quasi-satisficing model if we assume that some aspirations are hierarch-

ically dominant and less adaptive than others.

2.4. Postulates of plural rationality

If even the formal frameworks for decision making refiect different culturally-based
methodological perceptions of what is rational, how can we ever expect to reach agree-
ment in international negotiations? Evidently, there must be something more to reach-
ing agreement than we have considered so far. We shall try to capture the essence of
this additional factor in the form of four postulates of plural rationality:

(a) The postulate of limited knowledge and interactive learning. When negotiating,
one should never assume perfect knowledge or rational expectations; rather, one should
accept that one’s own knowledge is limited, be humble about one’s own ignorance, and be
prepared to learn interactively from others with the aim of establishing a commonly
acceptable information base. Any formalization of decision processes in a situation

involving plural rationality should stress the interactive learning aspect.

(b) The postulate of cultural respect. Learning situations involving plural rational-
ity must be based on respect for the cultural values and perceptions of the other partici-
pants. In particular, any formalization of decision processes in such situations should
admit parallel interpretations in terms of the different perceptions of rationality of the
participants. Nobody should take his own perception of rationality for granted. For
example, the common holistic perception of the world as a zero-sum game ('if he wins, [
lose’) and the mini-max perception of uncertainty ('prepare for the worst') can both lead
to a dangerous escalation of conflict in such situations.

(¢) The postulate of legitimate organization. In situations involving plural rational-
ity, some agreement on the institutional or organizational aspects of a given situation is
a necessary prerequisite for obtaining mutually acceptable solutions. For example, if
one side in bilateral negotiations insists on a leading position (in the Stackelberg sense,
for instance) and the other side does not accept this, there is no chance of any agree-
ment. Thus, the organizational structure of any multi-actor situation should not be
taken for granted, but carefully specified and agreed upon.

(d) The postulate of fair mediation. If a mediator or mediating technique is to be
used in a situation involving plural rationality, the principles of fairness on which such
mediation would be based should be carefully specified and agreed upon.

The role of these postulates will be illustrated later in the paper.
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3. TOWARDS A SYNTHESIS OF DECISION-ANALYTICAL FRAMEWORKS

A unified framework based on the assumption of quasi-satisficing behavior has
already been introduced in earlier papers by the present author. Here we present a sum-
mary of earlier findings and some new results that stress the usefulness of such a frame-

work in plural rationality situations.

As is usual in analytical decision theory, we assume that two spaces are given: the
space of decisions (actions, alternatives) denoted here by E, , and the space of outcomes
(objectives, attributes) denoted by E'q . Both spaces are assumed to be normed, although
not necessarily finite-dimensional, since we could include objectives which change over
time or probability distributions. The set of admissible decisions X, C E;, may be defined
by listing its elements (discrete alternatives), by implicit relations (constraints in
mathematical programming) or by some other means. A completely specified though not
necessarily deterministic mapping f : E; » Eq is assumed to be given. This mapping
defines the set of attainable outcomes @, = f (Xo) CE'q. The essence of analytical deci-
sion theory is to find ways of selecting decisions that correspond to specific desirable
outcomes § € g, .

To do this, we assume that the elements of the space Eq have a partial preordering
which has some natural interpretation (in terms of increasing gains, decreasing losses,
improving quality, etc.). In most cases, the space Eq can be defined such that the partial
preordering can be represented by means of a positive (closed, convex, proper) cone
Dc E'q:

<9 < q' -q'e€D. ()

We could strengthen the preordering relation by defining ¢'¢< g’ as
q'—q" €D =D\ (Dn-D), or strengthen it even further by taking gq'(«q’' as
q'—q" € D =int D (if the cone D has an interior). We could also weaken the preordering
relation in various ways: for example, generalizing the concept of proper efficiency
(Geoffrion, 1968), we could introduce an e-neighborhood D, = {g €Ey: dist(g,D) =< ellgl} of
D in E,, and define ¢"§, 9" as ¢'~¢" €D,, ¢"4{ ,q' as ¢'—¢q" Eﬁt =D\ (D,n-D,), and
gL, 9 asg'—q" ED: = int D, (the cone D, always has an interior for positive ¢ even if
D does not). If a decision maker is strictly satisficing (over-achievement is as bad as
under-achievement), then the concept of partial preordering is not needed and the dis-
tance or metric implied by the norm suffices: he would select the outcome that is closest
to an aspiration level g EEq. However, if a decision maker wishes to maximize his objec-
tives (as in the utility framework) or at least has a tendency towards maximization (as in
the quasi-satisficing framework), the selected outcome ¢ should be nondominated (or
efficient), i.e., belong to the set:

9,=13€Q:Qn@+D)=¢}, D=D\(Dn-D). (@)
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For analytical purposes, we can also consider the (larger) weakly nondominated set
a;” ={g€q,: @ n(q + D) = ¢) and the (smaller) e-nondominated set
@5 =1G€Q,:@n(G +D,) =i

Now, the utility framework assumes that the actual selection is made by maximizing
(over @,) a utility function u: Eq — R! which is given by the decision maker, and which
is not subject to any modification due to learning or changing context (this reservation,
though not usually made explicit in utility theory, is nevertheless implied by its axioms).
In contrast to this, the quasi-satisficing framework assumes that the selection is guided
by aspiration levels, ¢ eEq, which are established in the course of a learning process; a

plausible model for the development of aspiration levels might be
o1 =0 ¥ aylqs —qp) (3)

where g; is an observed (although not necessarily accepted) outcome and §; is the
aspiration level. Starting from an aspiration level q, the actual choice is made, as in
the utility framework, by trying to mazimize over outcomes q € §, a quasi-utility func-
tion (called en achievement function)s : EyxEq — Ry of the form s(q,q). which depends
ezplicitly not only on the outcomes but also on the aspiration levels.

The underlying axioms and properties of various achievement functions have already
been analyzed by the present author (Wierzbicki, 1982, 1983a, 1984a). In addition to the
requirement of order preservation or monotonicity (which results in the selection of
nondominated outcomes, as in utility theory), achievement functions should also have
the property of order representation:

fquq:s(q,§)201=S°E=§+D, for all g € £, (4)

or, since an order-representing function cannot be strictly monotonic (and thus could
have weakly nondominated outcomes as maxima), at least order approzimation: for some
£>0

E+Dc(q€Eq:s(q,§)zO§=S°i.CE+DE, (5)

which is compatible with strict monotonicity and hence nondominated outcomes. The
property of order approximation reflects the fact that a decision maker typically
attaches different weights to over-achievement and under-achievement, and his quasi-
utility or achievement function is thus usually nondifferentiable at ¢ =g (although
differentiable approximations of achievement functions, obtained by moditying require-
ment (5), are also possible (Wierzbicki, 1984a)). However, the property of order approzi-
mation has an important theorelical consequence: if the aspiralion level 1is e
nondominaled, &'Eé:, then the decision maker does not need fo consider other out-
comes when marimizing an order-approzimating achisvement function s(q,7), since
is marimum over q € §, will be attained at ¢ = ¢ (Wierzbicki, 1982). This is not only a
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constructive necessary condition for e-nondominance (which also holds for nonconvex
@,). but also implies that the decision maker has full control of &-nondominated out-
comes, i.e., can select any of them merely by changing his aspiration levels without
modifying the achievement function. Thus, aspiration levels are sufficiently strong to
describe the dependence of the decision maker’s preferences on context and learning.

If E'q =R" and U = R}, then a suitable form for an achievement function might be:

2(0.9) = min (6 =3) + 7213 (a0 (®)

where x > 0 is a parameter related to the parameter &£ used above. ldeally, a standard
aspiration-induced scaling of outcomes should be incorporated into (6):

$(¢.3)= min | HT% , _x 3 % -3, |
' isisn 61'.“7{] n-145 6}—6,—]

. (7)

where § =(§,....§;,....§, ) is a scaling point — a utopia or ideal point composed of the
maxima of individual objectives, or any upper bound point accepted by the decision
maker as a reference for forming aspirations (g; < t'i,; implied). Achievement function
(7) has two important properties. First, the parameter x (more precisely, the value of

x(1 + ;{—1—)) characterizes the weight or importance of average over-achievement com-

pared to the worst possible under-achievement on some standard scales. Second, the
standard scales are chosen to reflect the average weighting of the various outcomes
implied by the choice of the aspiration point compared to the scaling point. If the deci-
sion maker chooses a smaller value for §; —gq; than for ?jj —Ej, this means that he

prefers outcomes with §; — g,

; smaller than §; — g

5 This is reflected by the weighting
coefficients 1/(g; —¢;) and 1/ (g; — g5, which should be interpreted as averages since
the function s(g,g) is nondifferentiable and they determine the direction in which its

points of nondifferentiability lie.

In the above sense, an achievement function can be interpreted as a rough approxi-
mation to any utility function, including nondifferentiable and nonstationary functions.
Operationally, information about the more specific properties of a utility function is con-
tained in the aspiration levels or their position relative to a scaling point.

Now we can consider the question: does the quasi-satisficing framework encompass
the different perceptions of rationality described in the previous section? We shall first
show that this framework is not incompatible with plural rationality postulates (a) and
(b).

This framework is in fact constructed to satisfy the postulate of limited knowledge
and interactive learning. Consider a decision situation in which several decision makers
decide to share some knowledge about the substantive aspects of a problem. Suppose
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that this information includes a characterization of the sets of admissible decisions and
attainable outcomes; the space of outcomes might contain more than the actual out-
comes of concern and we do not need to assume, at this stage, that any information
about the judgmental aspects of the problem is shared. With a formal, substantive model
of X,, f and @, , the decision maker can first define his own partial preordering (identi-
fying his outcomes of interest, deciding whether to maximize or minimize or even
satisfice them), possibly choosing a subspace of, or even enlarging, the space Eq. He
could then use a technical device based on the maximization of an achievement function
to obtain a nondominated outcome § and the decision £ corresponding to any given
aspiration level ¢ (Lewandowski and Grauer, 1882). In this way, he can learn about the
implications of various decisions, the properties of the nondominated boundary of the set
of attainable outcomes @,, and adjust his aspirations accordingly. He does not require
all the available information about the problem when first approaching it; he only needs
enough information to define his own outcome space with its preordering and his initial
aspirations. Any further information could be supplied by another decision maker (shar-
ing information), by experts, or by the substantive model itself.

In single-actor situations, this learning process can actually lead to a final decision.

Turning now to the postulate of cultural respect, we shall show that the quasi-
satisficing approach can be used by decision makers following any of the formal frame-

works for rational decision making described in the previous section.

Strict satisficing assumes that over-achievement is as undesirable as under-
achievement. However, since the partial preordering of the space of outcomes depends
only on the decision maker, he can choose a positive cone that contains only zero for any
outcome component that must be satisfied strictly. For all such components @o =G,
and the requirements of order approximation (5) simply state that an achievement func-
tion should topologically approximate the norm of the outcome space. The form of such
an achievement function could be

S(@.0)= - | max | BTH "f|+—x—>3| (8)

i=isn g; —q; i=1 §i— ‘h

which is a negative weighted sum of the L, and [, (Tchebyshev) norms; alternatively, we
could use separate variables and scaling factors for under- and over-achievement, thus
obtaining a variant of the goal programming technique. Thus, strict satisficing and goal
programming can both be regarded as special cases within the quasi-satisficing frame-
work.

The changing of aspirations in the quasi-satisficing framework leads to the following
proposition:
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Proposition 1. 4ssume that @, CR™ is such that (g + D) @, is bounded and convex for
any ¢ ER®. Let g(g) = arg man s(g.g) be uniquely determined, where s(g,7) is a
q€Q,

strictly order-preserving and order-approzimating function for some € > 0. Consider a

process of aspiralion formation:
Gea1= 3 + 2, (§@) — ) Fogiven, ()

where o, » 0, ¥ a; = «. Then the process converges £o g€ Qa with ¢ (7.) =q.-
t=0

The proof (Wierzbicki, 1984b) is a modified version of quasi-gradient convergence
arguments. The proposition can be understood as stating that a decision maker following
the learning process (9) ends up by choosing a nondominated outcome and the
corresponding decision. A theorem with a similar interpretation but quite different
assumptions (consistent modification of preference cones) was given by Volkovich (see,
e.g., Volkovich, 1984).

The goal- and programroriented action framework assumes the hierarchical domi-
nance of certain outcomes or aspiration components. We can always assume
E'q = E'ql X qu, where gl EEq, denotes the (lexicographically) dominating outcomes and
qzequ all other outcomes. Let cil be a goal in the space of dominating outcomes, and be
attainable if @, r\él # ¢, where 61 = {q EEq: q1 = Ell, and let D =D;x Dy where
D, = [OQCqu , DZCEq2~ Choose any strictly order-preserving and order-approximating
functions s, : qu X Eq; -+ R! and Sa: qu X qu +R!; from the argument given above, s, is
topologically equivalent to the normof ¢! —g! in Eq.. Let p(g) denote the indicator func-

tion of the set 51 (equal to 1 it i)_l = ql, and 0 otherwise). Then the following proposition
holds:

Proposition 2. If the goal g! from the pair (3',3%) € E, is attainable, then

Arg max (s (aL@") + p(g)-s2(g2.3%)) < Q, . (10a)

If, additionally, (71,4 € §F, then

(.99 € Arg max (s1(9".9") + p(9)2(9%.7)) - (10b)
(]
If g  is not attainable and s l(ql,cfl) = —lgl-gl, then
Arg max (s,(91.g") + p(q)s2(g%g?) cArg min llg?-7!l. (10¢c)
9€Q, 9¢€4q,

The proof is elementary, being based on the properties of achievement functions given
above (Wierzbicki, 1984b). However, the function maximized in (10) is discontinuous
(this is generally the case for functions that scalarize lexicographical orderings). Thus,
for practical applications it might be useful to assume that goals El have some flexibility
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and to use achievement functions either of the form s'(g,g) = s,(gl.g?!) + p-sz(qz,ﬁz) or
of a form similar to (7):

s"(g.g) = min (s,(g1.g1) , ps2(g2.32) + x(s,(¢1.qY) + ps(q2.5%)) . (11)

Here p is a small positive constant reflecting the importance of achieving aspirations (72
relative to aspirations g!. In both cases, however, goal- and program-oriented action can

be considered as lying within the quasi-satisficing framework.

The utility maximization framework could be analyzed in its original form, without
including the eflects of learning, nonstationarity and the possible nondifferentiability of
the utility function. However, this can be considered as a special case of the following
more general situation: a decision maker has a utility function which might be
nondifferentiable and which he does not perfectly recognize; he might make mistakes
when comparing given alternatives; he might change his preferences in time; but he is
learning, and hence the nonstationarity and his mistakes vanish with time. The range of
these assumptions appears formidable, but recent results obtained by Yastrembski and
Michalevich (1980) and Ermoliev and Gaivoronski (1982) can be reformulated to prove the
following proposition:

Proposition 3. Consider a sequence {u!lf, of utility functions, ut: Eq »R!, where
Ey CR", with one of the following properties: either

(@) wt(q) — u(q) uniformly on Ey (uniform cardinal canvergence), or

0) 4= sua |ut(q) —ut*1(q)| » O (cardinal convergence), or
g€

(c) &; » 0, where:

su inf lz, -zl ,
zleYP(q)ZzeY‘“(q) te

4¢ = sup max su inf llz,—z,l (12a)
qeb?' sleY‘P‘(q)lﬁY‘(Q) voe
and
Y(g) =ty e By ut(y) = ut(g)3 (12b)

(ordinal convergence).

Suppose that the utility functions ut are convez and uniformly bounded on E, , that
they are strictly monotonic bul not necessarily differentiable, and that, for all q EEq ,
the sets (g +D)nQ, are bounded and convex.

Suppose that the utility funchions characterize a mazimizing decision maker who is

aided by a modified quasi-salisficing framework in the following iterative procedure
(where s(g.3°) represents the negative (Euclidean)norm -lg -—5‘"):
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(i) given some 6‘, compule 6' = 6(6‘) = arg m%x s(q,Et);
<G,

(it) select avector E‘ Jrom the uniform distribution on the unit cube in R*;

(iii) select a vector ¢ from the uniform distribution on the unit ball in K*;

(iv) present alternatives ¢* = Gt + atE‘ and §t = ¢* + ﬁt(‘, 5‘ =gt —ﬁt(‘ to the decision
maker for comparison. IFut (@) > ut(qt), then gttt =gt; if ut(J%) > ut(qt). then
gttl= 3t . in both cases return to step (i), setting t:t +1. [f neither of the alterna-

tives is preferred, return to step (ii) withoul increasing t.

If, additionally, the coefficients o, and B, satisfy the follounng conditions:
(1) a -0, B "Onﬁg/ﬂg +0, zﬁg =0,
t=0

(2) if (b), thendy/ B, > 0;
(3) it (c), then 4,/ 8, + 0;

then w(§t) - mebx u(q) in case (a) ul(gt)- maox ut(g) 0 in case (b) and
qEG, gEH,
inf g —gtll - 0, where f’t ={ge Qo cut(§)=ut(q) for all g€@,}, in case (c).
geY,
The proof of this proposition is a simple modification of the proof given by Ermoliev
and Gaivoronski (1982).

Clearly, if instead of a sequence iu‘{{':o we consider a fixed utility function u, the
theorem would hold with obvious simplifications. However, by considering a sequence of
utility functions, we allow the decision maker to make mistakes (interpreted as momen-
tary changes in his utility) and take into account the fact that he might learn as the ses-
sion proceeds. Requirements (b), (c) and (2), (3) specify only that he must learn in time
to suppress mistakes, i.e., faster than the coefficients 8, of this procedure converge. The
coefficients a, are needed only to deal with the possible nondifferentiability of the utility
function (if it is differentiable, we can take a, = 0).

Proposition 3 has an tmportant interpretation in the gquasi-satlisficing framework:
this framework can be used consistently by any decision maker following the principle
of utility mazimization, and the aspiration levels gt are sufficient (in the formof a
sequence of achievement functions s(g,7°) ) to approzimate any monotonic utility
function. In fact, Proposition 3 could be modified by somewhat stronger requirements:
if the decision maker could specify the directions of change of his aspirations (‘ that, on
average, belong to the subdifferential of his utility function, he could guide the changes
in his aspirations himself and not rely on random perturbations and pairwise comparis-
ons (in this case, more general classes of achievement functions could also be used).

Thus, we can say that the quasi-satisficing framework satisfies the postulate of cul-
tural respect, at least with regard to the three culturally-based formal frameworks for
rational decision meking considered here.
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4. MULTI-ACTOR DECISION SITUATIONS IN A QUASI-SATISFICING FRAMEWORK

The postulate of legitimate organization means that a decision theorist should first
check what the actors in a decision situation consider to be a legitimate organization or
procedure in their case; he might suggest some models of such organizations, but should
not try to impose such an organization upon them Many different types of legitimate
organizational structures are encountered in practice (see, e.g., Wierzbicki, 1983b),
many of them involving hierarchies. Hierarchical decision structures have not received
much attention as yet, although many specific problems have been investigated in con-
siderable detail — examples include the theory of single-objective hierarchical optimiza-
tion and control, (Findeisen et al.,, 1880) and the theory of single-objective hierarchical
games (Germeer, 1976). The question is which of the analytical frameworks for rational
choice would be most suitable for an analysis of decision making in such organizations,
in particular negotiation and mediation processes in hierarchies. The results presented
above seem to indicate that the quasi-satisficing framework might be the best-adapted to
this purpose.

However, we shall limit our attention here to two basic types of nonhierarchical
multi-actor decision situations. One, typically analyzed in decision theory or the theory
of cooperative games, is the case of group decision making or conceniraled decisions:
there are many actors, but either the nature of the problem or a legitimate agreement
require that the final decision should be joint. For example, when allocating shared
resources, there should be no possibility that the actors involved would try to implement
minority decisions. When developing a transportation system, the legitimacy of concen-
trated decisions depends upon the financing scheme and agreements: if the financing is
decentralized, actors could implement minority decisions, but they could also agree that
the only legitimate decisions are those made jointly. The other type of decision situation
we shall consider is concerned with distributed decisions and is typically the subject of
game theory: each actor is legitimately entitled to implement his own decisions whether
the others agree or not. Even in this case, however, the actors may have different
rights. If, for example, one actor has sufficient authority to assume the role of a leader
and the others accept the role of followers, a legitimate hierarchical organization
develops; however, we shall consider here only the case in which there is no legitimate
hierarchical structure.

Both concentrated and distributed decisions are important in international negotia-
tion and mediation: the first when reaching multilateral or bilateral agreements on joint
benefits, the second when avoiding conflict escalation through unilateral action. The
usefulness of the quasi-satisficing framework in both cases was demonstrated in the first
part of this paper (Wierzbicki, 1983a). If some actors adopt the strictly maximizing per-
ception of rationality and their model contains multiple noncooperative equilibria then
conflicts can escalate. In contrast, when choosing (quasi)-satisficing multiple game
equilibria it is possible to display constructive, hidden destructive, strictly maximizing
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or openly destructive behavior; only constructive choices can help to de-escalate
conflicts, while the others typically contribute to conflict escalation. These concepts
can be used to construct formal models of mediation processes for the de-escalation of
conflicts by unilateral action; similar concepts can be used for mediation in multilateral
agreements.

The postulate of fair mediation means that the proposed mediator should be
accepted as impartial by all parties involved. In order to achieve this, it is advisable to
specify in advance a set of principles of fairness which apply to a given case. The con-
cept of fairness has more of a historical and cultural meaning than an absolute interpre-
tation: something that is fair does not in principle favor any side (although it might
have this effect) and is accepted as such by all sides. A particular rule for fair media-
tion, proposed first by Raiffa and then by Kalai and Smorodinsky (1975) for single-
objective games, was analyzed in the first part of this paper. Unlike most concepts of
cooperative game solutions, it can also be extended to multiobjective games. Here we
concentrate on the development of this mediation rule through the analysis of various
types of control coefficients.

4.1. Conflict coefficients in multiobjective optimization or cooperative games

Consider a decision situation with several outcomes which can be treated as maxim-
ized objectives, or a cooperative game in which the objectives of various players are to
be maximized; then E, =R" and D =R}. Consider the bounds on the individual objec-

tives obtained by successive maximization of each objective separately:

g = min (9= f3(=)); 45 = Arg max (g; = f;(z)). (13a)

The upper bound (utopia, ideal point) is then defined by:
=~

§=@ 1 edn) : =98 = ﬁlfsan‘m (13b)

and the lower bound (nadir point) by:

¥ ¥ ¥ S .

— hd et Lo = 5 (€))]

= ; @ = min g/ | K
q (91 9 q,,) 95 157 94 (13¢)

It we take Ag; = ai—at as the scaling factor, we can defilne the Tchebyshev distance of

any outcome ¢ € &, from the ideal point as follows:

d, = max 3% .

= 14
% 1zizn  Agy (142)

This distance is then minimized according to the Raiffa mediation rule:
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. 4 — %
dgn = Min max ——-—. (14b)

geQ, 1sisn Ag
Now let us introduce a nonlinear transformation of this distance such that the result of
this transformation, ¢ =f{d), called the conflict coefficient, willbec =0ifd = 0,c =2 if
d =1, and ¢ =1 if the nondominated set is contained in a hyperplane (i.e., is linear), in
which case it is easy to show that dg, =(n-1)/n. This transformation makes the
conflict coefficient independent of the dimensionality of the outcome space:

¢ =$(d) = 2d + %(l%gld(d—x). (15)

(The idea of this nonlinear transformation was suggested by Tomasz Kreglewski.)

We have chosen the simplest quadratic function here, since the requirements do not
specily the transformation uniquely. We shall call ¢4 =£(d.¢) the absolufe conflict
coefficient for a given solution, and cgy, =E(d¢m) the minimum absolute conflict
coefficient. The properties of the latter are summarized in the following proposition:
Proposition 4. Let E, =R", D =R}, and sets (g + D)n g, be bounded for all geE,.
Then cgqp =0 iff GEQ‘,, O0<scqm =1 if @, is conves; cgp, =1 ¥f @o is contained in a
hyperplane; and 1 < c,,, < 2 indicales that @, is nonconvez.

The proot is elementary. Now consider some modifications of the concept of the
conflict coefficient. A lower relalive conflict coeffictent is obtained if we accept some
attainable aspiration point g € @, as the status quo point and lower bound, and define the
relative bounds as

e9(g) = ’Err;ir(la) (9 =) : 4;(3) = Arg max_(g; = /;(=)) (16a)
7:@) = @) ; ¢,(3) = min ¢9%q). (16b)
1<j<n

the scaling coefficients as Ag; = §;(7) —6,; () . and take

(@) g,

4 = ax B o, =) (16c)
_ . 3:(q)-q; . _
= min maX —————; Cpyp = Hd, ). (16d)

g€Q,n(F+RY) 1sisn  Bg;

The minimum lower relative conflict coefficient has properties very similar to those
described in Proposition 4. However, the relative conflict c, can be much greater than 2,
thus indicating the possibility of conflict de-escalation. It might therefore be used by a
mediator when starting from any status quo point.
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Similarly, it is possible to define the upper relative conflict coefficient by accepting a
nonattainable but component-wise attainable aspiration point Eea -R} as an upper

bound.

4.2. Conflict coefficients in noncooperalive games

When trying to characterize conflicts in noncooperative multi-equilibria games, it is
useful to introduce conflict coefficients corresponding to noncooperative (Nash) equili-
bria rather than to nondominated (Pareto) solutions. Let @y = f (N) be the image of the
set N of multiobjective Nash equilibria in the outcome space (Wierzbicki, 1983b) and
assume that each player selects his strategy by choosing some equilibrium from this set.
Typically, the resulting overall strategy is not an equilibrium strategy, and the
corresponding outcomes are much worse than expected. Take these outcomes as the
status quo point and lower bound, g, and define the relative bounds as in (16a), (16b)
(substituting @y for @,), the scaling coefficients as described earlier, the relative dis-
tance and conflict coefficient as in (16¢) and the minimum relative distance and conflict
coefficient as in (16d) (substituting @y for @,). Examples of conflict escalation given by
Wierzbicki (1983a) show that the value of the conflict coefficient can be much greater
than 2 because the disequilibrium point defined by the incompatible choices of equilibria
may be far from the Nash set. Such a numerical measure of conflict might be useful in
convincing players of the need for de-escalation.

The characterization of the point that results in the greatest possible conflict poses
an interesting theoretical question; one possible answer is to relate this point to openly
destructive choices of equilibria. Another open question is whether these destructive
choices are necessarily of Stackelberg type when adopted by all players. In a multiobjec-
tive game, however, the definition of both destructive and Stackelberg-type decisions
depends on the achievement or utility functions assumed by one player to characterize
the others; thus the above theoretical questions could be studied more easily in single-
objective games with multiple equilibria.

5. CONCLUSIONS

While we cannot say that any analytical framework for rational decision making is
universal, the quasi-satisficing framework discussed here represents a first step in this
direction. This framework, taken together with the concept of quasi-satisficing selection
of game equilibria and the idea of a conflict coefficient, can also be used to increase our
understanding of conflict escalation processes and thus help us to prevent conflict esca-
lation by mediation or negotiation.
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ON THE STRUCTURE, STABILIZATION AND ACCURACY
OF THE DECISION PROCESS

Reinhard Tietz
University of Frankfurt, Frankfurt, FRG

1. LIMITED RATIONAL DECISION MAKING BASED ON ASPIRATION LEVELS

For an improvement of human relations within and between nations
a better understanding of interactive human decision making is needed.
In economic research concerned with decision making there are two
contrasting approaches: the classical theory of the absolute rational
decision maker, who maximizes his utility function, and the behavior
oriented theory of the limited rational decision maker, who searches
for a satisfying alternative.

Both theories have their own domain of application. The first, as
a static theory, has a simple structure, but a complicated evaluation
part reduces the applicability in differentiated situations. The se-
cond theory has simple evaluation rules but, as a dynamic process
theory, it has a complicated structure that makes case-specific modi-
fications necessary. The first theory has a unique solution concept
and allows a manifoldness of utility assessments. In addition to that
evaluation manifoldness, the second theory allows a manifoldness of
solution processes. This point of view takes into account the limita-
tions of the human abilities to perceive, to memorize, and to compute

information.

The human limitations limit the scope of applicability of theo-
ries that assume strict rational behavior. If there are many decision
alternatives with many characterizing dimensions, the decision situa-
tion is too complex for a maximizable utility function to be estab-
lished. Only when the complexity is reduced by neglection of some
aspects does the decision problem become soluble. This step of simpli-
fication is not a part of the traditional maximization theory but has
to be made outside this theory. A realistic descriptive theory of

decision making, however, should include rules of simplification.

A realistic theory that describes each single step of the decision
process of limited rational decision making is of interest for explana-

tion of observed behavior and for the prognosis of future behavior. In
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addition, a realistic theory delivers the interfaces for methods of
decision support, which will be the more successful the more they use
natural points of the decision process as interfaces to the human
thinking. Since aspiration levels are used as such a tool in multi-
criteria decision support systems (WIERZBICKI 1984), it may be useful
to consider aspiration-oriented decision making also under behavioral
aspects (cf. TIETZ 1983b).

An important step of simplification is the use of an aspiration
grid which divides the continuous decision space into a few aspiration
ranges. For such an aspiration grid only few discrete aspiration le-
vels for potential situations have to be formed. The aspiration levels
may serve as operational subgoals. They may be ordered in the direc-
tion of preference. Since in most decision situations a goal is the
more difficult to attain the more preferable it is, the attainability
direction is opposed to the preference direction. The difference be-
tween two adjacent aspiration levels varies with the attainability of
the upper one (TIETZ 1975, pp. 47 f.).

The exploration of the process of human decision making is the
more successful the more steps of the decision process are revealed
and can be observed. This is the case in bargaining situations in
which the i n t r a personal decision process has to be interrupted
by phases of i n t e r personal communication. Since the bilateral
negotiation is one of the simplest interpersonal relations it is
often used as an experimental paradigm. The progress of the theory
of bargaining, seen as an aspiration-oriented decision process, is
based on bilateral negotiation experiments (SAUERMANN 1972, 1978;
TIETZ 1983a).

The decision process has a hierarchical structure. The result of
the decision process depends on the sequence in which criteria are
applied as "decision filters". This contrasts with the simultaneous
solution approach of the traditional decision theory. In addition,
the bargaining and decision variables may form a hierarchy by their

importance.

For the stability of human, economic, or political relations it
is of great importance that both sides see the bargaining results as
fair solutions of conflicting interests. Otherwise, often-changing
partnerships would result; this would reduce the general level of

trust and would increase the decision cost. The "aspiration balancing
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principle" is an important fairness principle for negotiations.
Agreements should allow each bargaining partner to reach nearly the
same aspiration level (TIETZ/BARTOS 1983).

In order to come to a fair agreement balanced in aspiration le-
vels, the negotiators have to follow fair decision rules already du-
ring the bargaining process. The "aspiration securing principle"” is
such a decision rule. It postulates that a concession of the opponent
is rewarded by the negotiator only if the opponent guarantees or
"secures" to the negotiator as aspiration level at least as high as
the negotiator's last offer does to the opponent (TIETZ 1975, p. 51;
TIETZ/WEBER 1978, pp. 66 f.).

The comparison of the secured aspiration levels determines also
which negotiator starts the concession process. Because of the dis-
crete character of the aspiration levels, such rules result sometimes
in ambiguity. For a definite decision to be made, additional decision
filters, e.g., the comparison of "tactical reserves", have to be
tested. The coincidence of such filters determines the situational bar-
gaining strength of the first concession maker. The more filters se-
lect the same person as concession maker the weaker is his bargaining
position and the larger are the concessions he must make in order to

come to a fair agreement (TIETZ 1976).

2. DECISION MAKING AS A CYBERNETIC PROCESS

An attempt to generalize limited rational decision making as a
cybernetic process is presented in Fig. 1 (cf. TIETZ 1982; KIRSCH
1970/71). The decision process can be seen as consisting of subpro-
cesses or phases which may overlap each other. The arrows stand for
forward influences and feedbacks, which occur also within subproces-

ses.

The goal formation process (G) leads to the formulation of goals
within an organization. It may result in the formation of aspiration
levels, which serve as operational subgoals. The phase of information
gathering and processing (I) includes the search for information rele-
vant to the decision. The information is condensed to causal models
of the environment. These "inner" models serve to build expectation
and to make conditional forecasts. In the planning process (P) the
decision maker searches for decision alternatives. The alternatives
are evaluated by the goal system, which may be simplified by the use

of aspiration levels.
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Fig. 1: The recursive decision process

goal formation process
information gathering and processing
planning process

selection process

O n ¥ H O

control process

In the selection process (S) one or more favorable alternatives
are selected which fulfill certain criteria as given by aspiration
levels. Possibly, the selection process includes a coordination with
other decision makers by means of negotiations. As long as not exactly
one alternative remains after the selection process, feedbacks occur
to the proceeding phases G, I, or P, which have to narrow or to widen

the range of selection.

Finally, the control process (C), in which the level and the
degree of aspiration fulfilment are realized, influences the phases
G and I. For subsequent decisions, phase G adapts the goals and aspi-

ration levels and phase I improves the "inner" model.

After this short description of the phases of the decision pro-
cess, we may ask which parts we can identify in the classical decision
theory and which we are missing. First of all, feedbacks do not occur,
neither between nor within the subprocesses. No goal formation process
(G) is needed, since the goal variable is the utility, which is to be
maximized. If, in the extreme case, all the information is available,

no information processing is needed. However, there are some newer
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approaches regarding the search for information and its costs. From
the planning process only the evaluation part for utility assessment
remains. In addition, we may have the probability assessment, which is
made simultaneously for all alternatives. The selection part consists
of the calculation of the maximum of the utility function. The control
process we are missing entirely. There are extensions of the strict
rational theory with additional aspects (cf. e.g., LESOURNE 1977,

pp. 43 ff.). Nevertheless, the decision making itself does not become

a network of processes with feedbacks but at best has a linear sequen-

(]~ (=]~ [s]

tial structure.

3. THE STRUCTURE OF THE DECISION PROCESS

Both extremes, the maximizing simultaneous approach and the satis-
fying process approach, have their domains in which they may be appli-
cable and appropriate. However, the reality of the decision process
may lie somewhere in between. An overview on possible influences on

its structure is given in Fig. 2.

The number and the organization of the decision makers (field 1)
influence the decision interdependence (2) and the objective complexi-
ty of the decision situation (5) with indefinite signs of the influence;
the simplest economic situations are, as everybody knows, the extreme
cases of monopoly and pure competition. The length and the variety of
chains of causal relations (3), which form the causal network and fi-
nally influence the outcome of the decision, have a positive influence
on the objective complexity (5). They also influence the relevant
volume of information (4). The irregularity of the former development
(6), positively influenced by (3), (4), and (5), influences, together
with (5), the uncertainty of expectations (8). The aspects (5), (6),
and (8) increase the subjectively perceived complexity of the decision
situation (9). The higher the problem-oriented cognitive capacity of
the decision maker (7), the more will this complexity be reduced. The
relative importance of the -decision problem (10), e.g., the proportion
between a purchase and the decision maker's income, has positive im-
pacts on the subjective complexity (9) and on the fineness of evalua-
tion on the preference scale (12). This fineness has to be the more
reduced the more the situation is perceived as complex (9) and the

less decision time is available (11).
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Whether decisions, especially in the information, planning, or
selection processes, are made more sequentially (15) or more simul-
taneously (16), depends on the subjective complexity (9), the avail-
able decision time (11), and the simplicity (13) and the number (14)
of decision criteria used. The degree of hierarchy of the decision
structure (17) is influenced by these variables. Finally, the needed
decision effort (18) depends on this degree and on (12), (13), and
(14).

Although simultaneous cognitive information processing (16) may
be seen as a type of sequential processing with many inner loops, the
distinction between simultaneous and sequential processing seems to be
appropriate. This view is based on the postulation that the results of
this "quasi~simultaneous" processing should be consistent and indepen-
dent of the chronological order of considerations. These qualities are
not postulated for a sequential processing in the sense of a limited
rational theory.

The order of the criteria applied during the decision process is
deduced from the task of coming to a solution with an appropriate
decision effort. Especially, in interpersonal relations, simple cri-
teria are used prior to more complicated ones for the reduction of
complexity; they need less computational effort and are better suited
to coordinate expectations of both sides, since they are more promi-
nent and more salient (SCHELLING 1960, pp. 53-80). The simpler the
criteria are, the less selective they are, the more of them are needed,
and the higher becomes therefore the degree of hierarchy of the deci-

sion structure.

The art of decision making may be seen in the ability to decom-
pose by simple rules a complex decision problem into simpler subpro-
blems and to establish an appropriate chronological hierarchy to
handle and to solve them. Rationalized decision making is a compromise

between simplification and accuracy.

4. THE STABILIZATION OF BEHAVIOR- AND DECISION-RULES

To develop a descriptive theory of limited rational decision
behavior, we have to consider the following aspects. Instead of the
unique rule of utility maximization there are many suboptimal rules
thinkable which could lead to satisfying results. To construct a
realistic theory we have to search for observable regularities of
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behavior. Regularity of behavior means that there exists an equili-
brium of behavior- and decision-rules. This concept may be subsumed
under a dgeneral idea of equilibrium in a modified definition:
A rule equilibrium is a situation in which the decision maker(s)
has (have) no reason to change his(their) rule(s).
There is no reason to change the rules as long as they have proved to
be good. The rule equilibrium is a prerequisite of a decision equili-

brium normally used in economic theory.

Besides simple decision rules, thére may be rules which decide on
the application of other rules; thus we may distinguish lower- and
higher-order rule equilibria. It is more a philosophical question than
an observable fact, whether humans sometimes or always behave in such
a higher-order rule equilibrium. Independently of this question, a
prerequisite for testing a descriptive theory of a certain order is
that a rule equilibrium of at least the same order prevail in reality.
In other words, the possibility of observing or testing a theory or
parts of it depends on the degree of intensity and stabilization of a
behavior- or decision-rule (or of the whole decision process) used by

one or more decision makers (intra- or interpersonal degree).

The most important influences on this stabilization degree (1)

are shown in Fig. 3. They are:

(2) the degree of communication,
(3) the suitability of a behavior- or decision~rule
to coordinate expectations,
(4) the benefit of a rule, or the degree to which a
rule proved to be useful,
(5) the relevancy in the sense of a functional suitability,
(6) the strategic suitability,
(7) the fairness of the rule with respect to other
decision makers,
(8) the frequency of handling the decision problem before,
(9) the experience with the decision problem and with the other
decision makers,
(10) the stage of development and stabilization of the

"inner" model of the environment.

The more a decision rule is stabilized (1), the more it becomes a

habit (12), unless an important decision problem (11) is to be solved.
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An unexperienced decision maker has a flat frequency distribution
over the decision rules used for a certain topic. The distribution
becomes more and more concentrated on the most suitable rule during

the stabilization process (Fig. 4).

>

experienced d-m

frequency

unexperienced
d-m
most decision
suitable rules
decision
rule

Fig. 4: The frequency distribution of decision rules of
experienced and unexperienced decision makers

5. ON THE ACCURACY OF A DISCRETE BARGAINING THEORY

One possible simplification of complexity is the thinking in dis-
crete alternatives rather than in a continuum of possibilities. It is
an interesting question how accurate discrete theories may be if their
prediction misses the correct result by not more than the smallest
possible error. The smallest possible error depends on the point of
the decision process at which real behavior differs from theory. The
decision maker's ability and/or willingness to differentiate the deci-

sion situations varies within the decision process.

In the context of an aspiration-oriented bargaining and decision
theory the following steps of considerations may be helpful to formu-
late some hypotheses on the accuracy. These aspects can outline only
tendencies and are not yet implemented in a bargaining theory.
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(1) The average niveau of decision b

The average niveau (b) of the problem which is up for decision
influences the numeric accuracy in general. Although considering con-
stant relations between accuracy measures and the level of decisions,
we do not postulate an analogy to the law of WEBER/FECHNER (cf. e.q.,
LUCE/GALANTER 1963).

(2) The global decision area g

The global decision area is that area in which the decision maker
believes the solution can be found. This area is limited by the human
capacity of information processing. To limit this area is reasonable

behavior, too.

Assuming a constant relation between the area g and the niveau of

the decision b, one may write

, (5.1a)

where ¢ ¢ N and N is the set of natural numbers. The weaker formula-

tion

g =g (b,...) (5.1b)

allows also for additional influences.

(3) The number of aspiration levels n

The number of aspiration levels of an aspiration grid, formed
during the planning phase of the decision process, is limited to
n(n € N). This follows from the limited human ability of imagination.
Before negotiations one cannot imagine more than about four or five

different situations with different behavioral consequences.

(4) The aspiration range r

The aspiration range (r) is the range between two adjacent aspi-
ration levels. Whereas the upper and the lower aspiration levels are
distinct points, the alternatives within the range are not distin-
guished by preference and attainability considerations made during the
planning phase. In addition, the decision maker is unable to project
too many different situations into the same range; we assume that his
ability is limited to the number d ¢ N.
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Combining the foreqgoing points, we can write the average aspira-

tion range r as follows:

=9, for n> 1, (5.2a)
or less accurately
=71 (g,n,...) . (5.2b)

The number of distinguished situations within the global area g is

then (n=1)d + n = (n-1) (d+1) + 1 . (5.3)

An additional limitation of the aspiration range is given by
attainability considerations (a). The closer two adjacent aspiration
levels are the more attainable the upper level is felt to be. Then the

individual aspiration range r amounts to:
r=ar, (5.4)

with O < a < n-1 .

(5) The prominence standard p

The use of prominent numbers follows from the limited capacity
of memorizing and transfering information. The prominence principle,
first discussed by SCHELLING (1960), simplifies interpersonal and
intrapersonal communication. There are certain numbers, that, together
with their multiples, are used more often than others. These numbers,
which seem to be preferred by the decision maker as prominent, are
called prominence units. One can try to establish a prominence order
within a sample of observations (VIDMAJER 1977, TIETZ 1984). We may
define the prominence standard p as the most preferred prominence
unit.z)

One can assume that the prominence standard p is more or less
strongly connected with the aspiration range T through the number of

distinguished situations d:
T
P~ 337 (5.5a)

or p =pl(r,d,.-.) . (5.5b)

1) n =1 is equivalent to g = O and r = 0. {5.1) would then not hold.

2) A more precise definition of p is given in TIETZ 1984.



144

(6) The threshold of perceptibility ¢
If two values differ not more than the threshold of perceptibi-
lity ¢, the just-noticeable difference, they are regarded as equal:
x =y, if |x-y| < ¢ . (5.6)

The use of a threshold is not only suitable for the assumption of
limited human perceptional capacity (LUCE/GALANTER 1963), but also
serves simplification.

With regard to decision making it is reasonable to choose this

threshold as a prominent value. Thus one can write:

6 =2, with k< N (5.7)

It is an interesting question, whether the following relation between

the threshold and the niveau of the decision can be found empirically

b
L e - W e

(5.8a)

or %p(l_:(g(b,...),n,...),d,...) . (5.8b)

-
I

(7) The smallest possible error e and the accuracy f

Obviously, a theory predicting an aera is less accurate than a
point-predicting theory. But an area-predicting theory has a greater
chance to cover reality.

As an example of such an area theory, the aspiration balancing
principle of negotiation postulates agreements by which both partners
reach nearly the same aspiration level (cf. TIETZ/BARTOS 1983). That
means the difference is not greater than one aspiration range r. Thus,
the accuracy f amounts to

f=+71. (5.9)

The smallest possible error which can be made within this theory would
occur when each partner's estimation of the opponent's reached aspira-
tion level deviates just by e = r. Thus, the accuracy regarding this
error amounts to

f =+27T. (5.10)
e = 3%

1) In a wage negotiation experiment we found values of p = .5% and
¢ = .05% wage increase, thus k = 10 follows. Cf. TIETZ 1975; 1978,
esp. footnote 15 on p. 439.
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An example of a point-predicting theory is the market-negotiation
theory of CROESSMANN (CROESSMANN/TIETZ 1983). This theory allows only
1)

price concessions of 1, 2, or 3 price units. Thus, one can conclude
that the prominence standard p is equal to one price unit. In this
process theory the aspiration levels of both bargaining partners are
compared already during negotiation according to the aspiration secur-
ing principle. The possible two consequences of the result of this
comp?rison are that the first counterconcessions are made with 1p or
2p.2

secured aspiration level makes the smallest possible error of e = T,

If at this point the negotiator in estimating the opponent's

then the final bargaining result will differ from the theory not by r,
but by p. The accuracy is then

fe =+p . (5.11)

These tentative considerations show that the judgment of the
accuracy of discrete theories has to be made with regard to the smal-
lest possible error. Besides a point-predicting theory, we need a
sequence of related theories, derived by taking into account the pos-
sible errors which could be made during the decision process. This
follows from the concept of limited rationality, since even goal-
oriented behavior is not always perfect.
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USES OF EXPERIMENTAL GAMES

Anatol Rapoport
University of Toronto, Toronto, Ontario, Canada

The distinction between a descriptive or predictive theory on the one hand and a pre-
scriptive or normative one on the other is sufficiently clear. Still there is a region
of overlap between them. Generally speaking, a descriptive theory deals with what

is and a prescriptive one with what ought to be. But 'ought'" can be understood in

two senses: in terms of a value system and in terms of an idealized situation. Ques-
tions of value do not enter the realm of physical science. Nevertheless we can speak
of normative theories of physical phenomena in the sense of our expectations of what

we should observe under idealized conditions, such as in perfect vacuum, thermodynamic
equilibrium, etc. In fact, since physical theories consist for the most part of
mathematical models of physical phenomena, they are, strictly speaking, normative
theories, dealing with how things "ought'" to behave under idealized conditions, rather
than with how they actually behave. What makes physical theory also descriptive (and
predictive) is the circumstance that the mathematical models are often very good
approximations to reality, so that "what is" turns out to be quite close to '"what ought
to be."

In the social sciences, in spite of what proponents of 'value free' science main-
tain, values are frequently incorporated into thcory and to that extent theories become
normative. But even if values do not enter models of social phenomena explicitly, the
theories retain a strong normative component, because the idealizations (without which
no theory can be constructed) are usually considerably removed from reality. Des-
criptive theories in the social sciences are seldom based on models, and predictive
theories derive their predictive potential from inductive rather than deductive rea-
soning.

Such is the situation in decision theory. The distinction between a normative
and a descriptive (or predictive) decision theory is quite sharp. The values that
enter normative decision theory revolve around the concept of rationality and of
utility. Normative decision theory purports to prescribe to an actor how he is to
choose among a set of alternatives if utilities can be assigned to them and if he is
rational. A descriptive theory would purport to describe how actors actually choose
among alternatives in a given situation. An area of overlap between "what is' and
"'what ought to be'" would exist, if the existence of actors sufficiently similar to
rational actors governed by sufficiently consistent utility assignments to alterna-

tives could be demonstrated. Those of us who have worked in the field know how
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difficult it is to exhibit a rational actor with consistent utilities on a sufficiently
strong scale. For this reason, decision theory must remain divided in two branches:

a normative theory, logically elegant and providing opportunities for utilizing
sophisticated mathematical apparatus, and a descriptive theory, heavily dependent on
masses of data, forcing the investigator to face the problem of making sense of them

and of finding a basis for some semblance of generality.

Points of Contact between Normative and Predictive Decision Theories

The gulf that separates normative and descriptive decision theory is narrower in

some areas of investigation and wider in others. I would venture to say that the

two theories come closest where the concept of rationality can be most clearly defined
and where utility can be most naturally linked to observable quantities. Such an area
is that of risky choiees iterated many times, where utilities are expressible in
money. Gambling and insurance come immediately to mind.

In this way, a connection can be established between a prescriptive and a predic-
tive decision theory. If the decision of a 'rational actor" in a given situation can
be specified, then such a decision can be used as a base line with which actual
decisions of real actors can be compared. And so a measure of rationality can be
established for a given actor in terms of the discrepancy between his decisions and
the prescribed "rational" decisions. Corroborated hypotheses about the presumed
causes of the discrepancies can be put at the foundation of a predictive theory.

This is one way in which experimental games can be used, for example as so-called
"'games against nature'' involving a single decision-maker in a chancy environment or
a pair of decision-makers playing a zero-sum game.

If the payoffs in a decision problem are not naturally measurable quantities, such
as money, or if the decision problem involves monetary payoffs but occurs only once,
the situation is more complex. Here a predictive theory necessitates a preliminary
establishment of a utility functioh on the outcomes of decisions. Except when an
ordinal utility scale suffices, the problem of determining a utility function can be
quite difficult. Note that it will not do to define utility tautologically, as it
were, as ''that which is maximized by a rational player.'" For in that case, the
establishment of a utility function is based on the assumption that every actor is
rational at least in situations used to determine his utility function. To be sure,
such a function, once determined, could be used in further experiments to predict
decisions. The difficulty is that in many instances a utility function satisfying
certain apparently innocuous consistency criteria cannot be established to begin
with. The investigator who is interested not in an actor's utility function per se
but rather in his decision behaviour is left with no choice but to by-pass the utility
problem altogether and work with the actual payoffs used in the experiments, for

instance, money. But then he must give up the idea of formulating a prescriptive
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theory (since he does not know the actor's utilities, if any). He must confine him-
self to mere descriptions of behaviour in experimental games. If he is lucky, he
may detect regularities in patterns of such behaviour which may suggest the beginnings

of a predictive theory.

Social Traps

This approach seems to be the only feasible one in situations that transcend the con-
fines of games against nature and of two-person zero-sum games. The most salient
situations of this sort are so-called "social traps.' Here the concept of ''rationality"
is no longer unambivalent. To be of use as a reference point in decision analysis,

it must be refined. In particular, individual, better said, individualistic and
collective rationality must be clearly distinguished, since the prescriptions of the
two kinds of rationality in social trap situations conflict. In fact, a social trap

is defined as a situation in which "rational" pursuit of own interest by each player
results in an outcome that no one is satisfied with in the sense that the participants
would unanimously prefer another attainable outcome.

In studies involving social traps, the problem of utility measurement and of
quantitative comparisons between actual and optimal outcomes assumes a secondary
importance. In fact the absence of an unambivalent definition of a "rational outcome"
(without further qualification) often precludes such comparisons altogether. The
more interesting questions are those related to the players' choices between individu-
ally rational and collectively rational courses of action.

For instance, in the well known Prisoner's Dilemma game, a typical question to
be answered by experiment is that of relative frequencies of choices of the ''coopera-
tive'" (collectively rational) and of the "defecting" (individually rational) strategy.
Maximization of real numbers does not enter this picture, since the distinction between
individually rational and collectively rational outcomes requires the payoffs to be
given, as a rule, on scales no stronger than the ordinal.

Cardinal payoffs can be introduced, but whether utilities are linear functions of
the payments (e.g., money) is not important, because the behaviour of subjects in
such experiments is not compared with some ideal standard, representing rationality
in terms of the maximization of utility. Rather, variations of subjects' behaviour
correlated with some imposed variation of the payoffs (whatever be the wherewithal

of payment) are interesting in their own right .

Prisoner's Dilemma

As an example, consider the game called Prisoner's Dilemma, shown in its general

form as a symmetric game represented by Matrix 1.
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2 2
Cl R, R S, T
D TS P, P
Matrix 1
Player 1, called "Row" chooses between C, and p . Player 2, called
"Column," chooses between C, and D Thé first  entry in each cell

is the payoff to Row, the sécond tg Column. Prisoner's Dilemma is
characterized by the inequality Ti> Ri> Pi> Si (i=1,2).

In experiments with this game it is found that when the game is played just once, some
subjects choose C, others D. If the game is repeated many times, the same subject
sometimes chooses C sometimes D. Thus, the frequency of C choices becomes a naturally
prominent dependent variable. The cardinal values of T, R, P, and S can be used as
independept variables. No a priori hypotheses based either on assumed ''rationality"
of players and so on some maximization proceduressuggest themselves. At this stage

a theory of such a game can be only descriptive. On the .basis of observed regulari-
ties, however, predictions might be made about how frequencies of observed C choices
will vary with each of the independent variables. Indeed, it is found that frequencies
of C choices increase with R and S and decrease with T and P. This finding, being
strongly expected on common sense grounds or in terms of some conditioning learning
model (in iterated plays) is for this reason not very interesting. However, it would
be interesting to know which of the payoffs has the greater effect on variations of
frequency, since the answer is difficult to guess on a priori grounds and also because
the answer can be interpreted in psychological terms.

One can, for example, ask which is numerically larger 3C/0T or 03C/9S, where C is
the frequency of C choices. As has been said, both derivatives are observed to be
negative. The first can be interpreted as a measure of the "temptation" to try to
obtain the largest payoff. The second can be interpreted as a measure of the 'fear"
of getting the "sucker's"™ (i.e., the lone cooperator's) payoff. Given sufficiently
large volumes of data, this question could be answered quite reliably (i.e., with
sufficient statistical significance) for a given population of players. Given even
larger masses of data, the question can be answered for different populations, e.g.,
men Oor women, people in various social categories, of various cultural backgrounds,
and so on, who would thereby be psycholegically differentiated. It is these oppor-
tunities that brought experimental games, especially the best known of them--Prisoner's

Dilemma--to the attention of social psychologists.
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The Game of Chicken

As has been said, Prisoner's Dilemma is a prime example of a social trap. There are
others. Consider the so-called game of '"Chicken." If the payoffs are labeled as in
Matrix 1, Chicken is characterized by inequalities T>R>S>P, so that the worst
payoff for both players is in the lower right hand corner of the payoff matrix. Since
it is the smallest payoff, its numerical magnitude is not restricted by the inequality
that defines the game. It can be a huge negative number. An example is shown in
Matrix 2.

¢, b,

c,| 1,1 -10, 10

D 10, -10| -100, -100
Matrix 7

The game of Chicken with large punishment for double defection
(both players choosing D).

The game could also be called "Brinkmanship' or a game of pre-emption. The
definition of a game in normal form demands that the players choose their strategies
simultaneously, i.e., in ignorance of each other's choice. If the rules specify that
one of the players must choose first and the choice is made known to the other, the
matrix representing simultaneously chosen strategies no longer represents the normal
form of the game, for in that case, the second player's strategies must be defined
as conditional on the first player's choices. For example if the original game is
a 2 x 2 game (two players with two strategies each), then requiring one player to
choose first and to make his choice known to the other would make four strategies
available to the second player. 1In the case of the two games just considered, these
would be: (1) Choose C regardless of the first player's choice; (2) Choose the same
as the other; (3) Choose the opposite of what the other chooses; (4) Choose D regard-
less of how the other chooses.

Since, however, we are discussing experimental situations suggested by the theory
of games rather than formal game theory, let us ignore this implication of non-simul-
taneous choices. 1In pafticular, let us assume that in the game of Chicken, one of
the players can somehow manage to choose his strategy first and to make his choice
known to the other. He then has the opportunity to "pre-empt." The pre-emption refers
not to a '"pre-emptive strike," much discussed in strategic circles, but to a pre-
emptive threat, emphasized by prominent civilian strategists of the American defence
community, in particular, by Thomas Schelling and by Herman Kahn. The latter gave a
picturesque description of a pre-emptive threat in the context of the game of Chicken

as it was actually played by spirited American youngsters in the 1950's. Possibly



152

the game was inspired by the then publicized concept of '"brinkmanship," advanced by
Eisenhower's Secretary of State, John Foster Dulles.

One way of playing chicken is for two drivers to rush at each other straddling
the white line that divides the directions of traffic. If neither driver swerves in
time, both are killed in a head-on collision. According to Herman Kahn, who used this
game as a model of international relations, a way to insure a win is to yank one's own
steering wheel off and to throw it away. If the driver of the other car sees this, he
will know that now the first driver could not swerve even if he wanted to. Consequent-
ly, the opponent must swerve (if he does not want to die) and, in doing so, is labeled
“"Chicken'" (American slang for "“coward") conceding victory to the reckless driver. This
strategy is sure to work if the opponent is ''rational,' in which case the reckless,
that is the "irrational" driver wins. Indeed the advantage of being thought crazy has
been frequently pointed out in strategic circles.

The absurdity of Kahn's recommendation becomes obvious when one takes into account
that his advice applies equally to both players. In fact, Kahn recognizes this when
he says in the very next paragraph of his book On Escalation (Kahn, 1965), that it
may happen that just as the creatively reckless driver yanks his steering wheel off,
his opponent is inspired by the same idea. Thus, “showing resolve' can have disastrous

consequences.

Strategic vs. Non-strategic Approaches to Game-theoretic Models

Social traps (of which the game of Chicken is also an example) are traps precisely
because conventional strategic analysis provides no satisfactory way out. By conven-
tional strategic analysis I mean an analysis oriented toward optimization of decisions
by one party. This is overwhelmingly, perhaps exclusively, the point of view under-
lying all strategic analysis in which present day decision-makers are interested in.

I am referring to the decision-makers in the so-called '"Man's world,'" predominantly
the world of business, competitive politics, and war. Social traps are either excluded
from the conceptual repertoire of the actors in that world or else are subjected to
the same sort of analysis that is relevant to games against nature and to two-person
zero-sum games, namely strategic analysis directed toward discovering optimal strate-
gies that can be recommended to a single actor. The late Yuri Germeier, in his book

Igry s nieprotivopolozhnymi interesami (non-antagonistic games) has made this orienta-

tion quite explicit. He says specifically that his analysis is conducted from the
point of view of one of the players involved in a game, whom he calls "dieistvuyush-
chaia storona,' that is, 'the actor.'" As a result, the most salient problems raised
by the analysis of social traps assume a secondary importance or are by-passed alto-
gether. It is to restore the saliency of these problems, in particular their glaring

relevance to the horrendous dangers with which humanity is currently faced that some
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investigators in so-called 'peace research'' have turned to experimental games. The
principal objectives in this programme is not that of training decision-makers to
make ''optimal'' decisions, as is the case in most business games and in all war games
used for training purposes. The objective is, rather, to see how people behave in
social trap situations and to use these findings in educational programmes aimed at
promoting enlightenment in areas where obscurantism, hand-me-down conventional wisdom,

and dangerous delusions have been entrenched.

Experimental Techniques

Let us return to Prisoner's Dilemma, which, as has been said, is the best known and
most explored social trap game. Experiments with this game can be conducted in three
formats: (1) the one shot game; (2) the iterated game with two bona fide players; and
(3) the iterated game with one bona fide player and one 'stooge.'" Each format brings
out a different aspect of the game. The dilemma is most salient in the one-shot
format. One would think that if the game is iterated many times, a pair of players
might eventually ''learn" to cooperate. The purpose of the one-shot experiment is
actually to exclude the effects of learning and the effects of interaction. The
question raised is what the subject will do, when he must make a single decision, where
he understands that one of his available strategies is dominant and thus governed by
the sure-thing principle, while the other is collectively rational and, if adopted by
both players, leads to a Pareto-optimal outcome.

Difficulties in conducting one' shot experiments are those of cost effectiveness.
It becomes costly in time and money to recruit a pair of subjects, to schedule them,
to deal with the '"no show'" problem, to spend a half hour or so to instruct them in
the rules of the game, to explain the implications of their decisions, and for all
that trouble to obtain at most two bits of information: the choices of one or the
other strategy by each of the players. 1In the iterated game this problem does not
arise since the same two subjects can provide much more information. As we have
seen, however, the iterated game brings in effects of learning and interaction, which
it is desirable to exclude in observing behaviour of people in a social trap when it
is presented in its crassest form.

In attempting to make single shot experiments more cost effective, my colleagues
and I at the University of Toronto designed a procedure where each subject indicates
his decision in many different 2 x 2 games, each played with no announcement of the
outcome. Specifically, each subject is given a booklet containing hundreds of game
matrices, each with a different strategic structure. He/she is assigned the role
of one of the players and is asked to indicate his/her choice of strategy, having
been told that each of his/her choices will be matched at random with that of another
subject in the role of the co-player and that they will be paid in money in accordance
with the payoffs indicated in each matrix when they bring the filled out booklets
back to us.
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In a way, the procedure proved to be highly satisfactory, since there was no need
to bring the subjects into the laboratory, the ''no show' problems did not arise, and
the subjects could take all the time they wanted to think about their decisions.
Another problem, however, arose. There were strong indications that the subjects,
faced with the task of making several hundred decisons, simply adopted an across-the-
board decision rule, for example, the maximim or maximization of expected gain, as-
suming equiprobability of the co-player's choices, or something of this sort. Thus,
it was the subjects that could be categorized according to the (inferred) decision
rule they used. We, however, were interested in categorizing the games according
to their strategic structure.

A neat solution of the problem of conducting one-shot experiments cost-effectively
was found by D. Hofstadter (1983). He conducted his experiment on one-shot Prisoner's

Dilemma by mail. Obtaining some financing from Scientific American, where his results

were subsequently published, he could make the game worthwhile by paying off in dollars
instead of in pennies as has been usual in laboratory experiments. Hofstadter sent a
letter to 20 of his colleagues, explaining the rules of Prisoner's Dilemma and soli-
citing their decision. He told each prospective player that his response would be
matched with each of the others' and that he would be paid the total amount thus
obtained. Specifically, each of twenty players would get $3.00 for each C response

and nothing for each D response if he chose C. If he chose D, he would get $5.00

for each C response and $1.00 for each D response. If we denote the number of C

and D responses respectively by C and D, the situation can be depicted thus, where

UC and U, are payoffs to a C player and to a D player respectively:

d
U = 3C
c
Uy = SC+D=4C + N
If the game is presented in this way, the dominance of D over C is glaring. Yet
it is in everyone's collective interest to choose C, since UC increases linearly with
C. To be sure, Uy also increases linearly with C. However, if everyone played C,
everyone would receive 3C = 3N dollars, while if everyone played D (i.e. C = 0),

everyone would receive 0 + N = N dollars.

Experimental Results

Assuming that a choice of C reflects a higher degree of social awareness (i.e., aware-
ness of collective interest), Professor Hofstadter's disappointment with the result

of his experiment is understandable. Out of his twenty subjects only 8 chose C. This
result, however, is in line with several results obtained in one-shot Prisoner's
Dilemma games in different experimental situations. Roughly 50% of naive subjects

choose C. Far from disappointing, I find this result rather encouraging, since it
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demonstrates that individualistic rationality, the solid rock on which all classical
economics and most of operations research rest, does not, at any rate not yet com-
pletely dominate the consciousness of ordinary people. Apparently, confronted with
a Prisoner's Dilemma game, quite a number of them look to see which outcome is most
advantageous to both players and choose accordingly.

It can be argued, of course, that many naive subjects choose C not because they
are socially sophisticated but because they are strategically naive. They have not
internalized the idea of strategy and erroneously assume that they are in a position
to choose an outcome. There may be something in that argument. Let us see what a
pair of strategically sophisticated players would do if they had to play Prisoner's
Dilemma 100 times, the outcome of each play being announced. Elementary strategic
analysis shows that the individualistically rational thing to do is to play D all
100 times. This is so, because whatever be the first 99 outcomes, the outcome of the
hundredth play is a foregone conclusion. Neither player has any cause to fear retalia-
tion for choosing D and hence can choose D with impunity. He should be motivated to
do so because D gets him more than C regardless of how the co-player chooses on the
last play. But if the outcome of the last play is a foregone conclusion, the next-to-
the-last play becomes the 'last play' and the analysis leads to the same result. The
number of plays does not matter so long as it is finite and known to both players.

It follows that a pair of strategically sophisticated players will attain the DD out-
come (which is worse for both than the CC outcome) whether the game is played 100
times or 1,000,000 times. The implication of this result in evaluating the nature
of strategic sophistication in the 'games' played in the international arena should
be obvious. Unfortunately it is effectively obscured by the primacy of strategic
thinking.

Experiments with iterated Prisoner's Dilemma show a very different picture. In
long sequences of iterated plays, the unilateral outcomes C1D2 and C2D1 eventually
become rare. Typically, both players '"lock' in on either CC or on DD. The former
have learned that ''cooperation pays' and reap the benefits thereoff. The latter are
caught in a social trap, like both superpowers, and suffer the consequences. Neither
dares to break out of the trap. 'Unilateralism' is anathema to the strategists of
both sides. To play C while the other continues to play D amounts to rewarding the
other for his adamance and being punished for one's attempt to initiate cooperation,
hence unacceptable in the world where ''realism" is a deeply entrenched component
of conventional wisdom. It is interesting to observe that in iterated Prisoner's
Dilemma experiments, initiatives of this sort are reciprocated about one third of
the time on the average which attests to some (but not enough) awareness of collective
interest in those contexts.

lterated Prisoner's Dilemma in which both players are bona fide subjects has been
the format most frequently used in the laboratory. The questions of interest in this

context are mostly about the dynamics of learning in situations with dual control.
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The third format mentioned above is an experiment with only one bona fide subject
in an iterated game, the other being a ''stooge," i.e., a programmed subject. Here
the center of interest is the real player's response to the other's strategy, which
now plays the role of the independent variable. As an example, consider an experiment
where the stooge uses one of the following five strategies in a long sequence of
iterated Prisoner's Dilemma. (1) The completely uncooperative strategy, i.e., uncon-
ditional D; (2) The 50% responsive strategy, i.e., one that always 'punishes" the
subject's D with D on the following play but ''rewards' the subject's C 50% of the
time; (3) "Tit-for-tat,'" which always rewards the subject's C and always punishes
the subject's D; (4) The 50% retaliatory strategy, one that always rewards C but
punishes D with probability 50%; (5) the completely cooperative (100% C) strategy
(Chammah, 1969).

The results of that experiment are interesting. As expected, the unconditionally
uncooperative strategy elicits very little cooperation from the subjects -- about
6% C responses, respresenting probably some futile attempts to get out of the social
trap. More interesting is the average frequency of cooperation in response to the
unconditionally cooperative strategy, namely 50% C responses. This mean frequency,
however, is not modal. The distribution of the C frequencies in a population of sub-
jects is strongly bi-modal: about half the subjects respond with full cooperation
to the stooge's unconditional cooperation, but the other half fully exploit the
unconditional cooperator.

Most cooperation is elicited by the Tit-for-tat strategy, about 75% C responses
on the average. The psychologically interesting aspects of this result is that the
players who play against the Tit-for-tat strategy are almost never aware of this.

At any rate, they do not give the correct answer to the question, '"What do you think
was the pattern of choices used by your co-player?'" The high level of cooperation
elicited by the Tit-for-tat strategy can be attributed to simple instrumental con-
ditioning: the cooperative response is immediately rewarded; the uncooperative one
punished. What the subjects do not realize is that the co-player is a mirror image

of themselves, that it is really they themselves who completely determine the behaviour
of the co-player. The relevance of this observation and of the unawareness of the
mirror image in international relations should be obvious to present day diplo-military
strategists, but unfortunately this circumstance is also obscured by the hegemony

of the strategic orientation.

Tit-for-Tat: Strength through Weakness

The idea that a strategy in playing iterated Prisoner's Dilemma could reflect to a
greater or lesser degree an awareness of the problems set by this game crystallized

in a contest arranged by Professor Robert Axelrod of the University of Michigan
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(Axelrod, 1984). In the first contest of this sort 15 computer programmes were en-
tered with the understanding that the contest would be a ''round robin," that is,
every programme would be matched with every other submitted programme (including
itself) and the programme that got the largest total payoff would be declared the
winner.

That contest was won by Tit-for-tat. The results were announced and a second
contest was arranged. This time there were 63 entries from six countries submitted
by persons active in a large variety of disciplines. Tit-for-tat was submitted again
and again won.

This may seem somewhat surprising if one assumes that the success of Tit-for-tat
in the first contest stimulated contestants to submit programmes designed to 'beat"
Tit-for-tat. Whether they were so designed or not, the fact is that Tit-for-tat did
not ''beat" a single one of the submitted programmes when matched with each of them
in turn. It did, however, get once again the highest score for the simple reason
that the 'smart" programmes, which did beat Tit-for-tat in one-vs-one encounters had

also to be matched against each other, whereby they reduced each other's scores. One

would assume that the obvious "moral in this story, namely that "in weakness there

is strength" makes no impression in the "defence communities.'

What Can Be Learned from Experimental Games

This brings me to the central point I hope to make in this presentation, the answer
to the question of the value experimental games for decision theory. Their principal
value is educational but in a way different from the way most simulation games are
used educationally in business or military circles. Almost invariably, the format

of simulation games provides for the conception of strategically optimal decision.
That is to say, optimality is considered from the point of view of each participant
as an individual in the sense of representing a single set of interests. The object
of the training is that of inculcating the participants with strategic sophistication.
As can be seen from the examples of experimental games discussed here, these serve

a different purpose. The center of interest is the limitation of individualistic
rationality in most conflict situations, specifically in conflict situations that
transcend the format of the two-person zero-sum game in which maximization of utility
accruing to one of the players (and therefore minimization of the opponent's utility)
can be defended as a principle of rationality. This is not true of social traps.

But the hegemony of zero-sum game mentality is itself a social trap. It is the sort
of mentality that makes the defence communities of both superpowers a horrendous
threat to civilization and perhaps to humanity itself. The two-person zero-sum game
mentality embodies the cardinal principle of strategic thinking in the military
profession, expressed in the mdxim, 'Not the preferences or intentions but the

capabilities of the opponent" should guide the design of strategy."
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The educational value of experimental games is in the way they shed light on the
limitations of this view of '"strategic sophistication.” The object is not to "train"
the participants in techniques of effective decision-making, which is the objective
of practically all business and military simulation games, but rather to enlighten
the participants, to stretch their concéptual repertoires and so (one hopes) to make
at least some of them immune to the lures of social traps.

Social psychologists have been attracted by the experimental potentialities of
Prisoner's Dilemma because of the way it illustrates the dialectic opposition between
individual and collective rationality, between competition and cooperation or between
conflict and conflict resolution, if you will. It is, in a way, unfortunate that
because of these opportunities, the attention of social psychologists using experi-
mental games as a research tool has been riveted on this particular game. If one
approaches experimental games from an opposite point of view, as it were, not from
the point of view of finding a game to fit a particular social situation but by
investigating the strategic structures of the simplest games systematically in the
abstract, as it were, and only then looking for social situations that may be modeled
by the various structures, one gets a much better idea of the richness of this ap-
proach.

Assume that the payoffs of a 2 x 2 game are given only on an ordinal scale and
that the four payoffs of each player are strictly ordered. Then the strategic struc-
ture of each of the 2 x 2 games can be defined in terms of a pair of inequalities
expressing the preference orderings of the respective players for the outcomes. It
turns out there are 78 strategically inequivalent 2 x 2 games (Rapoport and Guyer,
1966). If the payoffs are only weakly ordered, the number of inequivalent games
is 732 (Guyer and Hamburger, 1968).

So far we have mentioned only two such games. An idea of how entirely different
motivational pressures can operate in a 2 x 2 game can be gotten by analyzing the

game shown in Matrix 4.

Matrix 4

The Top Dog-Underdog Game

In this game, both Row and Column have dominating strategies. Individual
rationality, therefore, dictates the outcome 8152. Moreover, the outcome is Pareto-
optimal, so that the paradox noted in Prisoner's Dilemma does not arise. Other prob-
lems, however, arise instead. In a long sequence of iterations one could expect that

Row will not be satisfied in obtaining O as his payoff play after play, while Column
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gets 5. From Row's point of view, it would be "fair' if Column alternated between

S2 and TZ’ while he, Row, would continue to play Sl' In this way Row would also get

the benefit of positive payoffs. The question now arises what is a 'fair'" distribution

of Column's choices between S2 and TZ' Another question is what, if anything, Row can

do about the situation if Column refuses to ''share' and if explicit communication is
not posSible. For example, does it make sense for Row to ''strike'" by switching from
S1 to Tl’ thereby "punishing" Column (but incidentally also himself) in the expectation

that Column, in order to forestall further "strikes," will shift to T,, thus giving

2°

Row the opportunity to effect outcome S and obtain the largest payoff? After this,
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Column has the power to re-establish the status quo at S What will happen then?

S,.
Answers to questions such as these cannot be obtained frimza normative theory. The
best we can hope for is a descriptive theory which might develop into a predictive
theory if enough of '"relevant' independent variables can be singled out, be they
cardinal payoffs, cultural background or personalities of players, dynamics of learning
in iterated plays, strategies prescribed to a programmed player or what not.

With regard to the latter, two interesting questions suggest themselves immedi-
ately. Suppose the programmed player is Column (who is ''top dog' in this asymmetric

game) and he uses the "adamant'" strategy--unconditional S How frequently will Row

2

resort to "striking," i.e., switching to T, if the tactics appear to be futile? How

1

persistent will he be in sticking to T,, if Column never yields? Again, consider Row

(the "underdog') as the programmed pla;er, to whom S1 has been assigned as the uncon-
ditional strategy. What will be Column's response to this unilaterally "pacifist"
strategy? Will he exploit the "underdog" to the hilt, sharing nothing, or will he
share voluntarily and, if so, how much? There is experimental evidence in answer

to the latter question. Again as in the population playing against the unilaterally
cooperating player in Prisoner's Dilemma, the distribution is strongly bimodal. About
half the subjects in the role of ''top dog' exploit the "underdog' fully. The other
half share. Of these a large majority share 50%. No one has ever been observed to
give away more than 50%. Incidentally the Nash solution of this game regarded as

a cooperative game is 40% for the ''underdog' and 60% for the ''top dog."

Of considerable psychological interest is the game shown in Matrix 5.

CZ DZ
¢ 20, 20 -10, 10
D1 10, -10 5, 5
Matrix 5

This is a so-called "no conflict game." If the payoffs represent the actual utilities

of the players, it is in the interest of each to choose C, since each gets the largest
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payoff in CC. If, however, the concrete payoffs (e.g., money) do not represent the
actual utilities, the situation is different. Suppose, for example, Row values his
relative advantage over Column more than the absolute magnitude of his payoff. Then
Row is motivated to choose D. The same applies to Column. If both choose D, DD
results to the disadvantage of both. This social trap is somewhat similar to Pris-
oner's Dilemma but is not identical with it. In Prisoner's Dilemma, strategy D
dominates C. In Matrix 5, this is not the case. Can we conclude that if the payoffs
in Matrix 5 represent the players' actual utilities, the Pareto-optimal outcome CC
will obtain? Not necessarily, because the outcome depends not only on the utilities
of the players but also on their perceptions of each other's utilities or motivations.
For suppose the payoffs .do represent the true utilities but one of the players suspects
that the other is competitively oriented. Then he will assume that the other will
choose D. hence he himself must choose D "in self-defence,'" as it were, to avoid
getting the worst payoff. Nor is this all. Even though a player may not attribute
the competitive orientation to his co-player, he may imagine that the other attributes
such an orientation to him. If so, he must suppose that the other will play D not
because he is competitively oriented but because he believes that the other believes
that he himself is oriented. In this case the player who attributes this belief
(rightly or wrongly) to the other must play D.

Now the most important result of game theory, sometimes called the Fundamental
Theorem provides an escape from this vicious cycle of '"He thinks that I think that
he thinks..." reasoning by introducing the concept of mixed strategy. This concept
provides a rationally defensible solution to all two-person constant sum matrix games.

But it does not eliminate the paradoxes inherent in social traps.

Concluding Remarks

The uses of the experimental games described above depart radically from the uses of
so-called '"gaming.'" In both approaches, the major goals are educational. However,
the knowledge that is supposed to be imparted by gaming is quite different from the
knowledge that one might hope to be generated by the so-called "mixed motive! games.
In the former case, knowledge is supposedly translatable into strategic skills. One

learns how to play effectively, whereby effectiveness is almost always measurable in

terms of '""how well one does." Predominantly, 'rationality' in this context is conceived
as individualistic rationality. That is, a particular actor, be he a person, a firm,
or a nation, is supposed to optimize the outcome of a process involving interactive
decisions from his own point of view. To be sure, processes of this sort may involve
the formation of coalitions. But this simply means that several actors coalesce into
one. The coalition becomes an actor, who does better or worse depending on his

strategic skills.
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The knowledge one hopes to impart by the use of the simplest experimental games
is of a different sort. One is supposed to learn not how to play effectively but
what happens when actors are motivated in different ways. One is supposed to see
the situation not through the eyes of some player but from a more detached position,
the position of someone watching the whole process of interactive decisions and
drawing conclusions about what sort of creatures the decision-makers are, how they
are motivated and how their motivations and the implementations of the goals so
generated or so perceived affect them all.

If this sort of knowledge has a normative as well as a descriptive aspect, the
prescriptions must be addressed to all the participants collectively, not to each
participant separately. The hope is, of course, that also the individual participants
may thereby become somewhat wiser in the light of the insights imparted by the detached

point of view.
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III. GROUP DECISION MAKING






INTRODUCTION

This section contains several papers dealing with the issues of
group decision making and negotiation. Not all of the papers pre-
sented at the meeting have been included - papers by Michel Balinski
on discrete proportionality, Rod Dobell on examples of group decision
processes taken from Canadian government, and Subhash Narula on pre-
emptive hierarchical programming problems, were unfortunately not
available.

The paper Plaustble outcomes for games in strategife form by Shubik
presents an in-depth analysis of the assumptions underlying various
game-theoretical concepts. It is shown that the applicability of such
concepts depends very much on the context and the conditions under
which a game is played. There is a small subclass of games (including
zero-sum games and mass market games) in which history, personality
and institutions might not matter - in all other cases they do. Lan-
guage and time, survival values, psychological limits and sociopsycho-
logical phenomena can all exert a significant influence on the plaus-
ible outcomes of games.

Further discussions at the meeting led to the conclusion that the
plausible outcomes for games with nonunique equilibria tend to be dis-
equilibrium results (this would occur if each player selected a course
of action corresponding to a different equilibrium); a special equi-
librium selection process is therefore needed to achieve a compatible
combination of nonunique equilibria.

The paper Game and bargaining solutions for group decistion prob-
lems by Fandel deals with the applicability of various solution and
bargaining concepts in organizational group decision-making situations
where a unique Pareto-optimal decision must be obtained. The author
concludes that the Nash bargaining solution and the Contini-Zionts
bargaining model might provide a suitable basis for organizational
group decision making.

The paper Interactive group decision making by coalitions by
Isermann presents an interactive decision support system for group
decision making by coalitions. The system employs a mediation pro-
cedure and is based on adaptive increases in the lowest acceptable values
of the coalition members' criteria. This paper reflects some of the
more recent trends in the application of group decision theory to the

design of decision support systems.
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The paper (On the role of dynamics and information in international
negotiations: the case of fishery management by Kaitala and Hamdl3dinen
reviews the applications of dynamic game theory to fishery management.
It points out that the real players in such a game can have quite
different perceptions of rationality (related to different planning
horizon, for example) and that such games typically have multiequi-
libria properties. Thus, the purpose of negotiations is to encourage
some shared perception of rational fishery management and to prevent
conflict escalation, which can lead to the overexploitation of resources.

Finally, an essay Macromodels and multiobjective decision making
by Peschel stresses the role of aggregated macromodels of evolutionary
type in problems involving many agents.

This group of papers was followed by a discussion. The conclu-
sions were that research into such aspects of group decision making as
uncertainty, dynamic processes, negotiation and mediation processes

and decision support, should be intensified.

A. Wierzbicki



PLAUSIBLE OUTCOMES FOR GAMES IN STRATEGIC FORM

Martin Shubik
Department of Economics, Yale University, New Haven, Connecticut, USA

1. INTRODUCTION

This is the first in a projected series of papers on solutions to
games in matrix and extensive form. The predominant solution concept in
the literature is that of the noncooperative equilibrium put forward
by Nash (1951).

The major virtue of a noncooperative equilibrium is that it satis-
fies a form of circular stability or self-fulfilling prophecy. If i
thinks that j will follow his noncooperative equilibrium strategy then
i's best response is to select his noncooperative equilibrium strategy
and vice versa.

The well-known Prisoner's Dilemma game provides both an easy
example and considerable experimental evidence that the noncooperative

equilibrium strategies are frequently selected.

1T

1| 5,5 ~-1,6 1| 5,5 -63,60| 1| 5,5 =5,20 1|by,by  dpsa,

2|6,-1 0,0 2| 50,-45 0,0 | 2|20,-5 0,0 2 |a;,d, 50,

(a) (b) (c) (d)

TABLE 1

This work relates to Department of the Navy Contract NOOOl4-77-C-0518
issued by the Office of Naval Research under Contract Authority NR
047-006. However, the content does not necessarily reflect the posi-
tion or the policy of the Department of the Navy or the Government,
and no official endorsement should be inferred.

The United States Government has at least a royalty-free, nonexclu-
sive and irrevocable license throughout the world for Government
purposes to publish, translate, reproduce, deliver, perform, dispose
of, and to authorize others so to do, all or any portion of this work.
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Four versions of the Prisoner's Dilemma or "near Prisoner's Dilemma"
[1(c)] are shown in Table 1. The games portrayed in 1(a) and 1(b) have
a unique equilibrium point with payoffs of (0,0) arising from strate-
gies (2,2). Game 1(d) also has a unique equilibrium point if

a; > bl >cy > dl; a, > by > ¢, > dss a; + dy < 2bl and a, + d2 < 2b
In game 1(c) a; + di =20 -5 > 2bi = 15 has one pure strategy equilib-
rium point like the others plus a correlated mixed strategy equilibrium
where the players play (1,2) or (2,1) with equal probabilities if they
can precommit.

0"

Even limiting ourselves to the 2 x 2 matrix game it is easy to con-
struct games with 1, 2, 3 or 4 pure strategy equilibria. Table 2 pro-
vides examples.

I1I

1 5,5 4,3 1 2,1 0,0 1 3,6 4,6 1 6,8 3,8

2| 3,4 2,2 2| 0,0 1,2| 2| 36 0,0 2] 6,4 3,4

(a) () (e) (a)
TABLE 2

In Game 2(a) there is a jointly optimal pure strategy equilibrium
at (1,1) yielding (5,5). Game 2(b) has two pure strategy equilibria
and a mixed strategy equilibrium where I uses a mixed strategy of
(2/3, 1/3) and II uses (1/3, 2/3) and the expected payoff to each is
(2/3%, 2/3). If they could correlate their strategies so that they could
play (1,1) and (2,2) each with 1/2 they could obtain a payoff (3/2,3/2).

Game 2(c) has a class of equilibria where I uses his first strategy
and IT mixes with probabilities (p,l-p) where O < p < 1; and simi-
larly II uses his first strategy and I mixes with (p,l-p) where
0 < p < 1.

In game 2(d) any mix for either player will be an equilibrium
strategy. All four pure strategy pairs form noncooperative equilibria.*

Table 3 shows games with equilibria which dominate others.

In 3(a) there are three pure strategy noncooperative equilibria
at (1,1), (2,2) and (3,3) with payoffs (10,10), (5,5) and (1,1).

Game 3(b) has the same equilibria. However, in game 3(a) the safety

* Frequently we shall use the abbreviation NCE for noncooperative
equilibrium.
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1 2 3 1 2 3

1{10,00 0,0 0,0 1/10,10 -6,0 =-6,0

2| 0,0 5,5 0,0 0,6 5,5 0,-6

N

3l 0,0 0,0 1,1 31 0,-6 -6,0 1,1

(a) (b)

TABLE 3

level associated with any equilibrium is zero but in game 3(b) the
safety level associated with (1,1) is -6 but the safety level with (2,2}
is zero.

We may observe from the above examples that the NCE may or may not
be unique, symmetric or Pareto optimal.

Table 4 illustrates that the existence of an NCE is not perturbed
by considerable changes in the structure of the payoff matrix. A matrix
of general size m x n is illustrated. Suppose that aij is the largest

element in the row i and bi is the largest element in the column j.

J
Then regardless of any changes made to the mn - m - n + 1 elements
which do not appear in either row i or column j the pair of strategies

(i,j) form an equilibrium pair with payoffs (aij’ bij)‘

1 2 J n
1
2
i aij’bij
m
TABLE 4

The changes in the payoffs elsewhere may create new NCEs whose
payoffs could dominate the payoffs (aij’bij) but even this would not
disturb the stability of (i,j) as an NCE unless stability conditions
beyond that of self-fulfilling prophecy are specified.
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2. WHAT DO WE WANT OF A SOLUTION?

2.1. Normative or Behavioral Solutions

Traditionally game theory solutions have been divided into normative
and positive or behavioral solutions. The first set of solutions are
prescriptive. Rational people are advised to behave in a particular way,
or to accept certain axioms of behavior as a guide. For example the
value proposed by Shapley (1955) offers axioms for fair division.

Various bargaining procedures have been axiomatized.

The core (see Shubik, 1982, Ch.6) has been suggested as a solution
which satisfies subgroup rationality for all sets of players in a game.

In contrast with the core and Shapley value, much of the discussion
concerning the noncooperative equilibrium solution has stressed best
response as being a reasonable way to behave in situations with no direct
communication. Furthermore some evidence can be mustered that under-
graduates, or engineers or others tend to play one-shot Prisoner's
Dilemma games in such a way that the NCE is a reasonably good predictor
(see Rapoport and Chammah, 1965). Yet although this is true there is
overwhelming evidence that as the entries in even a 2 x 2 matrix are
varied, the briefings manipulated and a host of other factors controlled,
the NCE as a predictor leaves much to be desired (see Rapoport et al.,
1975).

In contrast with a behavioral defense of the NCE, Harsanyi and
Selten (1982) offer a resolutely normative argument for the "rational

selection of a single equilibrium point."

2.2. The Game and Rational Players

Without going into detail, there are four major game representa-
tions used in most investigations. The various solutions which have
been suggested, in general, are related to one or possibly two of these
representations. Underlying each is a large set of implicit and explicit
assumptions. In essence the parts of Schelling's perceptive book (1960)
which criticize game theory are in fact devoted to a critique of the
inappropriate use of game models for the study of some strategic prob-
lems where certain implicit and explicit assumptions do not apply.

The four major representations of a game of strategy are:

1 The finite extensive form

2 The strategic or normal form

3. The cooperative or coalitional form
4

Some variant of an infinite extensive form.
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The cooperative form is not a process model. Von Neumann and Mor-
genstern (1944) explicitly abstracted any considerations of cost or
timing of bargaining in their discussion of the characteristic function.
Edgeworth (1881) in his discussion of bargaining did the same. In
essence the cooperative form is noninstitutional. There is no way one
can deduce the specific form of the rules of the game from the cooper-
ative form.

All three other representations noted are process oriented. The
two extensive form representations spell out moves and information.

The strategic form suppresses a great deal of structure but nevertheless
explicitly reflects the rules of the game.

None of the representations are able to treat adequately the role
of language. In many aspects of human behavior there is a delicate
interplay between words and deeds. Items such as contract, threat and
bluff depend upon this interplay and the strategic modeler is faced with
the problem that in many of the strategic situations of society the
rules are not rigid but depend upon the broader context in which the
game is embedded.

The first three representations noted address situations with a
well-defined beginning and end. Board games or card games fit nicely
into this category. But many aspects of politics, economics and life
in general do not. There is no definite end, and the beginning may be
lost in history. The fourth game representation, which allows for the
possibility of games of indefinite length, opens up the possibility of
considering neither normatively cooperative nor noncooperative solutions,
but quasi-cooperative solutions whose stability is due to the assump-
tion that there will be enough time left to settle accounts.

Associated with the cooperative form are the value, core, stable
set, nucleolus, kernel and bargaining set solutions. Associated with
the finite extensive form and strategic forms are many variants of
noncooperative equilibrium and minimax solutions. The infinite horizon
extensive form opens up the possibility of defining and describing many
quasi-cooperative and behavioral solutions.

Underlying virtually all of formal mathematical game-theoretic
analysis is an extremely austere nonsocialized abstract model of the
intelligent, calculating rational decisionmaker. Without passion, the
homo ludens of much of game theory is a colorless, sexless, classless,
ageless calculating device who knows what it wants and what constitutes
its set of strategies. The assumption of external symmetry made ex-
plicitly or implicitly states that any feature distinguishing Player
A from Player B must be formally modeled in the game otherwise all
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features are assumed to be the same. Thus when the game theorist is con-
trasted with the social psychologist we find that the former tends to be
concerned with predicting the outcomes resulting from situations involv-
ing identical individuals with different resources and positions while
the latter tends to consider outcomes involving different individuals

who may start with the same resources.

Much of game theory has been devoted to suggesting what an individ-
ually rational, intelligent, nonsocialized, calculating, consciously goal-
oriented individual should do when confronted with a well-defined game of
strategy.

How successful or useful this approach is cannot be answered with-
out reference to context. Hence we turn to an explicit consideration of
both the context and purpose of the models.

3. WHAT ARE THE CONTEXTUAL ASSUMPTIONS?

3.1. Noninstitutional Statics

Much of the success of modern economic theory and political science
has been in the investigation of situations involving faceless crowds
of individual agents. In particular the attractiveness and apparent
power of the modern theory of the price system and mass markets comes
from the attenuation of much personal interaction. The essence of de-
centralization is that individuals need not think about other individ-
uals, but plan their actions against a mechanism called the market.
Personality is irrelevant, individual power except to inflict self-harm
is nonexistent and special information is of fleeting worth.

Under the appropriate assumptions a large array of different models
and solutions all lead to the mass market price system (for a survey see
Shubik, 1984). It is possible to construct game models in both strate-
gic and cooperative form and have the NCE, value, core and other solu-
tions predict the same set of outcomes in what appears to be a virtually
institution-free context.

Unfortunately what may hold for a mass market under special cir-
cumstances does not hold if there is even one agent of substantial size.
The various structures of the mechanism influence outcome, and the

possibilities for individual signaling and threat may appear.

3.2. Finite Process Models

If one is to understand the structure of strategic interaction
even for as few as two individuals the salient features of the game
must be spelled out. The extensive form does this in detail and the
strategic form does it in a somewhat aggregated manner via the concept

of strategy.
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In the context of a society, polity or economy the construction
of a game in extensive form requires the implicit specification of the
institutions and laws of the society. They are destribed in the rules
of the game. Thus when we try to model trade as a game in extensive or
strategic form we can start to identify the basic features which dis-
tinguish and describe markets, banks, clearing houses and other economic
institutions.

When the situation to be modeled is a diplomatic negotiation, a
revolution or a mass march we tend to find that our lack of substantive
knowledge and the difficulties encountered in sorting out psychological,
socio-psychological, economic, legal, political and other factors make
the task of specifying a plausible extensive form difficult and even of
dubious worth. The perceptive essay or even a simulation may provide
better tools for analysis.

Because of the difficulty in constructing extensive form models
of many "soft science processes" we run the danger of gross over-
simplification in order to force them upon our methodological Procrustean
bed. 1In particular it is for this reason that we must approach all
interpretations of results from simple experimental games such as the
Prisoner's Dilemma with great circumspection.

Von Neumann and Morgenstern (1944) in the first chapter of their
book warned that the construction of game theory dynamics might pose
considerable difficulties. They stressed that they felt it desirable
to explore the statics first. They stressed a cooperative theory.

But in doing so not only did they suppress the dynamics; they also
removed the description of the rules of the game by the device of using
the characteristic function.

Before one tries to develop full dynamics, the description of the
game in strategic or extensive form provides an understanding of the
structural bounds on play. The strategic form which by the device of
the strategy collapses the finite extensive form into a matrix or one-
shot game suppresses much of the structure, but not as much as the coali-
tional form. The noncooperative equilibrium solution applied to a game
in strategic form may be regarded as a static solution. All move si-
multaneously -- beyond that time plays no role and the path of play is

irrelevant.

3.3. The Infinite Future: Markovian Dynamics

The von Neumann-Morgenstern theory deals with games with a specific
beginning and finite end. The analogy with formal games has already

been noted. If we wish to construct models which appear to be better
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approximations of many societal, political and economic processes we
need to extend the horizon to an indefinite future. The cost of doing
so is to complicate the concept of solution and change the mathematical
requirements.

Two natural classes of model which have been considered are re-
peated games with a stochastic ending or with a discounted payoff. The
repeated matrix game offers experimental possibilities in either of
these forms. An attractive candidate for a solution to a stochastic
game (see Heyman and Sobel, 1984) is an NCE involving strategies which
are only dependent on the current state.

When we consider applications of stochastic games, however, we
must ask what phenomena can be best represented. I suggest that in
virtually all applications there are several important distinctions which
should be made. They are:

Two person: face-to-face

Two person: anaonymous

Two institutions

One individual and an institution

Few individuals: face-to-face

Few individuals: anonymous

Many individuals: anonymous without group identity or affiliation
Many individuals: anonymous with group identity or affiliation

The formal models most amenable to analysis are two-person games
and many-person games. It is hard to justify, except on an ad hoe
basis, the assumption that in situations involving two individuals inter-
acting over time anonymity i1s reasonable and history and personality do
not matter.

Fortunately for the applications of duels and antagonistic games,
the assumptions are justified in general. Furthermore, if we believe
that the assumption of a mass market with no large agent is justified
in economic analysis, then the dynamics of such a market may be studied
as though it were a collection of individuals each facing his own dy-
namic program.

In virtually all other instances history, personality and institu-
tions appear to matter. These cannot be ighored even by the experimenter
using the simplest of matrix games. The players bring their personal-
ities, mindsets, socialization and training with them, and both these
and the initial briefing must be taken into account.

Partially in jest, partially seriously, John Kennedy of the Depart-

ment of Psychology at Princeton noted that given control of the briefing
an experimenter should be able to get virtually any results he wants.
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3.4. The Infinite Past: History Matters

In experimenting with as simple a game as that shown in Table 5,

some individuals acting as Player 1 select the first strategy and others

1 2
1 |21 0,0

Player

2 0,0 1,0

TABLE 5

select the second. Each easily supplies a rationalization; one of the
variety "strategy one is best for me", the other "I think my opponent
may be greedy hence I am safer playing strategy two in order to get some
payoff."

A briefing telling all players that their competitors are greedy
and stubborn appears to influence the outcome.

How are we to control or initialize the initial expectations or
subjective probabilities of players concerning the nature and behavior
of their competitors? One way of doing this is by the initial briefing
and this may involve telling a player that he has taken over from a
previous player while his competitor is still the same. The new player
is then supplied with a history of k .periods of play. For example, one
briefing for the game in Table 5 might be: "During the last 100 periods
(2,2) has been played all the time." Another briefing would be "(1,1)
and (2,2) have been played alternately for as long as we can remember
and (1,1) was played last time."

How far back into history we want to go or need to go appears to be
a matter of understanding the problem and its context. It is not merely
a problem in methodology or mathematics. It is here that revenge, na-
tional pride and other factors regarded as irrelevant, irrational or

uninteresting in an economics-oriented decision theory appear.

3.5« Does Language Matter?

One school of thought has it that a "barking dog never bites" and
"sticks and stones will break my bones but names will never hurt me."
Another school takes threat, slander, innuendo and promises seriously.
Many of the examples in brinksmanship and bargaining used by Schelling
(1960) depend delicately upon words as deeds. Sometimes deeds are best
interpreted as part of the conversation. Someone is shot with a foot
over the border just to convey the message that we mean that we do not

want anyone to cross the border.
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Formal game theory does not provide us with a way to encode speech
and gesture as moves. In a mass market you cannot argue with the tape,
but in a thin market you can argue with the sellers. In a disarmament
conference words and gestures are part of the play.

We do not know how to code language into strategies. But at least
in experimental games we can introduce a limited set of messages as

formal moves. For example, consider the game portrayed in Figure 1.

FIGURE 1

We may interpret the first four moves as messages from Player 2 to
Player 1 concerning what he intends to do if Player 1 selects 1 or 2.
They can be read as:

1 1
If Pl selects 1 then 55 5e

We might also include a fifth alternative in which no message is

if Pl selects 2 then

sent. If we include this then the total number of strategies available
to P, is 5 x (2):LO or 5,120.

Griesmer and Shubik ran a pilot study of a game with this structure
in 1962 but I am not aware of the results of any systematic study of
games with messages.

It must be noted that in a two-person, constant-sum game, language
plays only a psychological role. The only words are deeds. In mass
societies individuals can still send simple signals to large groups by
wearing badges, campaign buttons, concentration camp numbers or uniforms.
Even with large numbers there are many binary interactions between two
individuals who have to find out if they are friend, foe or neutral.

4, THE SOCIAL SCIENCE SHOPPING LIST

In this section a sketch is given of some of the factors we need
to consider when we try to apply strategic analysis to a host of differ-
ent conflict and cooperation scenarios.
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4.1. Historical, Biological, Chronological and Ordinal Time

Cooperative game theory is timeless. This is one of the major rea-
sons why interpreting experiments based on the characteristic function
is so difficult. If negotiations take several hours this expenditure
of effort may influence perceived payoffs.

The finite game in strategic form is timeless. All players have
one (possibly enormously complex) move and all move simultaneously.

The finite game in extensive form has ordinal time. Moves are
sequenced but there is no measure of elapsed time. In essence the game
tree 1s event oriented. Actions and the sequencing of actions count,
not the time involved.

Yet chess championship games have time limits. Furthermore we
frequently wait for decisions to mature or tempers to cool or even for
time to heal wounds and to soften or obliterate some memories.

Repeated games or stochastic games tend to be represented with
a fixed clock. Each period measures some unspecified At and there may
be many periods. When a discount factor is introduced, as is the case
for business games and many economic models, the (usually fixed) time
period is a quarter or a year.

A key factor distinguishing many problems in the behavioral sciences
is the length of time involved in a process. Elapsed time appears to be
related to whether decisions or acts are instinctive, consciously thought
through, unconscious or habit guided. Qualitatively new problems have
been posed by the existence of nuclear missiles, where decisions to loose
mass destruction must be made by a handful of individuals in less time
than most people need to decide to buy a new lawnmower.

The bias of many economists and operations researchers has been
towards decision problems lasting for a relatively short time, say a
few weeks to a few years. In this zone many environmental factors,
habits, customs and laws can be regarded as constant. The decision-
making takes place within the arena of the economy and for the most part
concentrates on conscious decisionmaking.

Decisions to marry, have children, commit suicide, kill, declare
war, found the National Socialist party, go on a hunger strike, move the
tribe westward from the Urals, or die at Massada all may have some ele-
ment of conscious economic decisionmaking to them. But there is more:
the time scale, scope and context of each is significantly different
from the others. The will of a group or a specles or a set of genes to
survive may be measured on an even longer time scale and may depend far
more on instinctive than calculated decisionmaking.

To be more specific, how long does it take to form trust, respect
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and consistent beliefs in individual and international relations? How
long does it take to destroy them and rebuild them? It has been said
that "if your friend betrays you once it is his fault, if he betrays

you twice it is your fault." Is this merely a matter for ordinal time

Bayesian updating or is a more complex process description called for?

4,2, Players and Population

One of the most powerful and useful assumptions in the construction
of game-theoretic models is the assumption of external symmetry. All
personal attributes not specified are assumed to be the same. For many
problems the model of the player without personal attributes acting as
a principal in an institution-free environment may be a reasonable
approximation. But for virtually any political or international stra-
tegic problem the players are fiduciaries acting through bureaucracies.
We use phrases such as "the Russians want" or "the State Department
intends." It is easy to deal with such phrases in rhetoric or in essay
form but it is extremely difficult to produce useful formal models of
the State Department as a player with preferences.

In the literature of operations research we can find titles such
as "Solveable Nuclear Wars" (Dalkey, 1965) cr "The Statistics of Deadly
Quarrels" (Richardson, 1960). The simple model or special statistic
serves to call attention to and provide analysis for a special and pos-
sibly important point. But nuclear wars are not solveable and deadly
exchanges may be grossly misrepresented by body counts. How usefully
we can represent whole nations as actors depends heavily upon the ques-
tion at hand.

The basic distinction concerning individuals is whether they are
acting as principal agents or as fiduciaries for others. But in the
study of strategic behavior the simplification made regarding what con-
stitutes a player 1s critical. Political scientists study "the games
nations play." Are institutions actors or should we model them as games
within games, set in a larger context? At the very least we need to
distinguish the individual, the informal group, the formal group, vari-
ous institutions and nations.

One possible modification to the assumption of external symmetry
among the players is to consider a population with different arrays of
attributes such as hawk or dove. Then, as has been considered in bio-
logical models, we might interpret mixed strategy equilibria as arising
from chance encounters with different behavioral types. The recent
work of Axelrod (1983) is oriented in this way.
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4.3, Preferences

Much has been written about individual preferences. Only three
points are stressed here. The first concerns how to describe preferences
for organizations or institutions if they are to be treated as players.

The second point appears to be of importance both in the context
of political and economic life and in military matters. This is the
distinction between personal risk and risk taken on when acting as an
agent or fiduciary for other people's money and lives. The economic
theory of agency attempts to explain the behavior of agents strictly in
terms of economic organizational structure, which provides the structure
of incentives. Yet the socio-psychological and sociological features
of loyalty, honesty, morals, responsibility, pride and other factors
appear to play an important role in determining the behavior of generals,
civil servants and corporate presidents. The responsibility assumed in
sending troops into battle does not appear to be usefully portrayed
primarily in terms of economic analysis.

The third point is that in my opinion not enough stress has been

laid upon the importance attached to survival in individual preferences.

4.4, Psychological Limits

The survey on decisionmaking and decision theory of Abelson and
Levi (1983) provides a relatively comprehensive coverage of some of the
problems seen by the psychologist in analyzing decisionmaking. These
include limits to memory, limits to calculation, faulty perception and
the importance of problem representation in influencing decisions.

Possibly the most important open question at the core of strategic
analysis is how individuals form subjective probability estimates and
how they update them. The experimental evidence that they do not appear
to use Bayesian updating does not invalidate the logic of Bayes, but
suggests two hypotheses. Individuals may be somewhat less than logical
and could benefit from training. The way individuals often use new in-
formation is not merely to update and modify old information, but to
reorganize their perceptions of the causal structure of the system being
considered.

4.5, Socio-psychological and Other Criteria

In our search for solutions we need to ask what considerations must
be taken into account. How rich must the models be to account for the
phenomena we feel to be of critical significance in a process. For ex-
ample, in much of economic theory evaluation and judgment are taken as

given, or if there are two individuals with equal resources and risk



180

9 HIdYL

asuodsar 3ssq ® UNTIQITmMDbe
A TTTARIS

Ry1TRUTdO/ AOUSTOTIIS
antea

JOTABUSQ JTWTT
RYTTTIN TBUTPIEO / TRUTPIO
AyToutauoo
SOATIBUISN TR JUBASTILIT
uoseal QUSTOTIJNSUT
souaTeaba AuTela90
A1yamifs TBUILIXD
TanaT A3a7es
Axyaunls
gaured Jo souspuadspur
ssouanbrun
saured JO uotun
uoTANTOS TBQOT3 /T80T
uoTjelkIoI sURIy JJoAed
UOTSTOSP JO UTBRUWOP

SILIOU ATRTOoNpTJ

UoOT4TDEIY
sotasn(
wo4sno
KaTefoT

SaNTBA % SULIOU TB}9TO0S

JA%TEU/ 0d8Y
uoTITTaI
Koeaoneaang

WSTIE]TTTU
WSTTEUOTRU
UjTesm
uoTaTsod TeTOOS
QOUSTOSUOD TBTOOS

suLrou  ATeTONpTY

wsTjoTIed
Jamod
£A3o109pT

WSTIe TTTU
WSTTEUCTIBU

JoTTeq TeoTaTTOd

uoT9819do0d
UOT4BUTPIO0D
ButTTRudTS

Junok a0y 8oTITIORS
uoTotdsns
Kassuoy
poaild
snay
2A0T
ey
SBuanax
Anus
SI9U0
J0J WIsouod OTIToads

UOT}BUTULISLSD
AUSWY THLIOD
dousTIadxs

juete)
LWSSSUTaASTO,,
KyTTRUOTIR
20uUs3TTTa9UT
uoTqualye Jo ueds
Axowrau
Butatps % 3uTpoo
aBpa Moy
0TS
Uires
1TaRY
X398
ade
TRATAINS
JOTABUSQ SATAOUTASUT
uotsesTdse
UOTjRATIOU
TOIQUOO-] T3S
SeTq TejuauBpnl
Jeay
WISoUOO-J o8
fMmI3Tque Jo souelaTo)

*Jaad AquTeqIa0un 3 ASTI

souaxayaxd

saTAIadoIg UOTANTOS
TeoTydosoTTyd ® TROTIBWOUIEH

S10408] TBOT30TOTO0S

S109084 TEOTATTOJ

S103084
TeoT30ToU0ASJ-0TO0S

103080
TeOTB0TOUOASy TeNPTATPUT




181

preferences the one who has less uncertainty concerning evaluation will
perform better. Yet the best securities analysts do not appear to be
the.best investors. Perception and calculation do not appear to be the
same as perception, calculation, commitment and decisiveness. Yet even
in economics it is precisely where the numbers are few and the stakes
are high that factors such as the courage of one's convictions count.

It is a monument to the success of economic theory that so much
can be squeezed from the parsimonious assumptions of given preferences,
many rational actors, initial wealth and technology. But it appears
that, in spite of the economic components to society, politics and war,
the parsimony of economic theory is not sufficient to provide good ex-
planations elsewhere.

The informal list presented in Table 6 indicates some of the fac-
tors which are regarded by different social scientists as relevant to
decisionmaking. Many of the words, such as loyalty, hope, faith, are
catchall names for a highly complex set of attributes. Yet when we try
to explain strategic behavior there is some context in which each item
noted is a factor of consequence. Revenge and envy may not enter into
consideration when buying a pound of bacon; but they do when the deci-
sion is made to continue a vendetta.

The shopping list is clearly even larger -- for example, health
and demographic features (such as a species' innate drive to reproduce)
have not been included. The overall psychological concerns on percep-
tion and cognition are only partially covered.

An important constructive use of theory and gaming experiments is
to isolate why and where intuitively important concepts fit into our
models and explanation of behavior. Thus we may take a concept such as
revenge or envy and ask what is the simplest game in which we would be
able to attribute motivation to such factors. It is with this in mind
that I suggest that the very success of much of game-theoretic thought
and experimental gaming may come from their apparent lack of success in
being able to identify a solution of high predictive value for how indi-
viduals will play a one-shot or many-period, two-person matrix game.

There is no paradox and no pessimism to this observation. We have
a language, a methodology and the possibility to perform some experiments
of interest. The noncooperative equilibrium and minimax solutions do
not appear to be particularly useful as predictors in general, even
though they may be quite good in certain contexts. Our problem is to
find better solutions and to justify or explain the influence of differ-
ent contexts.
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4.6. A Caveat on Purposeful Modeling

Good modeling calls for (1) clarity of purpose, (2) parsimony, (3)
relevance and (4) analytical feasibility. Analogy and example can offer
considerable aid in gaining insight. But they can also be devices to
mislead by false analogy and special or pathological example. In the
context of game-theoretic reasoning these dangers are easy to illustrate.
It is well-known among social psychologists that the running of a simple
game with the same mathematical structure in each instance but with dif-
ferent scenarios will lead to different behavior (see the Ph.D thesis
of R. Simon, 1967). It is also clear that whole books and hundreds if
not thousands of articles have been devoted to the Prisoner's Dilemma
game with little discussion of how typical or valuable an experimental
game it is and how generalizable are results obtained from experiments
using 1it.

Experimental games may only reflect a few of the factors in command
and control systems for nuclear weapons. These systems may manifest a
competitive decision structure which is quite different to that in pol-
itical conflict and certainly in competition in mass markets.

Game theory offers abstract models for the study of conflict and
cooperation. But the abstraction sufficient to illustrate mass markets
may not stretch to mass warfare, murder or even to a Potlach. The devel-
opment of solution concepts for context-free games played by hypothet-
ically personality~-free players is a useful exercise in normative game
theory but it is not the only approach. Even at the philosophical level
individuals are at best idealized as machines with some finite capacity,
and hence there are basic problems to be faced in even defining individ-

ual rational behavior.

4.7. Death, Triumph and Disaster

Prior to discussing matrix games, one further basic warning is in
order. When using matrix games even as analogies in the discussion of
topics such as war or diplomacy, or any situation involving high or low
risk and matters of vital importance, the very basis of justification
for assigning expected subjective valuation of outcomes is in question.
Kahneman and Tversky (1973) have suggested a m function for subjective
probabilities which is not well-behaved at the extreme ranges, over-
estimates low probabilities and underestimates high probabilities.

The act of formulating an abstract matrix game and presenting it
to experimental subjects without a detailed discussion of what the ab-

stract von Neumann-Morgenstern expected utilities mean to the players
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hides many of the key problems in understanding the linkages between
psychological socio-psychological and cultural phenomena and the abstrac-
tions of game theory.

5. THE SEARCH FOR MEASURES

The remarks here are confined to games in matrix form played by
individuals acting on their own behalf. Do we have a reasonable theory
as to how they will be played if they are played only once?

The question being asked here is considerably less ambitious than
any of the burning questions concerning military, political or organiza-
tional behavior. As a start it is not even at the level of complexity
of "do Russian, Chinese, English and American students play matrix games
differently?"

There are only a few postulates that can help us to determine the
probable outcome of a game when the noncooperative equilibrium is non-
unique. There have been many attempts to formulate such postulates,
but most of them do not give satisfactory answers. Nash suggested that
the following conditions should be satisfied (1) best response; (2) equal
value; (3) interchangeability of strategies. But we can give simple
examples of games where none of these conditions can be satisfied. We
might add another condition: (4) a probable equilibrium should be selec-—
ted from those NCEs which are nondominated by other NCEs. However, this
condition does not necessarily have any predictive strength. Another
possible condition might be: (5) the other player will select any of his
NCE gstrategies with equal probability. However, this assumption cannot
be justified on socio-psychological grounds. Socio-psychologically, we
can state: (6) in a symmetric two-person game, the only socio-psycholog-
Zeally neutral NCE is a symmetric one. In non-symmetric games, inter-
personal comparisons might be very important, and hence there is a large
difference between the following two assumptions: (7a) cardinal but not
comparable utilities are assumed, T.e. games are left unchanged by linear
trans formations of utility scales; and (7b) cardinal utility scales and
interpersonal comparisons are assumed. Thus, socio-psychological phe-
nomena appear to be quite important, which is strongly supported by the
experimental evidence.

The mathematical and philosophical shopping list for extra criteria
has been summarized in Table 6. A few general observations can be made
on the possible formalization of socio-psychological phenomena. Several
approaches are described in the literature; however, for example,
Harsanyi in his work both on games with incomplete information and his

tracing procedure (see Harsanyi, 1975) as well as in his work with Selten
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on the selection of a unique NCE (see Harsanyi, 1982) is resolutely
non-psychological and non-socio-psychological. Another general point is
that the literature usually stresses conscious individualistic behavior
with little attention to such phenomena as concern for others, compas-
sion, greed, spite and revenge, etc. A possible means of formalizing
some of these aspects would be to average outcome utilities with weight-
ing coefficients interpreted as measures of concern for the welfare of
others. 1In repetitive games, such phenomena as envy and revenge could

also be illustrated and possibly formalized.

6. WHERE TO FROM HERE?

The development of economic game theory, especially for mass markets,
has been to some extent an essay in the study of strategic decisions in
which psychology and socio-psychology are of minimal importance. Much
of the search for solution concepts for n-person games has had a nor-
mative bent based upon the abstraction of the culture-free, personality-
free, society-free, rational individual.

A cogent argument for utilizing this model of the decisionmaker is
that it is analytically easier and better defined than models with lim-
ited capacity and perception. In spite of the rhetorical attractiveness
of Simon's "Satisficing man" there is a Will-o-the-Wisp quality to at-
tempts to produce formal models and to define the meaning of rational
behavior for the decisionmaker as a finite device interacting with other
finite devices. We are forced to raise many of the basic questions posed
in artificial intelligence and must confront the possibility that, as
soon as we postulate individuals who can never know as much as society as
a whole, cultural norms and societal conventions become necessary de-
vices to code into manageable size the vast body of data, information
and knowledge which the single individual cannot master.

My suggestion is that the time is ripe for the development of
context-specific theories of decisionmaking, with stress upon the dis-
tinctions and links between estimates of exogenous and endogenous uncer-
tainty and the actual taking of responsibility for decisions. In partic-
ular, the use of context-free game-theoretic models in the study of
international relations, arms control and other areas for negotiation
must be done with great circumspection. The use of simple analogies
may obliterate or distort or distract from our understanding of the
process at hand.

In parallel with the emphasis upon context, the very pathological
simplicity of the matrix game provides an experimental device for the
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posing of questions and design of experiments not in game theory alone
but also in the array of other behavioral aspects associated with strat-
egic decisionmaking.

I suspect that the way to blend strategic behavior with behavioral
bias is to consider players as managers running idiosyncratic agents who
they do not fully control. The manager is strategic but some of his
agents may be behaviorally limited in their choices.
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GAME AND BARGAINING SOLUTIONS FOR
GROUP DECISION PROBLEMS

Giinter Fandel
Fernuniversitit Hagen, Hagen, FRG

Decision processes in organizations can formally be described as group decision pro-
blems, i.e. as decision problems with several decision makers and different utility
functions. Game and bargaining approaches have to be taken into account as solution
methods. They are characterized by the actual decision rule which describes, or rather
determines, the decision behaviour of the group members. For this rule certain require-

ments are set up, the fulfilment of which gives information, how far the presented ap—

proaches are useful for determining optimal decisions in groups.
1. Introduction

When in the beginning of the fifties SIMON (1952/1953), for the first time,systemati-
cally tried to analyze decisions in organizations with a view to concluding from this
to the necessary quantitative solution instruments, it had rashly been expected that
the formal foundations of an organization theory with respect to business administra-
tion would be created very soon. In view of the developments which have in the mean-
time taken place in the fields of game ard bargaining theory, and considering the
knowledge obtained fram the theory of multiple criteria decision making it seems rea-
sonable today to make another attempt to find out how far cuantitative econamic con—
cepts of this kind can be used for or contribute to the formulation and solution of
decision problems in organizations, looking at these organizations as groups of inde-
pendent decision makers with different utility functions. Thus, cooperative games with
or without side payments as well as non—cooperative games came into consideration. As
to the application of the theory of bargaining to decision problems in groups, two
qualitatively different procedures have been developed, namely the approaches based
on the game theory and the concessive models of bargaining formulated on the basis of
spontaneous elements of behaviour.

2. Description of the Decision Situations in Groups

For the formal description of group decision problems let

N be the set of the natural numbers,

R be the set of the real numbers,

n €[N] = {1,...,N} be the decision makers - units or persons - in the group,
Ne N and N22,

ACIRN be the set of decision alternatives a = (a1,...,a.N) of the group, and
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UcRY be the set of utility vectors u = (u_l, ...,UN) of the group which develop as

a mapping of A under the individual utility functions u, = un(a) , n€[(N],
of the decision makers, that is to say U = u(a).

In order to aobtain a reasonable econamic and mathematical formulation of the problem
let us further assume that the set of decision alternatives A is convex, bounded and
closed, and that the utility functions u n€(N], are concave, continuous and diffe-
rent from each other, that is to say, un# U, is true for n, n'€[N] and n#n' in parti-
cular. Without loss of generality we further suppose that every decision maker n con-
trols one and only one decision component a of a vector a, where anEZ-\n and acA =

A1><. ><AN, An designates the set of decision alternatives of the n~th decision maker.

Then the group decision problem consists of choosing alternatives a€A or, equi-
valently, in determining utility vectors u€U that the decision makers will regard as
solutions to their decision process. The common decision rule of the group members
determines the choice of such a€A or u€U. This rule can at the same time serve to
characterize the solution approach used. In this comnection, the notion of decision
rule means an operation Q: ]RN -~ ]RN, which for each utility set UCJRN chooses a sub—
set LQSU' and thus for each decision set ACJRN a subset of decision alternatives AQ
with u(AQ) =LQ. L, = {u'ev|u'=Q[u(a) ],acA}can be designated as set of the Q-optimal
solutions to the group decision problem.

For practical reasons the solution Lb of the decision prablem is to fulfil the fol-
lowing requirements:

(A1) LQ # @,
that is to say, there must exist at least one solution to each decision problem.

(A2) LQ c U,

that is to say, only such utility vectors will be suitable for solutions which can
be cbtained by corresponding feasible decision alternatives.

Designate M(U): ={u€U|uZE} , where the utility vector U indicates the utility level

u, =maxminu (a,a), a, = (ags-..
3 4

which the individual decision makers can at least obtain within the group, then let

Ian_1l an+1l"'laN)l (anlan)EA and l’lE[N]

(a3) LQ c M(U).
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Thus postulate (A3) requires the solutions to be individually rational (LUCE/RAIFFA
1958, pp. 192/193).
Let P(U) = {u€U|w>wweU =>w=u} be the set of all Pareto-optimal utility vectors of

U. Then, the solution is to satisfy the condition

(ad) LQ c P(U),

that is to say, consider efficient results only.

(A5) LQ is a one-element set

insures the uniqueness of the solution.

The conditions (A1) - (A5) allow a camment on the quality of the solution proposals
still to be presented, that means, a camment with respect to their contribution to the
optimal decision in organizations. In this connection, existence, feasibility and in-
dividual rationality of the solution are quite cbvious postulates derived from plausi-
bility assumptions. Fram the econamic point of view the requirement of Pareto—opti-
mality corresponds to the use of synergic effects which can emerge in groups due to
the joint effort of several members. Under the conditions (A1) - (A4) the necessity
of a unique solution results fram the following fact: If there exist several Pareto—
optimal solutions then some decision makers will profit more fram one result vector
than fram another, and vice versa, so that with interests conflicting, a final solu-
tion to the decision problem has not yet been found. Furthermore, uniqueness is ne—
cessary for a stable or equilibrated decision behavicur of the persons inwvolved
(HARSANYI 1963, p.219; FRIEIMAN 1971, p.7).

3. Organization-theoretic Notions of Solution

The organization~theoretic notions of solution which have been historically developed
in the literature are attributable to the effort to restrict the utility set U already
ex ante by eliminating cbviously bad result vectors, without at the same time deter-

mining unique solutions or even definitely establishing the decision rule of the orga-

a) SIMIN (1952/53, p.42ff.) designates the set
Ly = V() = {ueu|u(a)>u, acA}

as viable solutions.
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Here L_ln, n€[N], indicates the utility of the n-th decision maker, which he can also
abtain without being a member of the organization, for example by joining another or-
ganization. The decisions made by the organization must yield at least these utility
levels in order to insure the existence of the organization. The fulfilment of the
postulates (A1) - (A5) by the viable solutions is dependent on the special location
of u and is realized if and only if u€P(U) holds, hence is located on the efficient
border of U. Generally, however, the viable solutions, if they exist, will be neither
Pareto-optimal nor unique so that, as a rule, this notion of solution is not suffi-
cient for determining an optimal decision in the organization. The solutions which
will be considered in the following are always assumed to be viable.

b) The Pareto-optimal solutions result fram

LQ =P(U),
hence are described by the efficient border of the utility set U. Unless for special
problem structures this border consists of one point only, the Pareto—optimal solu—
tions will violate the postulate of uniqueness (A5), and, as a rule, not definitely

solve the organizational decision problem.

c) By individually maximal solutions SIMON (1952/53, p.42ff.) understands

N
L, = 1(V) =ni1 I,(U) with I (U) = {ueU|u, =1:a€§ u (@)} , ne[N],

that is, they comprise all result vectors which imply a maximal utility for one de—
cision maker. Evidently, the individually maximal solutions need not be Pareto—opti-
mal, that is to say, the notion of solution underlying I(U) is generally incampa-
tible with postulate (A4). Furthermore, with interests of the organization members
conflicting, I(U) normally is not a cne-element set, so that in this case also the
uniqueness postulate (A5) is violated. Thus, I(U) is not generally acceptable as a
solution to the organizational decision problem.

d) A solution may be called organizationally maximal if

= {G=u(a), afA} with O =max u_(a) for all n€[N],
N B

L

Q
that is to say, if there exist decision alternatives which maximize the utility of all
organization memberssimiltanecusly. The existence of such a solution is very strongly
dependent on the particular problem structure and, therefore, cannot generally be
assumed, so that (A1) need not be fulfilled. If, however, there exists an organizatio—
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nally maximal solution, then it fulfils all postulates (A1) — (A5). But in this
case, analogous to a perfect solution (GEOFFRION 1965, p.2) in decision situations
with multiple objectives, there no longer exists an organizational decision problem.

The properties of the organization—theoretic notions of solution dealt with are some—
times unsatisfactory with respect to the requirements (A1) - (A5), which can mainly

be ascribed to the fact that they largely dispense with the formulation of a decision
behaviour cammon to all organization members. Approaches taking this requirement into
account in different ways will be discussed more thoroughly in the following section.

4. Game—- and Bargaining—theoretic Contributions to the Solving of Organizational

Decision Problems

4.1 Game-theoretic Solution Approaches

a) For two—person cooperative games without side payments NASH (1953, p.136ff.) has
indicated an axiamatically founded solution which can be extended to N persons and
is then characterized as follows:
* N * N
Ly = (Werlm (u-t) =max T [un(a)—tn], teu}.
n=1 acA n=1
In this expression t€U designates a disagreement vector - which is not Pareto-optimal -
from the interior of U; t may be given definitely by the rules of the game, ar be de-
terminable by threat strategies (HARSANYI 1963, p.195ff.) of the players. The optimal
solutions u' are then characterized by the fact that they maximize the product of all
utility increases with respect to the disagreement vector t€U for the decision makers
involved. Obviously, this so-called cooperative NASH solution satisfies the require-
ments (A1) and (A2), as well as postulate (A3) after the construction of t. On account
of the strictly monotonically increasing and strictly convex goal precept which follows
fraom the underlying axicms, the u* are Pareto-optimal and with the possible unique
choice of the disagreement vector t€U also unique, that is to say, they satisfy the
conditions (A4) and (AS5). Thus, as a whole, the cooperative NASH concept is well sui-
table for solving group decision problems. Furthermore, it has the properties which
are desirable for utility-theoretic considerations, that the solution u" is invariant
with respect to linear utility transformations, symmetric with respect to the decision
makers and independent of irrelevant decision alternatives.

b) For solving of N-person cooperative gameswith side payments and transferable utilities
SHAPLEY (1953) has formulatedthe value ¢(v) of a game. Being defined onthe characteristic
function v which describes the game it assigns the payoff €, (v) to each of the decision
makers ne[N] at the end of the game. In this connection v:P[N]-IR is a mapping of the
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power set of [N] into the real mumbers, and for each coalition S, Sep[N] or EEﬁ,
v(S8) indicates the cammon payoff under transferable utilities, which it can cbtain
by the maximin strategy at the expense of the coalition N-S of the other players:

v(8)=max min_ Z u (aS,aN_S) , for all §Sﬁ, a=(as,aN—S) €A; 1)
§ N8 ‘= T
a a nes

N designates the coalition consisting of all group decision makers. Because of the

axiomatic requirements which, according to SHAPLEY, the mathematical structure of ¢
has to satisfy it can be shown that there exists a unique function ¢ describing the
value of the game for each player nc[N] and reading as follows:

(8-1) 1 (N-5) !
2, —

ScN N!

¢, (v) = [v(S)-v(§-{n})], ne[N], sS=§SII and N= NI (2)
The solution corresponding to the SHAPLEY value can be formally represented as fol-
lows:

LQ = {u*EUlu*=q: v)}.
With regard to expression (1) existence and uniqueness of the solution u* follow di-
rectly fram formula (2). Pareto-optimality of u* is guaranteed by the axiomatic con—
struction of ¢, since the maximal payoff which can be jointly obtained for all players
will be distributed fully to them due to the solution vector u*, that is to say,
¥ u: =v([l) holds. u* continues to be individually rational since the function ¢
sngg:isfies the conditions (pn(v)Zv({n}) for all ne[N]. The feasibility of u* is ascri-
bable to the classification of the considered game by admitted side payments and
transferable utilities, since the utility set is then characterized by
N -
U= {ul n; u (i)} (3)
and u* €U holds because of Pareto-optimality. Thus, in case of a possible equivalent
mapping of the group decisicn problem by the game situation discussed here, all requi-
rements (A1) - (A5) far its solution are satisfied, so that in this sense the SHAPLEY
value can serve as a concept of solution. Its workability in real cases, however, is
questionable due to the fact that it can only be used for solving games with trans-
ferable utilities in which side payments take place. Under practical aspects these
assumptions are critical and clearly limit the efficiency of the SHAPIEY value with
respect to the solution of decision problems in organizations.

c) SHAPLEY himself has indicated a way which allows the extension of his solution
idea to cooperative games without side payments; thus it is made more attractive
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for the application to organizational decision problems. As cpposed to the concept of
value of the game this proposal is referred to as evaluation of a game (SHAPLEY 1964;
SHAPLEY/SHUBIK 1969). The starting point for deriving the SHAPLEY evalution once more
is the characteristic function v which, however, is now given by the mapping v:
P[N]-*]RS, SE[N], since there are no side payments. It assigns to each coalition ScN
a subset v(§)cms, S= SN, of feasible payoff vectors. The sets V(S) are subsets of
the utility set Uw(ﬁ)cmN, that is to say, v(§)§v(ﬁ) for all §gﬁ; they are assumed
to be convex, closed and nonempty. Its vectars u'= (un)n€§Ev(§) result fram the pro-
jection of corresponding u€U into ]RS, and consequently contain just as many campo—
nents as there are members in the coalition S. In order to extend the SHAPLEY appro-
ach represented in b) to game situations of this kind the following procedure is taken
for determining the SHAPLEY evaluation:

1. By rescaling the utility functions of the decision makers by a vector
A=(h e 020, MO, (4)

the utility set U=v(N)of the cooperative game without side payments will be
transformed into the utility set U'=v' (Ny={u' lu'=()\1u1,.. .,ANuN)=:>)\, u<, u€u)
of another cooperative game without side payments, where

u'S= >>\S,us<,uSEv(§)}, ScN and AS=(0 )

n n€§ (5)

v' B =tu'S
holds.

2. The cooperative game without side payments with the transformed characteristic
function v' is now treated as a corresponding cooperative game with side pay-
ments and transferable utilities. The latter then possesses the characteristic
function v"(S).

3. On the basis of v" campute the SHAPLEY value

o (v")=u (6)

according to (2).

4. If now UEU'=v' (N) holds, that is to say, if there exists a u*€U=v(ﬁ) with the
property

e(v")== >A,u<, (7

then 1 ~ and consequently u* - can be obtained also without drawing on side pay-
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ments. u €U which, after rescaling the utility functions, corresponds to WeU'
on returning to the ariginal cooperative game without side payments is to
be regarded as the solution of this game, that is to say, let

Lo = (u'eur >a,u'< = o).
A-u* is referred to by SHAPLEY as the evaluation of a game if and only if A
and u* satisfy the requirements (4) and (7).

The SHAPIEY evaluation A-u' fulfils the existence postulate (A1) for any finite N-
person cooperative game without side payments (SHAPIEY 1964); according to its con-
struction the appropriate solution vector u" will then also cbey the requirements
(A2) - (Ad). As opposed to the SHAPIEY value, in this case the uniqueness is depen-—
dent on the possible unique choice of the scaling wvector A, so that the fulfilment
of (A5) cannot generally be insured. Precisely this deficiency, however, gives rise
to the strongest objections as regards the practical use of the SHAPLEY evaluation
for solving organizational decision problems. An additional difficulty is the fact
that the relative utility positions of the decision makers shift in the solution
vector u- when the relative utility weights are changed by the choice of A (FANDEL
1979, p.52). Therefore, in higher-dimensional problems it is hardly any longer pos—
sible to predict in which way solution u" will behave in case of variation of A if
there exist several evaluations A-u" for a cooperative game without side payments.

d) Extending the minimax criterion developed for two—person zerosum games NASH (1951)

designates the set of equilibrium decisions a*in cammon N~person non-cooperative games
as their solution. This socalled non—-cooperative NASH solution formally reads as fol-

lows for the considered group decision situation

Ib=(u*€U|u*=u(a*), ae, and u_(a")=max u (a_,a’) for all ne(Nl}.
n n'n’n
a €A
n-n

NASH has shown that each non—cooperative game of this kind possesses at least one
equilibrium vectar a"€A. Such equilibria are at the same time feasible and individu-
ally rational. As opposed to these positive statements with respect to the postulates
(1) - (A3) the requirements (Ad) of Pareto-optimality and (AS) of uniqueness cannot
normally be insured for the non-cocperative equilibria (LUCE/RAIFFA 1958, p.106ff.;
SHUBIK 1960) . Therefore, the non-cooperative NASH concept cannot generally be conside-
red to be a satisfactory approach to the solution of group decision problems.

e) In order to care from nonefficient equilibria in non—cooperative games to such

equilibria with Pareto—optimal utility vectors FRIEDMAN (1971) starts fram the for-
mulation of a supergame consisting in the infinite periodical repetition of a given
normal game. To deal with it, a new class of non—cooperative supergame equilibria is
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introduced by definition, first assuming that the normal game possesses only a (non-
eff icient) equilibrium c€A. In this connection for each decision maker n€[N] a super-
game strategy al_'1 on the basis of a decision vector a'€A which strictly daminates the
normal equilibrium c with respect to the utility - that is to say, for which u(a')
>>u(c) holds - may be constructed as follows:

" 3 —a 1
cn—(am,anz,...,ant,...) with am—an,
a', ifa , =a', , n#gn', t=1,...,t-1, t>1,
n n't n
a,= (8)
c_ otherwise.
n
L)
Allowing (8), the supergame stategy ?'=a',a',...) represents a noncooperative equi-
librium if it fulfils the condition
i oF 1w ansu (3,0 )+Zm: oF 1 4 () for all neN] (9)
& n n n' n’"n & n n .

@ designates the discount rate of the decision maker n; it is constant for all peri-

ods t. un(a_lr'l,bn)qnax(un(a_lx'l,an) IanEAn}, ne(N], indicates the maximal yield which he can
achieve at the expense of all otherplayers by deviating once fram a'. Since condition

(9) after splitting, applying the sum formula and regrouping, is equivalent to

u, (@")>u @+ (1-a ) [, &},b)-u ()] 2 (@"), neln], (10)

the class of the non-cooperative supergame equilibria can now be described in the uti-
)

lity space by the following set Ug cU:

Ug'=(ueUIu(a')>>u+(a') and u(a')>>u(c), a'ea}. (11)
If (10) is transformed into (12)

:—an [un(a')-un(C)]>un(5l'1,bn)—un(a'), ne[N], (12)

it can be seen that the supergame strategy oa=(a,a,... ), resulting fram the infinite
repetition of a strategy a€A of the normal game daminating the equilibrium c belongs
to Ug', if for each decision maker the single net gain obtainable by deviating fram
a - right hand side of the inequation (12) - is smaller than the cash value of the
permanent utility losses to be expected on account of the reaction of the partners -
left hand side of the inequation (12). According to (8) any other supergame strategy

. . > [ "_
o for player n is weakly daminated either by on—(an1 'an2"") or on—(bn,cn,cn,...) .

*
Now, in order to particularly mark a Pareto—optimal ¢® in the sense of (8) as solu-

tion among the equilibria of the supergame, FRIEDMAN proposes that the temptation to
deviate fram a© is to be equally large for all players, that means

LQ=(u*eU|u*=u(a*)EP(Ug') and vn(a*)=vn,(a*) for all n, n'€{N]} .
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The temptation to deviate vn(a*) is defined by:

- *
. un(an,bn) -u, (@)

vn(a ) =

, n€[N]. (13)

u (a")-u_(c)

The existence of such a decision alternative a' is not generally guaranteed since the
set Ug' - and thus also LQ - can became empty according to condition (10) in case of
small discount rates (that is high time preferences) of the decision makers. For suf-
ficiently high discount rates, however, the fulfilment of postulate (A1) can be in-
sured. In this case a" will also satisfy the requirements (A2) -~ (aA4). The uniqueness
of the solution, however, cannot be guaranteed at the same time (FRIEDMAN 1971, p.

8 ff.), which means that on account of a possible violation of (A5) the FRIEDMAN
concept can be used for solving the group decision problem in special cases only.

4,2 Bargaining-theoretic Solution Approaches

a) The N-person bargaining model developed by HARSANYI (1963) is based on the idea to
generalize the cooperative NASH solution (NASH 1950 and 1953) which has been concei-
ved for two-person decisions. As opposed to the determination of solution described
in 4.1 a) the N-person decision in the HARSANYI model, however, must first be de~
canposed into a set of two-person subgames between all possible pairs n and n' fram
[N] according to the mathematical concept of the theory of bargaining. Allowing for
their interdependence the resulting subgame will then have to be formulated so mutu-
ally consistently with respect to the partial conditions of solution that subsequently,
the total solution of the group decision problem can be camposed of them in the form
of an equilibrium strictly taking two-person subgames as a basis.

Let the function f(u)=0 describe the efficient border P(U) of the utility set U in
parametric form, and let it be differentiable. With the analytic properties of the
cooperative NASH solution for the two-person decision problem the optimal total solu-
tion to the general N-person bargaining problem

L =(u*EUlu*=uN}
Q
which in the HARSANYI model has successively been composed of the solutions to two-

party subgames can then be characterized by the following system of necessary condi-
tions (HARSANYI 1963, pp. 214/215):

f)=o ; (14.1)
=f (uﬁ)=8f/8 Iuﬁ- eN; 14.2)

S th U, 47 neN; (14.

s =0 =10 - _ v_ .

uf‘=un(aS , aS ); neS, SN, S =N-S; (14.3)

5_ s—r+1 R =, T.T = 5

t=e (K1) u_; ne€S; ScN, s=1SIl >, =R, (14.4)
ReS n !

ner
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c (

N
n n

N _N e
)—cn, (un. tn.) for all n,n'eN; (14.5)

S
L. nun_ = Sn'tn

nes 'es!

=0 =0 = =0
=)._c 2 (@ aS )= Z_ S (@ ,as )
nes n'es’

I e at - = - r]

mex _ min (2 cu(aSaS)- L e, @,a8)], 5, B, B=x_aj

1 ] [} L
a EAS aS EAS nes n'es nes

S S .8 =

subject to: cy ( n)—ck(u.k—tk), n, keES; (14.6)

s' 8' ,
Cpt (un.-tn.)=cl(u —t ), n', 1§

Conditions (14.1), (14.2), (14.5) and {14.6) are expressive of the fact that for a
consistent construction of the bargaining result according to the cooperative NASH
concept, the criteria of optimality of the total solution must be of prime importance
for all two-person or two-party subgames, too. According to (14.3) the utility of the
decision make er n in 1_:he coalition S is dependent on the choice of optimal threat
strategies aS and asl by the two coalitions S and S . When he joins this coalition
his disagreement payoff, however, according to (14.4) will consist of the cumulated
utility increases achieved by him in all subcoalitions ReS of which he was a member

previously.

The optimal solution uN of the problem (14.1) - (14.6) which, in its formulation,
tries to make the most perfect use of the NASH axiams for two—person cooperative
games with respect to the theory of bargaining in general, fulfils the requirements
(a1) - (a4). Difficulties, however, in unrestrictedly accepting u*=uN as optimal
solution to the organizational decision problem may arise from the fact that the
disagreement payoffs are variable on account of threat strategies, so that the solu-
tion W need not necessarily be unique. This violation of (A5) is, however, avoid-

able by uniquely presetting ti.

Other bargaining-theoretic approaches on the basis of the cooperative NASH concept

have been formulated by LEMAIRE (1973), MIYASAWA (1964) and ISBELL (1960). Further

game—-theoretically founded solution proposals with regard to the bargaining problem
which start out from systems of axioms different from those of NASH may be found in
KRELLE (1975).

b) As an alternative to such game-theoretically founded approaches of the theory of
bargaining CONTINI and ZIONTS (1968) have conceived a concessive bargaining model
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in which the solution to the group decision prablem is simultaneously determined by
agreement of all group members. This agreement is reached under threat of an imposed
solution y€U by means of a process of concession which is continucus with respect to
time and leads to the solution

LQ=(u*€UIu*Zz (t)>y}.

Here z(t) designates the decision makers' aspiration levels at time t, declining in
the course of the process of concession. At the beginning let z(0)=0, that is to say,
let the aspiration levels tally with the individual utility maxima of the group at
time t=0. The concession behaviour of the decision makers which is achieved by the

threat of an imposed solution is described by the following system of conditions:

k_ (t)<o, if LQ=¢ and z_(£)>y .
dzn(t)/dt= ne[N]. (15)

0 otherwise,

Consequently, every decision maker is ready to make concessions only as long as no
feasible solution has been found and his aspiration level remains above the payoff
which would be yielded to him in case of the imposed solution. If one of the condi-
tions does no longer apply, then the concession rate kn(t) will become equal to zero.

In order to insure according to the postulate (A1) the existence of a solution, that
is to say LQ#¢, the functions kn(t) are subjected to the following additional suffi-
cient conditions that for every kn(t) there exists a t;}, Ostr'1<m, with
tl
n
—o/ k,(t)dr=d -y , n€[N]. (16)

Thus, even if the condition LQ=¢ in (15) is neglected the concession path z(t) for

a finite t'=max {tl'linE[N]} would at any rate have at least to lead to the imposed sol-
ution y€U as stationary solution. With the existence the feasibility requirement (A2)
is at the same time fulfilled by the solution u*. The individual rationality (postu-
late (A3)) of u*, however, is not automatically given; it is rather dependent on the
clever choice of the imposed solution y. Sufficient for the guarantee of individually
rational solutions is yzﬁ. Pareto-optimality and uniqueness of the solution u*, as
well, cannot generally be insured without additional conditions. CONTINI and ZIONTS
have shown that (A4) and (A5) are fulfilled if the utility set is strictly convex. It
is also sufficient if for the location of the imposed solution y€U n(y)NR(U)<P(U)
holds with n(y)={uE]RN1uZy} and R{U) as border of the utility set U (FANDEL 1979, p.
115).

It is evident that the concessive bargaining model developed by CONTINI and ZIONTS can be
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used for solving the group decision problem on certain additional conditions only, the
existence of which must always be separately examined. Nevertheless, this concept
with its spontanecus elements of behaviour - expressed in concession rates - may by
all means be regarded as a practice—oriented altermative to the axiamatically fourded
solution approaches. The question, howeve