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ESTIMATING THE SENSITIVITY OF NATURAL ECOSYSTEMS AND
AGRICULTURE TO CLIMATIC CHANGE — GUEST EDITORIAL

Two obvious and fundamental weaknesses generally accompany any assessment
of the impact of possible future climatic changes on ecosystems and society.
Firstly, we have inaccurate information on their present-day sensitivity to
climatic variability. Secondly, we are uncertain what changes of climate will
occur in the future. This is particularly true when we try to estimate the possi-
ble effects of increased atmospheric CO,, because both the general circulation
models and most impact models (e.g. crop—weather models) treat the CO, per-
turbation as a ‘step-like’ event rather than as a transient process. Thus, in the
GCM, the increase in COy concentration is modeled as an abrupt change from
one concentration to another, not as a gradual change through time; and most
impact models treat the predicted climatic anomalies as sudden changes in the
mean climate rather than as a gradual change in the mean over perhaps several
decades. Yet the biological or economic responses to such an immediate (and
enduring) shock to the system may be very different to responses to slower
change over the longer term.

As a result, some of the crucial questions concerning CO, impacts are not
appropriately addressed: for example, how intrinsically adaeplable are ecosys-
tems and farming systems to different rates of climatic change? Where system
adaptability is inadequate to absorb the climate impact, what can we do to miti-
gate the resulting shocks to the system?

With this caveat, then, we should acknowledge that the papers in this issue
report the results of preliminary experiments. Their emphasis is less on what
the sensitivities or impacts are than on how we can evaluate them more accu-
rately. In performing this task they help elicit a nuinber of general issues in
impact analysis, in addition to their more specific conclusions:

1.  Climatic change as a change in the level of risk

One of the obstacles to active government interest in impact from possible
future climatic change as opposed to present-day climatic variability is its over-
riding concern with the short rather than the long term. In general, the concern
is with impacts from short-term anomalies such as floods, droughts, and cold
spells. This suggests that a useful form in which long-term climatic change can
be expressed for the policy maker is as a change in the frequency of such
anomalies. One advantage of this approach is that the change can be expressed
as a change in the risk of impact. Government programs could then be devised
to accommodate specified tolerable levels of risk, by adjusting activities as
necessary to match the change of risk.

This change in risk can be measured as a change in the probabilify of an
adverse or beneficial event, such as shortfall from some critical level of output
or excess above the expected yield. In agriculture, for example, we might thus
assume that both farmers and, in a sense, individual plants are entrepreneurs
whose activities are based upon the expected return from gambling on ‘good’
years (which allow substantial profits, or substantial seedsetting and seed estab-
lishment) and 'bad’ years (substantial losses, or poor seedsetting and seed

Climatic Change 7 (1985) 1-3. 0165-0009/85/0071—-0001$00.45.
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2 Editorial

establishment). However, spatial changes in temperature or precipitation, which
are often broadly linear (e.g. the rate of change of temperature with elevation
and latitude), have strongly nonlinear aspects when redefined as the probability
of occurrence of a certain anomaly. There may thus be very marked differences
over space in the probability of profit or loss, of viability or nonviability.

If a change in risk is an important consequence of climatic change, we need
to measure the frequencies of selected anomalies under normal climatic condi-
tions and to use these frequencies as a base upon which to superimpose effects
such as CO,-induced warming, volcanic-dust-induced cooling, etc. to obtain
modified frequencies reflecting such events (see Williams, this issue).

2. Climatic change as a change in the frequency of extreme events

The notion of risk as an important measure of climate impact derives in
part from the view that economic and social systems adjust to climatic change
by responding to changes in the frequency of extreme events rather than to
long-term change of the average conditions. If this is correct, then it is not
likely that they would naturally and gradually adapt in pace with slow changes in
climate. Rather, the problem would be how to perceive and adjust to shifts in
the frequency distributions of disruptive climatic events. Thus any policy of
matching technological development to climatic change should focus not only
on the rate of change in mean climatic conditions but also on the change in the
frequency of climatic extremes.

3. Climalic change as a change in the range of oplions

Since, in agriculture at least, climate can reasonably be consirued as a
resource, climatic change can produce benefits or disadvantages that may
require an adjustment to match altered resource levels. One important path of
these impacts is through the range of choice: changes in climate can alter the
range of options that may compete for investment of time, money, and other
resources. Moreover, the perceplion of these changed options is often important
because the timing of investrment - in relation to weather can significantly
influence the return on that investment. For example, the timing of farming
operations (ploughing, sowing, harvesting, etc.) frequently explains much of the
variation in yields from farm to farm at the local level. Changes in climate
might tend to enhance the mismatch between weather and farming operations
because of a lag in management response to changes in, most importantly, the
‘time windows’ for planting and harvesting. For this reason, crop selection is
probably one of the most effective means of response to an adverse climatic
change, for the development of new strains or the introduction of new crops can
serve to keep open these time windows sufficiently to allow adequate yields to be
maintained.

4. Maiching the scales of explanation, process, and pattern

The short-term anomalies emphasized above are merely a part of a large
range of scales over which the Earth’s climate interacts with its ecosystems and
farming systems. Clark points out in this issue that these scales span more than
seven orders of magnitude in both the spatial and temporal domains. The chal-
lenge is ‘to match scales of explanations, processes, and patterns in a realistic



Martin L. Parry 3

and effective way.” Given the mismatch of scales in earlier studies, particularly
by some historians in the 18980s, it is not surprising that the relationships
between climatic change and economic change have been extraordinarily
difficult to clarify.

5. The spatial shift of isopleths or boundaries

An additional theme that is threaded through these papers is the need to be
just as specific about place as about time. To be useful, impact analyses should
be particular about the ecosystems and farming systems and their locations. A
method that enables us to specify areas that can be altered by climatic change
or variability is one that focuses on the shift of limits or margins representing
boundaries between arbitrarily defined classes. The classifications adopted in
this issue include those relating to ecosystem complexes, biomass potential,
agroclimatic resources, levels of agricultural risk, and levels of agricultural pro-
duction. In each case, the authors have considered the spatial shift of these
boundaries for a given change of climate, thus defining areas of possible climate
impact.

These approaches and themes were explored by the authors of this issue in
a workshop at an International Study Conference on The Sensitivity of Ecosys-
tems and Society to Climatic Change) cosponsored by, amongst others, UNEP
and [IASA. The purpose of that meeting was to evaluate the impact of climatic
fluctuations on the sensitive margins of agriculture and of natural terrestrial
ecosystems. The emphasis was on climatic changes that might result from
increases in the amount of carbon dioxide in the atmosphere, but consideration
was also given to past climatic fluctuations, both short- and long-term. Follow-
ing a plenary session, the meeting divided into two parallel workshops, which
considered climate impacts in cold and dry regions, respectively. The following
papers have emerged from the preliminary discussions in the Workshop on Cold
Margins. Deliberations by participants in the workshop, the observations that
emerged, and subsequent recommendations made have been summarized else-
where (Parry and Carter, 1984).

International mstitute for MARTIN L. PARRY
Applied Systems Analysis Guest Editor
A-2361 Laxenburg

Austria

Reference

Parry, M.L. and Carter, T.R. (eds.): 1984, ‘Assessing the Impact of Climatic Change in
Cold Regions’, Summary Report SR-84-1, International Institute for Applied Sys-
tems Analysis, Laxenburg, Austria.
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SCALES OF CLIMATE IMPACTS*

WILLIAM C. CLARK
International mstitute for Applied Systems Analysis, A-2361 Lazenburg, Ausiria

Abstract. Climates, ecosystems, and societies interact over a tremen-
dous range of temporal and spatial scales. Scholarly work on climate
impacts has tended to emphasize different questions, variables, and
modes of explanation depending on the primary scale of interest. Much
of the current debate on cause and effect, vulnerability, marginality,
and the like stems from uncritical or unconscious efforts to transfer
experience, conclusions, and insights across scales. This paper sketches
a perspective from which the relative temporal and spatial dimensions
of climatic, ecological, and social processes can be more clearly per-
ceived, and their potential interactions more critically evaluated. Quan-
titative estimates of a variety of characteristic scales are derived and
compared, leading to specific recommendations for the design of cli-
mate impact studies.

1. Introduction

The interactions of climates, ecosystems, and societies have received increasing
attention from both natural and social scientists in recent years. The coupling
of the Earth’s climate, its geochemistry, and its large-scale biological processes
appears ever more intimate, and is the focus of some of the most exciting
natural science research under way today (e.g. Lovelock, 1979; Bolin and Cook,
1983). Historians are providing increasingly sophisticated assessments of the
past influence of climate on human societies (e.g. Wigley et al., 1981; Rotberg
and Rabb, 1981; Lamb, 1982). Social scientists have begun to address contem-
porary problems of human response to climatic variation, to refine their
research methods, and to produce a number of case studies (e.g. Hewitt, 1983;
Kates et al., 1984). Natural scientists, social scientists, and policy analysts are
increasing their collaboration to analyze how societies’ present and future
activities may significantly alter the basic functions of the biosphere (e.g. World
Conservation Strategy, 1980; Holdgate el al., 1982; National Research Council,
1983). The World Climate Programme recently hosted an unusually successful
conference on the interactions of climates, ecosystems, and societies, and is
supporting an active research program (Parry and Carter, 1984). Other national
and international institutions have mounted their own studies.

The lively debate on interactions among climates, ecosystems, and
societies engendered by all this research is most welcome and necessary. At a
minimum, it provides a middle ground between the past excesses of the climatic
determinists on the one hand, and those who would entirely ignore the interac-
tions of climates and societies on the other. Perhaps not surprisingly, however,

*A longer version of this paper (Clark, 1985), with complete documentation of data sources, was
presented at the Social Science Research Council's Conference on Forecasting in the Social and
Natural Sciences (Boulder, Colorado, June 10—13, 1984).
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6 William C. Clark

the liveliness of the debate has occasionally been more evident than its
effectiveness. Shrill exchanges on whether climatic fluctuation or social organi-
zation is ‘responsible’ for the suffering of peoples and landscapes in drought
zones have obscured the complicated interrelations that characterize such
situations. Case study chronologies and consequences have been transferred
indiscriminately around the globe, with little regard for the special cir-
cumstances of place or the stage of historical development. Studies of long-term
climate impacts have swung belween approaches assuming that no adaptation is
too great for societies or ecosystems to make, and equally unrealistic analyses
that simply impose possible future climates on today’s animal, crop, and human
distributions and tally the resulting disruptions.

In most of these cases the disagreements stem not so much from ignorance
or inadequate scholarship, but rather from the difficulty of establishing useful
perspectives from which to view and order the accumulating range of studies,
methods, data, and theories. The problem is bad enough within the individual
natural and social science disciplines studying interactions among climates,
ecosystems, or societies. It is worse when, as is increasingly the case, the nature
of the investigations requires that disciplines be bridged and that results,
methods, and explanations be exchanged among them. To complement these
individual investigations a parallel effort is needed to develop synoptic perspec-
tives that can help to show (a) how the individual studies relate to each other;
(b) what the case studies of the past can and cannot tell us about the implica-
tions of climate in the future; and (¢) which collections of human activities, eco-
logical processes, and climatic variations need to be considered together if we
are to achieve balanced, realistic assessments of future prospects. My goal in
this paper is to sketch the foundations of one such perspective.*

2. The Significance of Relative Scale

One perspective that has proven useful in related fields is suggested by Figure 1,
drawn from Professor M. Chisholm's 1980 Presidential Address to the Institute of
British Geographers.** Chisholm advanced this framework of spatial and tem-
poral scales in the context of continuing debates on the problems of economic
development, particularly the causes and implications of different rates and
patterns of development exhibited by different societies at different times. He
quoted Fernand Braudel, a leading figure in the French Annales school, to note
that scholars taking an historical approach to social analysis had predictably
been sensitive to the time dimension: ‘Distinctions will have to be made between
long-term movements and sudden growths, the latter being related to their
immediate sources, the former to a long-term span’ (Braudel, 1972, p. 21). Spa-
tial distinctions, on the other hand, were seen by Chisholm to have been more
rigorously attended to in the ahistorical analyses of economists and geogra-
phers. He cited a classic paper of Haggett (1964) to illustrate ‘a theme long

*An excellent complementary perspective for the analysis of climate sensitivity is provided by
Maunder (1984).

**Neither [ nor Chisholm is the first to apply space or time perspectives to the sorts of issues ad-
dressed here. My purpose is not to reinvent basic concepts, but to explore what can be learned
from comparison of consistently defined and quantified characteristic scales across traditionally
separate disciplines.
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Fig. 1. The relationship of time, space, and explanatory system (redrawn from
Chisholm, 1980).

familiar to geographers, namely that as the geographical scale of study varies so
does the spectrum of causal factors deemed relevant and also the specification
of the explanatory model’ (Chisholm, 1980, p. 256). Chisholm presented Figure 1
as a juxtaposition of these historical and geographical styles of analysis. He went
on to argue a position vis-A-vis economic development that is relevant to
current debates over the interactions of climates, ecosystems, and societies:

Much of the apparent conflict of testimony arises from the fact that scholars have been
working in different parts of the three-dimensional space and, without realizing the
problems of transference, have often attempted to compare unlike situations. Further-
more, there have been some rernarkable oscillations of fashion regarding both the
time-horizon envisaged in the study...and the nature of the geographical area of con-

cern... (Chisholm, 1980, pp. 256—257).

Chisholm’s scale perspective parallels a long tradition of similar thinking in the
natural sciences, where explicit attention to scale has shed useful light on sub-
jects ranging from ocean physics to the adaptation and evolution of organisms
in changing environments.

In ecology, for example, Hutchinson (1953) has argued that the relative
importance of environmental factors in shaping patterns of population distribu-
tion and abundance should depend on the relation of spatial and temporal scales
of environmental variation to the generation time and ‘ambit’ (typical lifetime
range of movement) of the relevant organisms. This perspective has since been
explored in some depth, both theoretically and empirically (e.g. MacArthur and
Levins, 1967; May, 1976; Southwood, 1976). In general, such studies have shown
that where generation times are short relative to the time scale of environmen-
tal variations, populations tend to track environmental processes. Environmen-
tally ‘bad’ times reduce the population, but the return of favorable conditions is
effectively exploited through rapid population growth. In such situations, the
patterns of population distribution and abundance tend to be shaped more by
environmental and reproductive processes and less by interactive processes
among species.
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Conversely, where generation times are long relative to the time scale of
environmental variations, populations tend to experience those fluctuations as
‘noise’. Population patterns thus reflect average environmental conditions.
Relative stability and its various benefits are obtained, though at the cost of
slow population recovery should drastic disruptions occur. Population interac-
tions or social processes thus assume a more important role than environmen-
tal or reproductive ones in determining ecological patterns. When generation
times and the time scales of environmental variations are comparable, these
simple generalizations break down. Complicated relations among environmen-
tal, interactive, social, and other processes then jointly determine observed eco-
logical patterns.

Analogous arguments have been made regarding the significance of relative
spatial scales. A wide range of relevant analyses involving concepts of environ-
mental ‘grain’, ‘patchiness’, and heterogeneity have been advanced by Levins
(1968), May (1976), Steele (1978a), and others over the last twenty years. Sum-
maries of the work may be found in Emlin (1973) and Clark et al. (1978).

The potential of the scale perspective for helping our understanding of the
patterns emerging from interactions of organisms with their environments is
brilliantly illustrated in the review by Haury et al. (1978) of space—time patterns
in marine plankton. Haury el al. use the so-called ‘Stommel Diagram’ to charac-
terize the most significant scales of environmental variability affecting plankton
patterns. Their approach was developed by oceanographer Henry Stommel in the
early 1960s to illustrate the spectral distribution in space and time of environ-
mental variations exhibited by current velocity, sea level, kinetic energy, and
the like in the open ocean (Stommel, 1963). Many technical problems arise in a
literal ‘spectral’ interpretation of the Stommel Diagram.* Nonetheless, the gen-
eral framework has proven extremely useful for the design of efficient sampling
programs and the differentiation of feasible from infeasible research goals
(Stommel, 1965). It has also provided a powerful link between physical oceanog-
raphers’ studies of pattern in marine ‘climatology’ and biological oceanogra-
phers’ studies of marine ecosystems. This link is illustrated in Figure 2, taken
from the paper by Haury el al. The space and time axes are the same as those
introduced by Stommel. The vertical axis, however, plots the amount of varia-
tion in biological activity, rather than physical energy, associated with the
relevant scales. Haury and his co-authors analyze how the physical variation
injected at specific spatial and temporal scales by the ocean's ‘climatology’ (i.e.
the patterns of Stommel’s original diagram) affects the patterns of variation
arising in the biological activities of the ocean’s ecosystems. Studies launched
from a similar perspective, emphasizing the scales of interaction between physi-
cal and biological processes, have become one of the most active and exciting
areas of contemporary oceanography (e.g. Steele, 1978a, 1984; Barnett and
Patzert, 1980). Moreover, this perspective is implicit in the most illuminating
recent analyses of the effects of overall clitnatic change on the oceans’ fisheries
(e.g. Cushing, 1982).

*These problems include limitations of data, ambiguity regarding the proper units for the verti-
cal axis, and what Stommel (1965) called the ‘desperate thing’ of assuming statistical stationari-
ty in physical and biological processes that most certainly do depend on absolute locations in
space and time. The situation is even worse in terrestrial contexts (see Curry and Bannister,
1974; Cliff and Ord, 1975; Granger, 1975; Haggett, 1976).
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Fig: 2. Stommel Diagram of the time and space scales of variability in zooplankton
biomass and contributing physical factors (from Haury et al., 1978). A, ‘micro’ patches;
B, swarms; C, upwelling; D, eddies and rings; E, island effects; F, ‘El Nifio-type' events; G,
small ocean basins; H, biogeographical provinces; I, currents and oceanic fronts
(length); J, currents (width); K, oceanic fronts (width).

In the next section, 1 apply the scale perspective suggested by oceanog-
raphers’ use of the Stommel Diagram to the more general problems involving
interactions among terrestrial ecosystems, societies, and climates.

3. Characteristic Scales of Climatic, Ecological, and Social Phenomena

What are the characteristic scales at which climates, ecosystems, and societies
undergo their most significant variations? A tremnendous literature has been
assembled on specific aspects of this question — a literature that I have neither
the wit nor the space to do justice to here. What 1 have found useful, however, is
to analyze, using consistent quantitative definitions, a sample of empirical scale
data for some of the processes and patterns most frequently addressed in cli-
mate impact studies (e.g. Schelling, 1983; Maunder, 1984). In this exploratory
effort, | have cast my net more broadly than discriminately. I am well aware
that the resulting catch is of variable quality and far from complete. I hope only
that it will provide a stimulus for more systematic efforts to apply a scale per-
spective in quantitative terms across traditional disciplinary boundaries. A
fuller discussion of data sources and interpretations is given in Clark (1985).
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3.1. Sceales of Climatic Experience

Researchers have devoted a great deal of attention over the past couple of
decades to patterns of variation in climate (e.g. National Research Council,
1975; Webb et al., 1985). Nonetheless, a comprehensive characterization of the
scale structure of climatic variations is still a long way off. I will argue below
that such a characterization is badly needed to improve research on climate
impacts. Despite the shortcomings of present data, however, it is possible to ask
how a Stommel Diagram of the Earth's climate might look, should we ever get
around to computing one. Even an approximate answer to this question might
be useful for guiding and interpreting current studies of interactions among cli-
mates, ecosystems, and societies.

For temporal scales of a year or less, the space—time structure of atmo-
spheric phenomena has been reasonably well studied. The results summarized
in Figure 3 are taken from a Stommel-like plot published by Smagorinsky (1974),
supplemented with data from Holton (1972) and Jager (1983). I have added data
from a variety of sources to suggest characteristic scales of several kinds of
longer-term climatic variability that may be involved in significant interactions
with societies and ecosystems. The resulting scale relationships are plotted in
Figures 4 and 5 for subsequent comparison with analogous scales of ecological
and social phenomena.

In each case the characteristic spatial scale is reported as a length L, in
kilometers. L is defined, as appropriate, in terms of the square root of the area
covered by the phenomenon, or its wavelength, or as the shorter dimension of
long, narrow phenomena such as fronts and many drought zones.

The characteristic time scale is reported as T, in years. This scale can be
defined arbitrarily as long as it is defined consistently. Here, I define T as an
‘e-folding time’, the time required for the state of the system to change by a
factor equal to the base of the natural logarithms, e (i.e. about 2.7-fold). How-
ever, some care is necessary to apply this or any other definition consistently
across the wide range of climatic, ecological, and social phenomena compared in
this paper. The methods and conventions used are described in Appendix 1.

In Figure 3, the broad band of atmospheric phenomena running from torna-
does to long waves is meant to be characteristic of the free atmosphere, away
from the boundary layer. Most of the energy contained in these phenomena (the
vertical dimension of the Stommel Diagram) lies at the upper end, associated
with the baroclinic instability and its resulting extratropical cyclones (Smago-
rinsky, 1974, p. 649).

Data on the phenornena having longer time scales are, as already noted,
much less systematic. Patterns of sea surface temperature anomalies, here
‘based on Pacific Ocean data, are closely coupled with atmospheric phenomena,
but with time scales an order of magnitude or so longer (Namias and Cayan,
1981). One particularly important phenomenon that shows up in sea surface
temperature anomalies as well as in atmospheric pressure data is the El Nifio
Southern Oscillation (ENSO). Characteristic scales for a typical ENSO event,
drawn from Philander’s (1983) review, are plotted in Figure 3.

Patterns in rainfall variability are characterized by the North American
Great Plains drought of the 1930s (Warrick, 1980), the Sahel—Sudan drought of
the 1910s (Nicholson, 1982), and a typical regional ‘dry summer’ phenomenon,



Scales of Climate Impacts 11

Day Year 10,000 years

LT T

¥ 1 1 1 .
J I L El Nifio ,' Predicted CO, |~¢— Greatcircle
4 Long waves d . Historical ¢ Pole-equator
Extratropical . warming

cyclones
£ &‘ % Major droughts
% (Sahel, Great Plains)

Pattern of rainfall — <¢&— 100 km
N (North America)
Minor drought -
(UK)
— <¢— km

L (log km)

-¢+—— Acre-edge

1 1 1 1 | 1 1 1 ]g
-5 4 -3 -2 -1 0 1 2 3 4 5

T,(log years)

Fig. 3. Scales of climatic phenomena: characteristic time scales and length scales for
selected events (sources documented in Clark, 1985).

in this case for the United Kingdom in 1976 (Parry and Carter, 1984). I suspect
that other examples could be found to fill the gap that appears in Figure 3
between these extreme forms of drought. Interestingly, however, the gap is not
filled by recent studies (Vines, 1984) of spatial and temporal cohesion in long-
term rainfall records for North America. (An anomaly pattern would be needed
that had a period of 6—8 years and was cohesive over scales of the order of a cou-
ple of hundred kilometers.)

The remaining entries in Figure 3 characterize long-term hemispherical to
global-scale warming trends. As an historical example, I have used the long-term
warming of the Northern Hemisphere that occurred from the mid-nineteenth to
the mid-twentieth century (Jones and Wigley, 1980). A case of particular concern
to students of climate impact is the predicted warming due to anthropogenic
emissions of ‘greenhouse’ gases like carbon dioxide to the atmosphere. The
greenhouse case reported here reflects forecast temperature increases for the
next hundred years based on a recent study by the U.S. National Research Coun-
cil (1983) plus calculations of the time-dependent climate response performed
by Schneider and Thompson (1981) and by Cook (1984). Note that the charac-
teristic scales of the historical and the predicted warming are comparable.
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3.2. Scales of Ecological and Social Frperience

Values of T, characlerizing a wide range of ecological and social processes are
summarized in Figure 4. For ecological processes, I omit physiological and
behavioral events and begin with the ‘intrinsic rate of natural increase’ for
several insects and mammals. These data reflect physiologically maximal rates
of reproduction in an optimal and unlimited environment. Longer time scales
characterize rates of animal population increase under natural conditions, rates
of biomass accumulation in vegetation, rates of soil accumulation through pri-
mary and secondary succession, and the rates at which various tree species
expanded their ranges to current positions following the most recent deglacia-
tion of eastern North America. The characteristic times of these ecological
processes span five orders of magnitude, from weeks to millennia.

T, (log years)
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Fig. 4. Characteristic time scales for climatic, social, and ecological processes {sources
documented in Clark, 1985).
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An analogous treatment is possible for social processes potentially relevant
to the interactions of climates, peoples, and ecosystems. A general conceptual
framework for thinking about the time scales of various human adjustments to
natural hazards has been developed by Burton et al. (1978), who give particular
attention to the short-term behavioral responses of people faced with disruptive
environmental events. In the data summarized in Figure 4, | have tried to com-
plement their work by focusing on some of the longer-time-scale processes that
may be particularly important in the responses of societies to slowly changing
climates.

The fastest social processes plotted reflect the rates at which single-crop
cycles (planting to harvest) and industrial construction projects (plan to opera-
tion) are completed. Five substitution processes are shown next, reflecting the
rates at which societies change from one set of activities to another. These are
based on a series of remarkable papers by Marchetti (Marchetti and Nakicenovic,
1979; Marchetti, 1981, 1983). The figure shows data for substitutions of crop
varieties (e.g. the adoption of high-yield grains in mid-century America and con-
temporary developing countries); of manufacturing processes within industries
(e.g. replacement of open-hearth by electric steel-making); of basic energy
sources (e.g. oil for coal); and of work force structure (e.g. decline of the share
of agriculture in the total work force). Many indices reflecting combinations of
these basic rates are also possible. Illustrated are the results of a particularly
interesting study by Doran and Parsons (1980) in which the rise and fall of vari-
ous nations’ shares of total world political power is given objective quantitative
expression. Figure 4 also shows a more conventional expression of social time
scales: the aggregate annual growth rates of national economies, food produc-
tion, and population (World Bank, 1982).

In summary, substitutions of new agricultural crops or industrial processes
have historically occurred on time scales one to two orders of magnitude
shorter than comparable demographic changes in population or labor force.
Processes dealing with fundamental elements of social structure (e.g. market
shares held by various primary energy sources or by various countries in basic
industrial products) change at intermediate time scales. Marchetti (1981) has
pointed out a tendency of time scales to become shorter, the more recent the
initiation of the process being described.

Characteristic spatial scales are summarized in Figure 5. The world’s con-
tinents, oceans, seas, and major river basins are assigned a ‘characteristic
length’ equal to the square root of their area. Analogous data are presented for
some typical lake drainage basins of the previously glaciated parts of the United
States.

Ecologists traditionally speak in terms of spatial hierarchies, ranging from
the global extent of the biosphere down through biomes, life zones, communi-
ties, associations, and so on. The problem with most of these terms for present
purposes is that they are highly arbitrary. One objective index of spatial scale in
ecology is provided by so-called ‘species—area’ curves, which plot the curnula-
tive number of species (usually within some taxon) encountered as the spatial
scale of sampling is increased. Changing slopes of species—area curves for the
world’s vegetation (C.B. Williams, 1964) and birds (Preston, 1960) show three
distinct spatial scales: ‘within associations’ (1-300m), characterized by (ecolog-
ically) homogeneous environments; ‘between associations’ (300m to continental
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Fig. 5. Characteristic space scales for climatic, social, ecological, and geographical pat-
terns (sources documented in Clark, 1985).

scale), characterized by a continuous gradient of new environments; and
‘between continents’, characterized by major environmental discontinuities
leading to species isolation. The species—area data exhibit no objective scalar
manifestations of the common ecological categories of community, biome,
ecosystem, and the like.

Consider next the characteristic spatial scales of social phenomena. Figure
5 shows the wide range of spatial scales characterizing individual farms
throughout the world, with median values for Asia, Latin America, and the U.S.A.
Individual farms are grouped into crop regions and larger crop zones. These
zones, as commonly defined by the World Bank and the Food and Agriculture
Organization, reflect major agricultural ‘styles’ and ‘cultures’ at least as much
as they indicate the predominance of a particular crop with particular environ-
mental requirements. Figure 5 also presents sizes of the world’'s present nation
states. These range in area over three orders of magnitude, though most are of
the order of one million square kilometers. Together with the continental data
already discussed, the nation-state data indicate the characteristic scales for
much of the world’s political and economic activity.
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4. Scales of Interaction

Even the incomplete dala presented here indicate some rough relationships
between characteristic scales of various ecological and social phenomena, and
the central concerns of scholars studying those phenomena. These relationships
can be visualized in terms of Chisholm's framework of time, space, and explana-
tory system as already suggested in Figure 1. To help illustrate the relation-
ships, | have rearranged some of the data from Figures 4 and 5 in the common
space-by-time format of Figure 6.
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Fig. 8. Scales of social and ecological phenomena: characteristic time scales and space
scales for selected clusters (sources: Figures 4 and 5).

4.1. Clusters of Attention

Turning first to ecological concerns, Figure 6 reflects two distinct space—time
clusters. I have labeled these ‘population ecology’ and ‘geographical ecology’.
The labels are conveniences only and should not be taken too literally. Moreover,
additional subdivisions of ecological concerns would doubtless emerge from a
more complete analysis of relevant data. The important point is that in terres-
trial ecology — as in Chisholm’s social framework and Stommel’'s oceanographic
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framework — scholars working in different parts of the space-by-time field focus
on very different questions and modes of explanation. In particular, ecologists at
the large-scale end of the regions shown in Figure 6 have emphasized environ-
mental influences on global patterns of productivity and speciation when dis-
cussing cliniate. Those at the small-scale end have tended to focus on dynamic
models of anirnal rortality or plant yield reduction, and on factors triggering
pest outbreaks.

The several social structures shown in Figure 6 reflect the more detailed
attention I have given to human pattern and process in this analysis of charac-
teristic scales. Again, the labels are less important than the general indication
of a range of distinctive interests and concerns.

At the center of the space-by-time field is a cluster of ‘local farm activi-
ties’. This is defined by the ‘crop cycle’ and ‘farm size’ data of Figures 4 and 5.
Concerns here focus on basic farm-level decisions about planting and harvest-
ing, on perception of risks, and on individual decisions to adopt innovations.
(Note from Figure 4 the substantial overlap with the characteristic time scales
of a variety of construction projects.)

At the extreme large-scale end of the social spectrum is a cluster of 'global
political/demographic patterns’. This reflects the long time scales that have
characterized shifting international distribution of political and economic
power. At an even more basic level, these patterns are dominated by the slow
tempo of population growth and agricultural labor force transition that charac-
terizes Braudel’s 'long duration’ social transformations.

Merging with the global patterns just discussed, but characterized by gen-
erally smaller and faster scales, is a cluster of ‘national industrial moderniza-
tion'. This is defined by the rates at which nations substitute new basic indus-
trial and energy-producing processes for ones that have become inefficient or
unproductive. Such substitutions can also be observed at both sub- and supra-
national scales. But national characteristics, cultures, and policies often seem
to play the key role in their phasing. Much of the last couple of decades’ work on
technological forecasting and energy policy analysis has focused here.

‘Regional agricultural development’ is characterized by scales that are an
order of magnitude smaller and faster than those of the global
political/demographic patterns. I have defined this last cluster of Figure 6 in
terms of the size of crop regions and zones around the world, and the charac-
teristic rates at which new, higher-yield or higher-profit crop varieties replace
their predecessors in such regions. Concerns al these scales seem heavily
influenced by the writings of development-oriented economists of both market
and Marxist persuasion.*

We are now in a position to compare the scales of social and ecological
phenomena with scales of climatic variation. The overall thrust in the following
section is to apply the concepts of relative scale discussed in Section 2 to the
data developed in Section 3, in order to help identify key relationships that
require attention in the study of interactions among climates, ecosystems, and

*The gap in Figure 6 between the clusters of farm activities and regional agricultural develop-
ment is almost certainly an artifact of my opportunistic data set. I suspect that a variety of
cooperative or market-related patterns and processes would fill it were the relevant data avail-
able. Community-level sociological and microeconomic concerns and, particularly, the work of
spatial geographers would probably characterize the relevant scholarship.
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societies. Figure 7 overlays the scale characterization of climate first presented
in Figure 3 with the scale characterization of social and ecological phenomena
from Figure 6. Certain aspects of the relationships suggested in Figure 7 can be
seen more clearly and at higher resolution by scanning vertically the plots of
time scales presented in Figure 4 and of space scales presented in Figure 5.
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Fig. 7. Scales of interactions among climates, ecosystems, and societies. Stippled areas
and lowercase letters represent climatic phenomena from Figure 3: (a) atmospheric
phenomena, (e) El Nifio, (d) drought, (w) warming. Diagonally shaded areas and upper-
case letters represent social and ecological phenomena from Figure 6: (P) population
ecology, (G) geographical ecology, (L) local farm activities, (R) regional agricultural
development, (N) national industrial modernization, (D) global political/demographic
patterns.

4.2. Interactions from a Temporal Perspeclive

If we study first the temporal domain, several relationships stand out. To begin
with, the ‘violent weather’ that has been the focus of so many studies of
environmental hazard clearly comes and goes on much shorter time scales than
most of the processes reviewed here. Recall that this is intentional. I purposely
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omitted from this study fast social and ecological adjustments of the sort dis-
cussed by Burton et al. (1978) and Ford (1982) on the grounds that these have
been relatively well explored. My work only confirms that, to a first approxima-
tion, scholars interested in the social or ecological impacts of violent weather
events can consider processes such as those listed in Figure 4 as sufficiently
slow to be effectively constant over the time scale of the weather event.

A much different and less obvious relationship holds for the very slow
climatic changes represented in the figures by the historical global warming of
the late nineteenth and early twentieth centuries, and by the future global
warming predicted to result from anthropogenic production of various ‘green-
house’ gases. Relative to such climatic variations, the characteristic time scales
for animal and vegetation biomass accumulation, for the crop growth cycle, and
even for the regional substitution of high-yield crops for traditional ones are
very short. To a first approximation, such ecological and social processes may
thus be expected to keep pace with or track climatic warmings. At any given
time in the warming, other things being equal, biomass and crop production are
therefore likely to be well adapted to prevailing condilions.

This perspective sheds some interesting light on the many recent studies
attempting to analyze agricultural impacts resulting from predicted CO,-
induced climatic changes. Most such studies proceed by imposing an instantane-
ous climatic change on present crops, and then using within-year statistical or
simulation models of crop—weather relations to assess the resultant change in
yields (e.g. Santer, 1985, this issue). But the perspective developed here sug-
gests that this approach, however valuable for assessing the impact of short-
term climatic fluctuation, is largely inappropriate for the analysis of long-term
climatic change. The actual climatic change is likely to occur very slowly rela-
tive to normal rates of crop improvement and replacement. It is therefore not
the crops represented by present yield models that will in fact be responding to
the changed climate, but rather new crops that have been bred and selected
under conditions very close to those they will experience in the field.

This point was made explicitly by Waggoner (1983) in his contribution to the
recent U.S. National Research Council study on Changing Climate. Waggoner
first assessed the likely yield decreases of U.S. crops that would result from the
instantaneous imposition of COg-induced climatic changes expected by the end
of this century. He then showed that such decreases would be small relative to
improvements in yields expected to arise from genetic, husbandry, and techno-
logical changes over comparable time scales. A similar case has beerfargued by
Rosenberg (1982). As Cooper (1982) pointed out, it is important to look carefully
at the particular time scales involved in any given case — some large-scale irri-
gation projects, for example, may have characteristic times comparable to even
long-term climatic changes. In general, however, the time scale relationships
presented here suggest that studies of agricultural responses to long-term
climatic changes should almost certainly concentrate less on yield impacts for
specific crops, and more on basic processes of biological/technological change,
changes of income levels and distribution, and population growth and migration.
The work reported elsewhere in this issue by G.D.V. Williams (1985) on indices of
agricultural potential, and by Oram (1985) on the FAO Agroecological Zones
Project, shows the kinds of practical and informative steps that can be taken.
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Figure 7 also shows clearly that certain ecological processes are
significantly slower than the climatic warming predicted to result from
increased CO,. Large-scale range extensions of trees such as those following the
last Pleistocene deglaciatiqn operated on a time scale of thousands of years,
compared with the hundred years or less characterizing the predicted warming.
Some processes of soil formation are almost as slow. This means that vegeta-
tional range responses would almost certainly fail to keep up with climatic
changes of the sort likely to be associated with a CO; warming. The tree species
— and in some cases the individual trees — present today are by and large the
same ones that will be present during an interval of significant climatic change.
In this case (unlike the case of crop yields) the expected climatic change would
appear as essentially instantaneous relative to the rates of range extension.
Forest productivity models of the sort discussed later in this issue by Kauppi
and Posch (1985) therefore should be able to shed useful light on the impacts of
a COg-induced climatic change. Moreover, efforts to analyze large-scale range
responses of vegetation to a COy-like warming are justified in treating the
warmed climate in equilibrium terms (e.g. in terms of model predictions of
equilibrium climate under a doubled CO, concentration). To a first approxima-
tion, the dynamic interactions of climate with the extending vegetational ranges
can be ignored. This is essentially the approach adopted by Emanuel et al. (1985,
this issue) in their extremely illuminating application of the Holdridge ecologi-
cal classification to analysis of the global ecosystem impacts of a long-term
climatic warming.

An additional insight can be gained from Figures 4 and 7 by focusing on
social processes that operate on time scales comparable to that of a COy-like
global climatic change. Of the processes studied here, the characteristic time
scale of the forecast CO; warming is shared by demographic transformations of
agricultural societies, the market shares of various nations’ principal industrial
commodities, and the relative shares of total energy demand met by particular
fuels. This means that over the same time interval as significant COz-linked
climatic change seems likely to occur, we can expect significant urbanization
and market integration of today’s less developed countries, significant geo-
graphical shifts in the focus of the world’'s economic and political power, and
significant changes in the form and source of the world’s energy base. Any con-
vincing assessment of the impacts of a CO, warming seems obliged to address
such social changes. This is necessary both to evaluate possible responses to or
modifications of the climatic change itself and to establish the pattern of social
changes that will occur independently of climalic warming and thus set the
background against which climatic change will be experienced. Schelling (1983)
has emphasized the importance of such attention to ‘background’ changes in
climate impact studies, and argued that CO; assessments assuming constant
social structures like those of today over the period of forecast climatic warm-
ing are likely to be extremely misleading.

The same approach used above to provide a context for CO, impact studies
can be used to examine the relations among social phenomena, ecological
processes, and shorter-term climatic variations in rainfall like the droughts
represented in Figure 4. Rather than going through the analysis here, I will
leave it to the interested reader. The figures suggest, however, that the social
and ecological time scales relevant to even the longest drought episodes lie well
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below those characterizing the forecast COg-related climatic changes. This
means that even the best climate impact studies of droughts in the North Amer-
ican Great Plains or in the Sahel have had little reason to become concerned
with very long-term processes of political/demographic or national industrial
change.* Such drought studies therefore provide very incomplete guidance for
the analysis of interactions between societies and a COg-induced climatic warm-
ing. Perhaps even more significant, scholars drawn to the study of
climate—society relationships through case work on droughts and shorter-term
climatic variations or anomalies are most likely to think in terms of relatively
short-term perspectives of microeconomics, policy analysis, and sociology. The
long-term perspectives of economic and political history necessary for analysis
of the CO; question have simply not been in the mainstream of recent thinking
on how to study climate—society interactions.

4.3. Interactions from o Spatial Perspective

Several additional, if not particularly surprising, relationships among climates,
ecosystems, and societies are suggested from a comparison across spatial scales
(Figures 5 and 7). In terms of the ecological concepts noted in Section 2, global-
scale, long-term warmings like those discussed earlier are ‘coarse-grain’
climatic fluctuations for all of the social and ecological patterns discussed here.
The warming defines a single global environmental ‘patch’ for all farms, nations,
and continents alike.

At the other extreme, tornadoes can be taken as representative of small-
scale (and fast) episodes of ‘violent weather’. They represent ‘fine-grain’
environmental variation for most of the social and ecological patterns examined
here, namely, continents, nations, crop zones, major river basins, and ecological
groupings above the association level. Generally speaking, a single tornado will
affect only a small portion of such units and not significantly alter their average
properties. Conversely, for a typical ecological association of the sort described
by C.B. Williams or Preston, tornadoes represent ‘coarse-grain’ environmental
fluctuations. In other words, the typical association will be either entirely
encompassed by a tornado or entirely missed by it.

These spatial relationships are more obviously relevant for the design and
interpretation of climate impact studies when larger-scale environmental
fluctuations are examined. Average-size (say 10°km?) droughts, for example,
pose only fine-grain environmental fluctuations for the world as a whole, for
continental masses, or for the largest nations. Global ecological or economic
patterns and even truly national properties (e.g. gross domestic economic pro-
duction) of large nations will be relatively litile affected by such droughts. Con-
versely, however, individual vegetational associations and farms, all but the
largest drainage basins, and small natidns experience droughts as coarse-grain,
all-consuming environmental fluctuations. Important ecological and social prop-
erties at these scales may be greatly perturbed by the occurrence of a drought.

Flohn (1980) has emphasized this importance of a nation's size in deter-
mining its general sensitivity to climatic variations. The same hurricane,

*Many climate studies, of course, have concerned themselves with consequences of such
processes, such as the ‘marginalization’ of developing societies (Garcia, 1981; Hewitt, 1983).
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drought, or heat wave that causes only acute local difficulties for a country the
size of China can affect every person, farm, or forest for a country the size of
Bangladesh. Intranational transfers of people, food, or financial aid may be all
that is necessary to cope with the climatic fluctuations in the large-country
case. In small countries, however, international aid and the obligations it entails
may often be the only recourse. The scale analysis presented here suggests that
nations larger than one million square kilometers or so should be significantly
less vulnerable to a variety of climatic fluctuations than their smaller neigh-
bors. This expectation, as well as the general tendency of vulnerability to
decline with increasing size, is borne out by the data on variability in staple food
production presented by Oram (1985, Table IV) on p. 144 of this issue.* More
explicit attention to the size component of vulnerability would almost certainly
help to clarify the current debate on climate sensitivity and impact.

5. Concluding Remarks

The analysis presented here has illustrated the vast range of scales over which
the Earth’s climate interacts with its ecosystems and societies. These scales
span more than seven orders of magnitude in both the spatial and temporal
dimensions. Climatically, they include such diverse phenomena as the virtually
instantaneous local impacts of tornadoes and century-long trends in globally
averaged temperature. From an ecological perspective, everything from the
behavioral responses of individual organisms to the biogeographical patterns of
speciation is involved. The relevant social phenomena range from the individual
farmer’s planting decisions to global patterns in the development and wealth of
nations.

Each of these scale-defined regimes represents a legitimate focus of
inquiry. But it is probably unrealistic to believe that a single ‘field’ of climate
impact studies will ever evolve that can do full justice to the range of diverse
concerns and perspectives they encompass. This need not be a problem, so long
as participants in debates about the interactions of climates, ecosystems, and
societies concede that causal explanations, variables, and generalizations
relevant to one scale regime are unlikely to be appropriate at others. The chal-
lenge is not to establish the preeminence of any particular scale, but rather to
match scales of explanations, processes, and patterns in a realistic and effective
way.

The most obvious implication of the perspective developed here is that the
choice of which ecological or social processes to include and which to exclude in
climate impact studies should be made with much more explicit attention to
the time and space scales at which the climatic change is expressed. No simple
rule can automatically select the ‘proper’ scale for attention. The elementary
distinctions between fast and slow, big and small that I have employed here have
a certain rough-and-ready utility, but they can also be enormously misleading. A
variety of ecological, climatological, and marine systems are known in which

*The major exceptions in Oram’s data tec this general inverse relation between a nation’s size and
its variability of food production are the anomalously high variabilities for Algeria and Libya.
These two large nations, however, have their agriculture confined to relatively small regions
along their coasts.
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small and rapid fluctuations ‘cascade’ up-scale through nonlinear processes to
alter long-term, large patterns of system behavior. For the same systems, slow
trends in other variables can change conditions in ways that radically alter the
impact and propagation of acute local perturbalions (Steele, 1978b; Lorenz,
1984; Holling, 1985). The continuing debate in historical research over the role
of exceptional individuals or events versus the role of long-term, large-scale
trends has much the same character of possible ‘cross-scale’ influences.

These observations reflect the potential dangers of a simplistic scale-
dependent perspective on climate impacts. But potential dangers do not always
materialize. Unless and until some general theory can be developed and tested,
the greatest need is for careful case studies that distinguish which possible
cross-scale influences are important in a given instance and which can be safely
ignored. Barring indications to the contrary, I believe that a useful first approxi-
mation in the conduct of such studies would be to focus atlention on social or
ecological processes characterized by approximately the same scales as the
climatic change of immediate interest. Other things being equal, processes
occurring on much smaller and faster, or much larger and slower scales than
the climatic change itself are unlikely to interact with it as strongly as those of
comparable scale. Thus, for example, when long-term, large-scale climatic
changes like those associated with greenhouse gases are considered, useful
impact studies mnust seriously address the possible significance of long-term,
large-scale social changes like those associated with demographic transitions,
shifts in the centers of world production of major commodities, and turnovers in
the technologies of basic energy production. Whether such processes would turn
out to dominate the effects of climatic changes resulting from greenhouse gases
can only be determined through careful analysis of particular cases and cir-
cumstances. But a beginning must be made to break away from the current
habit of analyzing the same social and ecological processes, regardless of
whether one is investigating the impact of highland cold-snaps, regional
droughts, or global warming.

One way to encourage progress might be through historical studies of how
selected long-term, large-scale social or ecological processes have altered the
vulnerability of systems to various forms of climatic variability and change. As
one example, we should encourage careful, critical studies of the popular
hypothesis that increasing integration of a country into the world economy
leads to greater vulnerability to climatic change. A related and perhaps contra-
dictory hypothesis posed earlier in this paper, that the size of a nation or free-
trade area bears an inverse relation to its vulnerability to climatic change,
should also be more systematically investigated.

Much greater attention should be paid to the characterization and analysis
of long-term, large-scale social processes that might bear on the human
significance of long-term climatic change. The widely held view that the impacts
of such changes will be felt primarily through changes in the timing and spacing
of extreme climatic events remains largely an assertion backed by little hard
evidence or critical analysis. An equally plausible competing hypothesis, that
the most important determinants of the social impacts of long-term, large-scale
climatic change would be found in the analysis of long-term, large-scale social
processes, has simply not been examined. Especially important candidates for
early consideration would seem to be those processes dealing with biotechnology
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in agriculture, the demographic transition in the less developed countries, and
world-wide migration of population and production centers. The beginnings of a
general framework for addressing such questions have been sketched by Schel-
ling (1983), and deserve further elaboration.

The new kinds of research suggested by a scale perspective on interactions
among climates, ecosystems, and societies are a logical extension to and com-
plement of the work now occupying the climate impacts field. Progress is feasi-
ble even at the present state of knowledge, and new possibilities are almost cer-
tain to open up as initial studies proceed. Infusion of the needed long-term,
large-scale thinking will require that economic historians, demographers, and
some of the more wild-eyed technological optimists be lured into the present
community of climate impact researchers. The resulting cross-fertilization
should add new impetus to what is already one of the most exciting fields of
interdisciplinary scholarship.

Appendix 1 Relation of 7, to Other Characteristic Times

The phrase ‘characteristic time’ has been used in different disciplines to cover a variety
of properties relating to exponential decay rates, frequencies, residence times, dou-
bling times, and the like. All of these characteristic times are related, and all are use-
ful. They are not, however, the same. For the purpose of comparison in this paper, 1
have arbitrarily expressed all temporal scales in terms of an ‘e-folding’ time T,. This is
the ‘natural’ time scale for expressions of exponential growth or decay such as
N; = Noe“t, since the time T, required for an e-fold increase (i.e. N;/ Ng =€) in such a
system is a constant, 1/a. For periodic, logistic, or other forms of system behavior, the
e-folding time varies with system state. To permit meaningful comparisons, 1 therefore
define T, in such cases to be the e-folding time for a change centered on a point halfway
between the system's maximum and minimum values. T, thus equals the time to go
from N, =1/(e + 1) to Ny =e/(e + 1), where the total range of system variation is
scaled between 0 and 1. Conventional definitions of residence times, frequencies, and
such can be expressed as simple multiples of 7, as shown below.

(1) FEzponential growth
Y = yoeat
t =In{y;/yo) - 1/ a;
evaluate for y,/yq = e:

Te=1/a.

() ILinear growth
Y =mi +b
Scale to {y) range of 0 to 1 for relevant period:
t=(y, -b) - 1/m;
evaluate for yp = e/ (e+1), y; = 1/ (e+1):
Te={(ty—t,)=[(e-1)/(e+1)] - 1/m ,or
T, ~0.46-1/m .
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(8)  Periodic cycles
Yy =Ag+ Asin[2nt(1/7) + b ]
Scale to (y) range of 0 to 1 for each cycle:
t =(1/2m[sin"(2y — 1) —b]T;
evaluate for y, = e/ (e+1), y, = 1/{e+1):
T,=(ty—t;)=(1/2m) - 2sin [(e-1)/ (e+1)]r, or
T &8 T

(4) Iogistic growth
y, = K/ (1+e° %)
Scale to (F) range of 0 to 1, where F' = (y;/ K):
t ={n[F/r(1-F)]+c}-1/71;

(a) evaluate for Fiy = e/ (e+l), F; =1/ (e+1):
Te:(tz—t1j=2'1/'r.

(b) evaluate for F, =0.9, F; = 0.1 (this evaluation was used by Mar-
chetti (1983) to calculate his AT):

AT =(t,—t,) =440 -1/7;
T, = 0.45AT .
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CLIMATIC CHANGE AND THE BROAD-SCALE DISTRIBUTION
OF TERRESTRIAL ECOSYSTEM COMPLEXES*

WILLIAM R. EMANUEL, HERMAN H. SHUGART, and MARY P. STEVENSON**

Fnvironmental Sciences Division, Oak Fidge National Laboratory, Oak Ridge, Tennessee
37831, U.SA

Abstract. The broad-scale distribution of terrestrial ecosystem com-
plexes is determined in large part by climate and can be altered by
climatic change due to natural causes or due to human activities such
as’ those leading to increasing atmospheric CO, concentration.
Classifications that recognize the dependence of natural vegetation on
climate provide one means of constructing maps to display the impact
of climatic change on the geography of major vegetation zones. A world
map of the Holdridge Life-Zone Classification, developed from approxi-
mately 8,000 meteorological records, is compared with a Holdridge Map
with average temperature increments simulated by a model of climate
under elevated atmospheric CO, concentration. The largest changes are
indicated at high latitudes, where the simulated temperature increase
is largest and the temperature intervals defining life zones are smallest.
Boreal Forest Zones are replaced by either Cool Temperate Forest or
Cool Temperate Steppe, depending on average precipitation. Changes in
the tropics are smaller; however, in some regions, Subtropical Moist
Forest is replaced by Tropical Dry Forest.

i. Introduction

Relationships between climate and the distribution of terrestrial ecosystem
complexes are important unifying principles in ecology (Eyre, 1963; Walter,
1979). On world maps, the boundaries of the natural vegetation zones, soil types,
and climatic regions roughly coincide (Trewartha, 1968). Plant productivity is
also related to climate, and several investigators have either proposed or empir-
ically calibrated such relationships (Rosenzweig, 1968). Mapping net primary
productivity at the world scale is a main goal in making these derivations (e.g.
Lieth, 1972; Box, 1981). Climate is an important soil-forming factor (Jenny, 1941,
1980), and Post et al. (1982) show a climatic pattern in the organic matter con-
tent of soils. The implication of strong relationships among climate, soils, and
biota, in evidence both locally and globally, is a basis for anticipating substantial
changes in natural terrestrial biomes in response to climatic change.

Almost all systems for classifying climate incorporate relationships
between vegetation distribution and climate. In many instances, the name
applied to a climatic zone is indicative of the natural vegetation associations
expected in regions with that climate. This approach to naming climatic zones
gives insight into natural vegetation distribution. To the extent that the overall
impact of climatic change can be characterized by shifts in the boundaries of
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**Present address: Science Applications Inc., Oak Ridge, Tennessee.
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major vegetation zones, biomes, or life zones, climate-based classifications can
be used to test the sensitivity of vegetation to climatic change at the global
scale.

Holdridge (1947, 1964) proposes a Life-Zone Classification to predict the
vegetation of a region from values of climate indices. In this paper, the Hol-
dridge Life-Zone Classification is used to test the sensitivity of the distribution
of terrestrial ecosystem complexes to a simulated climatic change. Two world
maps of the Holdridge Classification, one derived from meteorological data and
the other with a change in temperature simulated by a general circulation
model of climate under elevated atmospheric CO; concentration, are compared.
From the standpoint of temperature change alone, the substantial differences
between these maps indicate a potentially major impact of increasing atmo-
spheric COy levels.

2. Life-Zone Maps

In this section, the development of world maps of the Holdridge Life-Zone
Classification from meteorological data and for climate simulated under
elevated atmospheric CO; concentration is described.

&2.1. The Holdridge Life-Zone Classification

The Holdridge Life-Zone Classification System is a scheme for relating the char-
acter of natural vegetation associations to climate indices. The features of the
Holdridge Classification are summarized in Figure 1, in which life zones are de- -
picted by a series of hexagons formed by intersecting intervals of climate vari-
ables on logarithmic axes in a triangular coordinate system. Two variables,
average biotemperature and average annual precipitation, uniquely determine a
classification. Average biotemperature is the average temperature over a year,
with the unit temperature values (i.e. daily, weekly, or monthly temperatures)
that are used in computing the average set to 0°C if they are less than or equal
to 0°C.

In the Holdridge Diagram (Figure 1), identical axes for average annual pre-
cipitation form two sides of an equilateral triangle. A logarithmic axis for the
potential evapotranspiration (PET) ratio (eflective humidity) forms the third
side, and an axis for mean annual biotemperature is oriented perpendicular to
its base. By striking equal intervals on these logarithmic axes, hexagons are
formed that designate the Holdridge Life Zones. Each life zone is named to indi-
cate a vegetation association.

The potential evapotranspiration is the amount of water that would be
released to the atmosphere under natural conditions with sufficient but not
excessive water available throughout the growing season. The potential evapo-
transpiration ratio is the quotient of PET and average annual precipitation. Hol-
dridge (1964) assumes, on the basis of studies of several ecosystems, that PETis
proportional to biotemperature (constant of proportionality, 58.93). The PET
ratio in the Holdridge Diagram is therefore dependent on the two primary vari-
ables, annual precipitation and biotemperature.

One additional division in the Holdridge System is based on the occurrence
of killing frost. This division is along a critical temperature line that divides
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hexagons between 12 and 24 °C into Warm Temperate and Subtropical Zones. This
line is adjusted to reflect regional conditions. The complete Holdridge
Classification at this level includes 37 life zones.

Changes in vegetation associations with climate along altitudinal gradients
were an important basis for developing the Holdridge Classification (Holdridge,
1964). Subsequently, Holdridge Life-Zone Maps have been developed for a
number of regions (e.g. eastern and central U.S.A:: Sawyer and Lindsey, 1963;
the Mediterranean borderland: Steila, 1966; Puerto Rico: Ewel and Whitmore,
1973; Utah, U.S.A.: MacMahon and Wieboldt, 1978; Brazil: Tosi, 1983). Holdridge
and co-workers have tested the classification extensively in the tropics.
Although an entirely satisfactory scheme for relating vegetation and climate is
yet to be developed (Spurr and Barnes, 1973), tests of the Holdridge System indi-
cate that many aspects of the natural distribution of vegetation can be mapped
using this classification.

Based on the method of derivation, there are three general categories of
maps that display information about the relationships between natural vegeta-
tion and climate:

(1) maps of climatic zones named to indicate the general character of
their vegetation;

() maps derived from classifications designed to predict natural vegeta-
tion insofar as it is determined by climate;

(3) maps that display natural or potential vegetation with both climatic
factors and other influential factors taken into account.

The Képpen (1931) System is the most widely used climate classification
(e.g. Trewartha, 1968, appendix). There are substantial differences in the
definitions of Holdridge Life Zones and similar Képpen Zones. In large part, these
differences arise because the Koppen Classification differentiates among
climatic zones in cases where associated distinctions in vegetation may not be
clear.

For example, the Koppen Classification indicates a division of the Holdridge
Cool Temperate Forest Zone in North America into climatic subregions based on
average summer temperature. Although this distinction may be appropriate in
describing climate, it does not reflect a particularly obvious subdivision from
the standpoint of vegetation. Perhaps for similar reasons, the east—west transi-
tion from forests to grassland or steppe in North America is not recognized
under the Képpen Classification (e.g. Daubenmire, 1978, figure 55 for com-
parison).

The ‘bioclimatic regions' proposed by Bazilevich et al. (1970) are similar to
the Holdridge Life Zones (Walter, 1979, figure 123), both systems being based on
average temperature and precipitation. However, Bazilevich and co-workers
recognize broader and substantially fewer zones than Holdridge.

Walter (1979) divides the biosphere into nine ‘zonobiomes’ largely based on
climate. Soil characteristics and vegetation associations typical of each zono-
biome are tabulated. Walter uses a standardized climate diagram (Walter and
Lieth, 1960) that graphs monthly average temperature and precipitation on
coincident axes and provides an indication of the duration and intensity of rela-
tively arid seasons. The duration and severity of a cold winter and the possibility
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of late or early frosts are also recorded. In Walter's system, zonobiomes are not
specified by distinct intervals of climate variables as much as by a typical cli-
mate diagram or diagrams.

Several investigators (e.g. Eyre, 1963; Odum, 1971; Schmithisen, 1976;
Kiichler, 1978) have developed maps of natural or potential vegetation that
incorporate the influence not only of climate but of other factors as well. Of
these, Kiichler's maps are perhaps the most widely applied. Many of the criteria
used in the nomenclatures that divide vegetation associations on these maps,
such as the density of trees in a forest category, cannot be realized at all in a
climate-based system.

2.2. World Maps of the Holdridge Classification

A World Holdridge Life-Zone Map based on data from approximately 8,000
meteorological stations worldwide is shown in Figure 2. Meteorolegical data
were assembled from the World Weather Records (e.g. Weather Bureau, 1959) and
the climate atlas by Walter and Lieth (1960). With one exception, the data were
taken with only cursory inspection for outliers. Stations al high elevations in
regions with terrain of generally lower elevation were eliminated.

The instrumental record of climate varies in quality from region to region.
The instrumental data contain numerous inaccuracies and are inconsistent in
terms of the period of record. There are large geographical gaps in the data set.
One aspect of the study reported here is to test the capability of a classification
such as Holdridge’s to map broad vegetation zones, given these difficulties with
meteorological data.

Values of average annual biotemperature and precipitation at each station
were calculated from monthly average data. ‘These values were interpolated to a
uniform 0.5° latitude x 0.5° longitude grid between 80°N and 60°S using a
triangle-based interpolation scheme designed for application on the surface of
the unit sphere (Renka, 1982). Since it is largely covered by ice and few
meteorological records are available, Greenland was not included in the map-
ping. The Holdridge Classification (Figure 1) was applied to the interpolated
values of biotemperature and annual precipitation to generate Figure 2. The
critical temperature line in the Holdridge Classification was adjusted to 21°C, a
value that brings the boundaries of Subtropical Life Zones into agreement with
actual boundaries in several test regions. For mapping at the world scale, the 37
life zones depicted in the Holdridge Classification were combined as indicated in
the key to Figure 2.

The sensitivity of the Holdridge Classification to climatic change is tested
by remapping the Holdridge Life Zones for an alternate climate. Temperature
change was adopted from a simulation experiment reported by Manabe and
Stouffer (1980). These investigators used a general circulation model to test the
sensitivity of climate to a fourfold increase in atmospheric CO; concentration.
Their contour map (Figure 3) showing the world pattern of increase in average
annual temperature was interpolated to the 0.5° grid to be consistent with Fig-
ure 2. Manabe and Stouffer map simulation results for a quadrupling of CO5 con-
centration and indicate that the change in temperature is logarithmically
dependent on the increase in CO; concentration. The simulated temperature
increases for a quadrupling of CO; concentration therefore were divided by two
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to correspond to a doubling in CO, concentration. The resulting pattern of tem-
perature increase shown in Figure 3 was added to the values of biotemperature
derived from meteorological records, and the Holdridge Classification was
remapped under this simulated climatic change (Figure 4). The organization of
Holdridge Life Zones in the map of Figure 4 is identical to that of Figure 2 and
the critical temperature line is the same.

3. Results

Comparison of Figures 2 and 4 shows that large-scale patterns in natural vegeta-
tion appear to be quite sensitive to changes in average temperature that may
result from increasing atmospheric CO, concentration. Table I and the diagrams
in Figure 5 clarify the changes in the relative extenl of major forest types and
biomes indicated in Figures 2 and 4. The extent of the Boreal Forest Zone is
almost zero under elevated CO, climate. In general, Cool Temperate Forest
replaces Wet Boreal Forest, and Cool Temperate Steppe replaces Moist Boreal
Forest. Tundra is replaced by Boreal Desert or, in warmer areas, Temperate
Desert Bush. The character of these shifts at higher latitudes is essentially uni-
form in both hemispheres, and the changes in life-zone classifications are at
most to neighboring life zones in the Holdridge Diagram (Figure 1).

The Cool Temperate Forest Zone becomes interspersed by Warm Temperate
Dry Forest. In Western Europe, the pattern of Cool Temperate and Warm Tem-
perate Forest becomes more complex (Figure 4), with a spatial pattern that is
perhaps finer than the density of meteorological data can support. The simu-
lated increase in average temperature in the equatorial zone is about half that
at higher latitudes (Figure 3), the logarithmic intervals of biotemperature that
define Tropical and Subtropical Holdridge Life Zones are broader than for the
Temperate and Boreal Zones, and thus changes in Tropical Zones are substan-
tially less pronounced than those in colder life zones.

Subtropical Zones extend further into regions previously designated Warm
Temperate. The distinction between these life zones is based on the occurrence
of a killing frost (Figure 1), and changes in this aspect of climate are not sum-
marized in the simulation results as used here (i.e. Figure 3). In South America
and Africa, Subtropical Moist Forest is in many instances replaced by Tropical
Dry Forest. Savanna or drier tropical forest types are in many instances main-
tained by fire (e.g. Richards, 1957), the frequency and intensity of which depend
on precipilation among other factors (e.g. fuel loads, topography) so that the
actual shifts in these life zones may be more complicated.

4. Discussion

Inconsistencies between the climate simulated by general circulation models
and that derived from meteorological data limit the interpretation of the sensi-
tivity test provided by Figures 2 and 4. The spatial resolution of climate models
is substantially coarser than the 0.5° resolution of the world maps in Figures 2
and 4. When summarized as in Figure 3, the large-scale pattern of warming
simulated by Manabe and Stouffer (1980) can be consistently imposed on the
grid of biotemperature values interpolated from meteorological data. It is the
finer-scale pattern in vegetation, smoothed by the Holdridge Classification when



Fig. 4. World map of the Holdridge Classification with biotemperature increased to reflect climate simulated
under elevated atmospheric CO; concentration (Figure 3). The key is explained in Figure 1.
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TABLE I: Summary of Changes in Life-Zone Extents (108 km?).

Life Zone Area
Base case Elevated CO,
Forests
Tropical:
Rain 0.003 0.003
Wet 0.378 0.402
Moist 8.605 9.971
Dry 10.018 14.589
19.004 24.965
Subtropical:
Rain 0.014 0.02
Wet 0.499 0.261
Moist 7.985 5.221
Dry 3.5 3.187
11.998 8.689
Warm Temperate:
Rain 0.029 0.021
Wet 0.57 0.509
Moist 7.809 6.12
Dry 7.543 8.89
15.951 15.540
Cool Temperate:
Rain 0.2586 0.174
Wet 1.626 1.141
Moist 9.344 10.915
11.2286 12.230
Boreal:
Rain 0.303 0
Wet 4.35 0.009
Moist 12.722 0.826
17.375 0.835
75.554 62.259
Grasslands
Tropical:
Very Dry Forest 4.712 6.275
Thorn Woodland 2.351 3.276
7.063 9.651
Subtropical:
Thorn Woodland 1.651 2.128
Warm Temperate Thorn Steppe 5.171 5.893
Cool Temperate Steppe 9.045 20.335
15.867 28.354

22.930 37.905
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Table I (continued).

Life Zone Area
Base case Elevated C02
Deserts
Tropical:
Desert Bush 2:321 3.02
Desert 8.42 9.457
Subtropical:
Desert Bush 1.535 2.485
Desert 1.385 1.48%
Warm Temperate:
Desert Bush 4.894 4.738
Desert 1.911 1.448
Cool Temperate:
Desert Bush 3.571 5.048
Desert 1.241 0.669
Boreal:
Dry Bush 1.282 2.477
Desert 0.022 0.721
26.582 31.200
Tundra
Rain 0.03 0
Wet 1.497 0
Moist 2701 0
Dry 0 0
4.228 0
Ice 2.071 0
Total 131.365 131.364

applied to meteorological data, that cannot be analyzed with the coarse-
resolution climate simulation results. A second inconsistency is that, except
with regard to general features, the climate simulated by general circulation
models for CO; concentration corresponding to conditions prior to significant
releases by fossil fuel use and other sources does not match climate indicated
by the instrumental record. Many aspects of climate that give rise to important
features in the Life-Zone Maps (Figures 2 and 4) are not accurately simulated by
climate models.

Changes in precipitation patterns were not considered in developing the
Holdridge Life-Zone Map for elevated COy climate (Figure 4); the sensitivity test
is against temperature alone. With warming, more humidity would be expected
(Manabe and Stouffer, 1980; Manabe, 1983), and in some instances this additional
moisture might compensate for the impacts of warming. When only tempera-
ture change is considered, changes in life-zone designations of regions are along
intervals of constant precipitation. For example, with warming, Cool Temperate
Moist Forest replaces Boreal Wet Forest, but if an associated increase in average
annual precipitation also occurs, the change would be to Cool Temperate Wet
Forest. The character of ecosystems typical of this wetter life zone may be sub-
stantially nearer those of the original life zone. Changes in the seasonality of
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Fig. 5. Changes in areal extent of (a) major forest types and (b) biomes under elevated
CO; levels.

climate variables may have a marked impact on vegetation, particularly in
regions where climale is characterized by an extreme in some variable.

The first perceptible changes in global vegetation patterns due to climatic
change may be at the transitions between the major life zones mapped in Fig-
ures 2 and 4. There is potential for change in these transition zones where little
or no impact on the extent of major life zones is implied. For example, in the
experiment described here, there is limited replacement of Subtropical Moist
Forest by Tropical Dry Forest. At the boundary between these life zones, a com-
plex mosaic of forest stands, pure grassland, and single trees or scattered
shrubs characterizes the landscape (e.g. Richards, 1957; Walter, 1979), and small
changes in climate may cause substantial changes in the relative mixture of
these vegetation types.

The influence of elevation is recorded in Figures 2 and 4 only insofar as
weather stations are positioned to reflect the dependence of average tempera-
ture and precipitation on topography and to the extent that these variables
alone are adequate to predict the pattern of vegetation in zones where changes
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in elevation are an important factor. Some aspecls of vegetation patterns asso-
ciated with elevation can be traced in this manner. Referring to Figure 1, Moist
Boreal Forest is indicated in regions along the highest elevations in the Rocky
Mountains, and in the Eastern Hemisphere Cool Temperate Forest is assigned to
the highest regions of the Himalayas. Many features of global vegetation pat-
terns resulting from elevation are not adequalely captured by the climate data
used to derive the life-zone maps, and like other transition zones, regions of
substantial elevation gradients are characterized by complex vegetation pat-
terns.

Soil characteristics are another nonclimatic factor of importance in deter-
mining the vegetation of a region. Although many properties of soils are closely
correlated with climate (e.g. Jenny, 1941; Post et al., 1982), and are therefore
reflected by the Holdridge Classification in terms of their influence on vegeta-
tion, physical and geological factors such as parent material are also important
soil-forming factors that are not treated in a purely climatic scheme such as
the Holdridge Classification. Even in instances where the characteristics of soils
are such that vegetation associations are accurately mapped, soils developed
under climate, vegetation, and parent material reflected by the Life-Zone Map of
Figure 2 for base climate may substantially constrain the rearrangement of life
zones due to climatic change. For example, the replacement of Boreal Forest by
Cool Temperate Forest may be slowed by the properties of the podzols typical of
the Boreal Zone. Over sufficiently long periods, soil characteristics will also
change, but this transient may prove to be the longest in the response of the
biosphere to climatic change, and in some instances parent material and
geomorphology may limit changes in soil properties.

The actual contemporary land cover has been drastically modified by
human activities. There are few remaining places where the natural vegetation
associations, approximated by the Life-Zone Map in Figure 2, have not been
modified. Clearly, the impacts of climatic change on regions composed of highly
managed ecosystems will depend on societal response in terms of altered
management practices. In cases of less intensive management or where areas
once under human control have been essentially abandoned and are reverting to
more natural conditions, the impact of climatic change may still depend on the
degree to which natural vegetation and soils have been disturbed by human
activities. Land-use change that drastically alters the vegetation of a region
from natural conditions, for example forest clearing and conversion to grassland
for grazing, may enhance the frequency of occurrences such as fire and may
prevent recovery of vegetation to that implied by climate — either the present
climate or an alternate climate such as that simulated for elevated COz levels.

5. Conclusions

Comparison of the Holdridge Life-Zone Maps in Figures 2 and 4 provides an ini-
tial test of the sensitivity of the distribution of major vegetation associations to
temperature changes such as may result from increases in atmospheric COy
concentration. The indicated changes in global vegetation distribution are quite
substantial and more complex shifts can be expected when additional factors
are considered.
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Even though one might predict a large shift in vegetation in response to a
change in climate, inspection of a smaller-scale subregion could demonstrate
the presence of a wide range of vegetation at particular sites. One finds grass-
land in fire-prone regions within forested landscapes or riverine forests even in
deserts. Such heterogeneity characterizes the present landscape, and we should
expect it in landscapes that might develop in response Lo altered global climate.
With these considerations and an impression of the reliability of the Holdridge
Classification and Maps in mind, it is appropriate to discuss the theoretical
changes in global vegelation that might result from climatic warming (Figure
4).

The changes in carbon storage that might resull from these changes in
vegetation distribution are sufficiently large to suggest that the feedback of
climatic change on the carbon cycle through this mechanism may be important
in understanding how atmospheric CO; concentralion will increase as further
fossil fuel use occurs. Furthermore, the changes in land cover implied by Fig-
ures 2 and 4 indicate significant changes in the Earth’s albedo that should be
considered in simulaling the sensitivity of climate to changes in CO; concentra-
tion.

The most important factor limiting the realism of the exercise reported
here is the absence of precipitation change in the analysis. The discussion above
implies that the impacts of climatic change on nalural vegetation distribution
may be considerably different when moisture changes are also studied. Clirnate
models now simulate changes in precipitation, although not as realistically as
temperature, and the required analysis should be completed in the near future.

Inconsistencies between the resolution of simulated climatic change and
life-zone maps derived from meteorological data require refinements to climate
models that may not be practical for some time. The applicability of simnulation
results from climate models to analysis of vegetation patterns associated with
seasonality, topography, and transition zones is also restricted by the coarse
resolution of climate models. Simulation of clitnate at the continental or
regional scale with greater spatial resolution may provide the first simulation
results for studying the sensitivity of these more complex vegetation patterns
to climatic change. However, available methods for relating vegetation distribu- ’
tion and climate, such as the Holdridge Classification, also require refinement in
this regard.
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Abstract. General circulation models indicate substantial CO; warming
in high latitudes. In these regions, which include the boreal coniferous
forests, the activity of ecosystems is largely controlled by temperature.
The effective temperature sum (degree-days) is used in this study for
describing the regional variabilily in the productivity of boreal ecosys-
tems. Although the concept is simple, it takes into account two basic
factors: the length of the growing season and the day-to-day level of
activity of the ecosystem. This study examines which areas in the
boreal coniferous forests would be mosl sensitive to a possible climatic
warming. The data used in the study are for Finland.

A regression is estimated between regional forest growth rate and
effective temperature sum. A climatic warming is assumed and the
corresponding growth response is calculated, using the regression, for
northern and southern areas, and for maritime and continental areas.
The response is expressed in terms of (i) absolute increase in growth
(grams per m? per year) and (ii) relative increase in growth. The
results indicate that a given climalic warming would yield the greatest
absolute increase in growth in warm (i.e. southern) and maritime parts
of the biome. In terms of the relative growth response the sensitivity
would increase northward and toward maritime areas.

1. Boreal Coniferous Forests

A large fraction of the Northern Hemisphere at high latitudes is dominated by
the boreal biome — a band with a width of more than 1,000 km north—south
across the Eurasian and North American continents (Harnet-Ahti, 1981). The
area, about 6.7 million km? depending on the classification criteria, contains
roughly 14% of the world forest biomass (7he Global 2000 Report to the
President, 1980). The biome is dominated by coniferous forests and has a sparse
human population.

The significance of a possible change in the primary productivity of ecosys-
tems as a result of climatic warming can be assessed using alternative indicator
variables. The absolute change in productivity can be expressed, for example, in
grams of biomass per square meter per year. This can be related to the volume
of ecological activities, for example to the annual turnover of the herbivore
biomass. However, all ecosystems are adapted to the existing patterns of pro-
ductivity. Therefore, it is useful to calculate the ratio of the estimated future
productivity to the productivity level observed from the historical records, i.e.
the relative change in productivity. This variable is expressed as a percentage
and describes how dramatic the change would be relative to the historical
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reference level. Both variables are useful for assessing the impact of a possible
climatic warming on human societies. The absolute change in productivity
would affect the volume of the forest industry, for example. The relative change
in productivity could be linked with regional economic activities, and would be
an especially useful variable for areas where indigenous forest resources play an
important role in the regional economy.

Temperature is a very important ecological factor in the boreal region,
both in natural forest ecosystems (Mikola, 1950) and in agroecosystems (Mukula
et al., 1978). The productivity of ecosystems is limited over large areas by tem-
perature rather than moisture. A climatic warming should a priori increase the
productivity of these ecosystems in both absolute and relative terms.

The response of ecosystems to a climatic change depends on both the char-
acter of the change itself — the action — and the character of the ecosystem
that produces the reaction. The greatest productivity response would occur in
areas where a substantial climatic change — a strong action — coincides with a
sensitive ecosystem — a prone reaction. Many uncertainties still exist regarding
the action: general circulation models do not yet describe sufficiently accu-
rately the magnitude and geographical distribution of the effects of a possible
CO; warming, and more research is needed. Il is nevertheless necessary to
focus research simultaneously on the possible reaction.

This study examines the sensitivity of the boreal coniferous forests to a
climatic warming that may occur, for example, as a result of CO; enrichment of
the atmosphere. The objective is to find which areas in these forests would be
most sensitive — northern or southern parts, forests in continental regions or
those in maritime areas.

2. Effective Temperature Sum

Even within one biome, the boreal zone, there is large variability in the climate
and in the ecosystems. Finland, for example, is entirely classified as a boreal
area, and yet the annual average temperature in northern Finland is 5.5°C lower
than that in the southernmost part of the country. Moreover, a gradient exists
with an increasingly continental climate toward the north. Such differences in
climate cause substantial variability in ecosystem productivity. A model is
needed for relating climate variables to productivity variables. This study
focuses on a very large region, and the model must be kept simple. A regression
model is introduced that describes the magnitude of the productivity response
(absolute or relative) as a function of the effective temperature sum.

The effective temperature sum (£7S) is defined as the cumulative total of
the daily average ternperature values that exceed a threshold temperature 7.
Below that threshold the temperature is not considered ‘effective’. The thresh-
old has frequently been fixed at +5°C (Arnold, 1959):

n
ETS = 3 (T;-5), (1)
i=1

where T; is the daily mean temperature and n is the number of days with
I; =5°C.

The effective temperature sum has been used since de Réaumur (1735) for
describing the potential productivity of ecosystems (cited by Sarvas, 1972). The
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variable aggregates information about two important factors: (i) the length of
the growing season, and (ii) the day-to-day ‘level of activity’ of the ecosystem
within the growing season. The length of the growing season is described by
means of the threshold temperature: days colder than +5°C are omitted. The
level of activity within the growing period, i.e. above the threshold, is described
as a linear function of temperature.

3. Relating E7S to Forest Growth

Regional variability of forest productivity cannot be fully ascribed to climatic
variability, because soil conditions and, especially, management practices
significantly affect productivity. The data used in this study are from Finland, a
counlry extending 1,000 kilorneters north—south through the boreal biome. The
country is fairly uniform with respect to soil conditions, topography, and land
management practices.

A regression is formed between effective temperature sum and tree growth
rate, which is closely related to the primary productivity of forest ecosystems.
The ETS data are from Kolkki (1969) and the tree growth data are from the
National Forest Inventory provided regionally for 19 Forestry Board Districts,
which vary in size from 4,000 to 51,000km2A The inventory data are measured
and compiled in about eight-year intervals, the most recent published data
being for 1971-76. Earlier data from 1951—53 are used here, because these coin-
cide with the period of the ETS data of Kolkki (1969). (No essential change in
forest productivity pattern has been observed between the 1950s and the 1970s
(Yearbook of Forest Statistics, 1983); see, however, Arovaara et al. (1984).) The
tree growth data are based on statistically representative sampling over the
whole of Finland. The data are ideal in the sense that they describe regional
forest growth, not just the growth of individual forest stands in different parts of
the country.

Although it is a simple static model, the regression fits rather well to the
observations of regional forest growth (Figure 1). The purpose of constructing
the regression model is to generate scenarios of growth in the anticipated
warmer climate. A plateau is introduced into the regression, implying that in
conditions warmer than those in southernmost Finland today, growth would
essentially depend on factors other than temperature. We thus assumed con-
stant growth in high-£7S conditions. On this basis the following relationship is
formed between ETS (in degree-days) and tree growth G (in m3 ha™! yr™1):

G=a-ETS-b (2)
with
a = 0,0066135, b = 3.61157.

G is set equal to zero if Equation (R) gives a negative value, and G = 6 if Equa-
tion (R) yields a value greater than 8. This equation is used in the following sec-
tions for estimating the sensitivity of forests to a possible climatic warming in
different parts of the boreal zone: in maritime and continental parts, and in
southern and northern parts.
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Fig. 1. Regression between the effective temperature sum and the annual mean tree
growth rate.

4. Impacts of Thermal and Maritime—Continental Gradients on E7S

The annual value of ETS is best calculated by summing the daily values of the
effective temperature from the time series data, i.e. by integration of ETS over
time. An identical result is obtained by using another method, which can be
called integration over temperature distribution. This method is based on the
distribution that describes the relative duration of any given temperature
within the course of the year (Figure 2a). The frequency of each temperature
class is weighted by the selected response function and ETS is obtained by
adding these weighted frequencies. Both methods for calculating E7S are equally
demanding in their data requirements. Daily mean temperatures form the data
base also for the second method. However, if an additional simplifying assump-
tion is made, integrating over the temperature distribution provides a basis for
expressing ETS as a function of two variables: annual mean temperature and
‘degree of continentality’.

A measure for the degree of continentality can be obtained from the tem-
perature frequency distribution. The broader the distribution, the greater the
difference between summer and winter temperatures and the more continental
the climate. We assume that a normal distribution is suitable for describing the
distribution in Figure 2a. This allows us to defirnie the degree of continentality ¢
as the standard deviation of the temperature frequency distribution. Then the
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effective temperature sum can be expressed as a function of the number of days
N (365), the threshold temperalure Ty, the mean temperature T, and the degree
of continentality o in the following way:

= o oy N (7-T)?
ETS(Tq, T,0) = T ——eXxXp|— d7
(Tq ) %;( o) Fora er[ o2
_ 5 [ _A
No (T-T9"| . N7 [ 7-74
= _—+ — [._ + 2%
5 CXP ok 5 To)[l el“fl vl (3)

where
2 Ty
erfi(z) = = [e~t dt .

Ty was fixed in this study at +5°C. Equation (3) weights the idealized tem-
perature frequency with the response function and integrates it over tempera-
ture. The idealization implies the assumption of a normal distribution (Figure
2b). The significance of this assumption was tested with empirical data from 22
sites in different parts of Finland (data from Heino and Hellsten, 1983). The cal-
culated values of E7S were compared with the corresponding observed values.
The fit is sufficient although at the northernmost site Equation (3) overesti-
mates the effective temperature sum by about 15% (Figure 3). The fit suggests
that, under Finnish conditions, the assumption regarding the normality of the
distribution can be accepted.

Equation (3) describes the impact of mean temperature, or the
north—south gradient, and the impact of the standard deviation of the distribu-
tion, or the maritime—continental gradient, on the formation of the effective
temperature sum. This feature is useful when analyzing the sensitivity of
forests to climatic warming along such gradients.

5. Results

A uniform 2°C increase from baseline levels was selected as an example of
climatic warming. The temperature paltern was assumed to remain unchanged.
That is, both the winter and summer lemperatures were assumed to rise by 2°C.
The growth response to the possible climatic warming was calculated in the fol-
lowing way.

The baseline growth rate G, was determined for any combination of 7 and
¢, first by computing E7S from Equation (3) and then by using Equation (2) to
convert the obtained £7S value to an approximation of the growth rate. The new
growth rate after the climatic warming, G, was computed in the same way after
adding 2°C to the baseline temperatures. Absolute increase in growth was com-
puted as G, — G, and the relative increase in growth as 100 (G, ~ Gy)/ Gy,

Growth increase, absolute and relative, was expressed as a function of the
annual mean temperature T and the degree of continentality o. Within Finland,
T = +4.5°C represents a southern area of the boreal zone and 7 = —1.0°C a
northern area. Similarly, ¢ = 8.0°C represenls a maritime site and o0 = 13.0°C a
continental site (Heino and Hellsten, 1983). The maritime extreme is located in
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Fig. 3. Calculated and observed values of the effective temperature sum.

southern Finland and the continental extreme in northwestern Finland. Within
these ranges the maximum increase of growth, in absolute terms, would occur
in southern-central and maritime ecosystems (Figure 4). The relative increase
of growth would not have a specific maximum because the baseline growth rate
Gy is zero in northern areas. However, given a constant o, the relative increase
of growth would be the largest in northern (cold) regions (Figure 5). In the same
way, given a constant annual mean temperature T, the relative response would
be largest in maritime regions. These qualitative results were tested and found
valid in the range of temperature increases from 0.1 to 5°C.

6. Discussion

The response of an ecosystem is jointly determined by the action and by the
reaction. The results of Figures 4 and 5 essentially describe the reaction, i.e.
the sensitivity of areas to a possible climatic warming. General circulation
models indicate that a CO; warming would not be evenly distributed over the
whole land surface (e.g. Manabe and Stouffer, 1980). Therefore a highly sensitive
region may not give a high response without an associated large warming. This
can be demonstrated with an example. Figures 4 and 5 indicate that coastal
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Fig. 4. Calculated growth response to the given +2°C climatic warming as a function of
the annual mean temperature 7 and the degree of continentality o.

ecosystems would be especially sensitive to climatic warming. However, the
possible warming in these areas may well be small compared with that in con-
tinental areas, and might therefore induce only a moderate responke in these
highly sensitive ecosystems.

The analysis in this study includes several sources of uncertainty. The
selected productivity variables describe only some aspects of the real life of the
boreal biorne. They do not take into account, for example, the species composi-
tion of the ecosystems. Climatic warming might force many species of the
boreal zone into extinction. Even the gaining species might not respond in the
manner extrapolated from Figure 1 in the case of a rapid change to a warmer
climate. The calculated growth responses, both absolute and relative, are likely
to be overestimated because adaptation to a new climate takes time.

All data used in the analysis are from Finland, and we are certain of their
accuracy. However, although Finland clearly belongs to the boreal zone, it cov-
ers only about 5% of the entire zone, so that not all conditions in the zone are
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Fig. 5. Asin Figure 4, but with the increase in growth rate expressed in relative terms.

adequately represented by the data. In particular, the continental extremes are
not represented.

The method relies heavily on the relationship of Equation (2), which con-
verts £7S values into approximate growth rates. Different regressions might be
needed for other areas with different plant species, soils, and land management
practices. The assumption of constant growth with high-£7S conditions may
need reexamination. However, the qualitative findings of this study should
remain the same for a range of similar growth functions.
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ESTIMATED BIORESOURCE SENSITIVITY TO CLIMATIC CHANGE IN
ALBERTA, CANADA

G. DAN V. WILLIAMS
Canadian Climate Centre, Environment Canada, Downsview, Ontario, Canada

Abstract. An index of dry-matter productivity is used to assess the sensi-
tivity of bioresources in Alberta, western Canada, to changes in the
thermal and precipitation regimes, particularly to climatic warming.
Results suggest that warming would improve productivity in northern
Alberta, but reduce it, because of the associaled increased moisture
stress, in the relatively warm, dry southeastern part of the province.
Estimated productivity generally increased with precipitation regard-
less of location or temperature. Warming induced by CO, quadrupling
would apparently give a net increase of about 18% in bioresource pro-
ductivity for the province, and CO; doubling would lead to a 16%
increase. However, the bioclimate would be changed much more than
this might suggest. For CO; quadrupling, Alberta would acquire a ther-
mal regime similar to that of present-day Nebraska, some 2,000 km to
the southeast. Also, the increase in productivity of plants due to the
effects of CO, on photosynthesis might be much larger than the
climate-related effects. Climate impact assessment in Canada is made
especially challenging by the shortness of the period of instrumental
record, the relatively high degree of sensitivity to climatic change, and
the sparseness of the station network, particularly in the most sensi-
tive areas.

1. Introduction

Canadian agriculture as a whole is quite sensitive to climatic variability, partic-
ularly in northern marginal areas. In the prairie region, which includes a major
part of Canada’s agricultural land, both temperature and moisture inadequacy
are important, and in the drier areas wind erosion can also be a serious prob-
lem, compounding the effects of dry periods. It is estimated that droughts in
the period 1929—38 caused losses in Canadian prairie wheat production totaling
over $2 billion in terms of today's technology and prices, and that droughts dur-
ing 1957—68 caused similar losses (Williams, 1983a).

Major nonclimatic constraints to Canadian agriculture include land-use
conflicts in the most favored agroclimatic areas, such as urban expansion on to
agricultural land, and soil constraints in the north, largely a result of soil re-
moval by glaciation in prehistoric times.

To some extent, climatic and soil constraints can be expected to result in a
‘no-win’ situation for Canada in the case of climatic change. For instance, cool-
ing of, say, 1°C might reduce the area where wheat can be grown by one-third
(Williams and Oakes, 1978). However, because of the soil constraints, climatic
warming could not be expected to extend the limits of agriculture northwards
significantly in Canada. Furthermore, productivity farther south could be
reduced by increased moisture stress due to warming, unless warming were
accompanied by significant increases in precipitation, and the literature does
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not give much hope for this, at least for COg-induced warming (Manabe et al.,
1981). Nevertheless, warming would probably permit northward extension of
crops like winter wheat (in place of the lower-yielding spring wheat) and corn,
which might balance the adverse effects of warming. In the northernmost agri-
cultural areas it certainly appears that warming would benefit agriculture, but
these areas would include only a small portion of Canada’s agricultural land.

It would be desirable to have long periods of climatic record to provide the
basis for analyzing the frequency of various climatic occurrences or conditions.
This may be particularly so in the case of temperature, for which more severe
conditions probably occurred between one and four centuries ago than in the
past century. Unfortunately, the period of instrumental record goes back less
than 100 years for most Canadian locatlions. Another problem in Canada is that,
with population spread so thinly over such a large area, it has not been possible
to develop climatological networks that give adequate spatial representation for
mapping agricultural potential, especially in northern marginal areas.

Previous estimations of the likely effects of various climatic scenarios in
Canada (Williams, 1975; Baier et al., 1976) generally made use ol either large-
area weather-based crop yield equations (Williams, 1969, 1972, Williams et al.,
1975), which tended to reflect mainly moisture-related effects, or temperalure-
related agroclimatic resource mapping techniques (Williams and Oakes, 1978;
Williams et al., 1980). However, instead of approaches that permit the assess-
menl of only one component at a time, it is preferable to employ methods that
reflect both moisture and temperature effecls, particularly in an area like the
Canadian prairies, where both the moisture and temperature limitations are
pronounced.

In a recent research study on assessing climate for ecological land
classification, methods were employed that reflected both the heliothermic and
the precipitation effects (Williamms and Masterton, 1983). One of the sets of pro-
cedures used in that study involved calculations for the climatic index of agri-
cultural potential (CA) described by Turc and Lecerf (1972), who mapped CA for
France. CA has also been mapped for Mozambique (Barreto and Soares, 1974).
This index was intended to reflect total harvestable dry-matter production, and
was found to have a good correlation at a global scale with indices developed by
other authors for forest production and for natural vegetation (Turc and Lecerf,
1972). CA was also found by its authors to relate well to dry-matter productivity
of forages, maize, and other agricultural crops.

In Canada, CA4 was computed and applied (Williams and Masterton, 1983)
with climate data that had been derived, assuming 1931—-60 normals, for the 110
intersections of whole-degree latitudes and longitudes in the province of Alberta
(which lies between 49° and 60°N and 110° and 120°W). The climatic estimates
for these points had been computed using spatial climatic modeling techniques.
CA is composed of a heliothermic and a dryness factor, and it was found in the
Alberta study that these components could be quite useful for differentiating
ecoregions. Analyses of variance of CA and of annual sums of the heliothermic
and dryness factors (Williams and Masterton, 1983) indicated that each of these
differed significantly from one class to another among a dozen ecological land
classes (e.g. short grass, fescue, dry boreal mixed wood, boreal uplands, etc.).
Pending more detailed quantitative studies, these results provide at least an ini-
tial indication of the applicabilily of CA in Alberta.
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For the present study the derived climate data were modified and C4 and its
components were recalculated to simulate the effects of various climatic
scenarios on the bioresources of Alberta.

2. Methods

2.1. The Climatic Index of Agricullural Potential (CA)

For each month, calculations are made with the monthly climatic normals as
follows (Turc and Lecerf, 1972):

(1)

Calculate how much irrigation water would be needed (Bi) if the soil
moisture deficit (SMD) were to be overcome (Bi = ‘besoin en eau
d'irrigation’):

(a)

(b)

(c)

calculate SMD? (after the first month SMD? is the value of SMD2
frorn the previous month); in any given month S#DI and SMD2 are
the initial and final values;

calculate Y = SUDI + ETP — P, where ETP is evapotranspiration,
determined as explained by Turc and Lecerf, and P is normal
total precipitation for the month. (For the present purpose it was
decided to use Turc and Lecerf’'s own melhods for calculating E7P,
rather than an alternative formula that had been used by Willi-
ams and Masterton (1983).)

compare with SHD_ .., the assumed maximum soil moisture
deficit, i.e. the soil moisture-holding capacily. A value of 70mm
was used, corresponding to 100mm capacity in work where actual
monthly values for each of a number of years were being used
rather than climatic normals as was the case here (Turc and
Lecerf, 1972).

It Y >SMD . then Bi =Y — SHD_ .. and SMD2 = SHD .
If Y < SMD_ .. and Y >0, then Bi =0 and SMD2 =Y.
It Y < SMD_ .. andY <0, then B =0 and S4D2 = 0.

Calculate the dryness factor Fs (‘facteur sécheresse’):

(a)

(b)

(c)

calculate the carryover Ca (-1 < Ca <0 ; Ca is nonzero only in
very dry conditions);

calculate X, where X is ETP or (0.3ETP + 50), whichever is
smaller;

let Xbc represent (X—-Bi)/ X + Ca.

If Xbc =0, then Fs = Xbc
(and the carryover to the next month is then zero).

If Xbc <0, then F5 =0, and the carryover to the next month is
Xbc if Xbc is between 0 and —1; otherwise, the carryover to the
next month is —1.
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(Note: If there are no irrigation needs then Bi and Ca are both
zero, and Xbc =1 (no dryness). The product of the moisture and
heliothermic factors, HT - Fs, in this case would be HT - 1 = AT.)

(38) Calculate the solar (helio-) factor Fh:
Fh is the smaller of : H—5—(La/ 40)% and 0.03lg —3, where

H = length of day (hours per day)
La = latitude (degrees)
Ig = global radiation (langleys per day).

(4) Calculate the thermal factor Ft:
Given

t = normal mean temperalure (°C) and
m = normal mean daily minimum (°C),

then when m is between 1 and 5,
Ft =[t(60—t)/1000](m —1)/4,
while

if m >5, m is arbitrarily set to 5, and
if m <1, m is arbitrarily set to 1, making F{ =0, in which case the
product HT - Fs will become zero also.

(5) Calculate HT, the heliothermic factor for the month:
HT= Ft - Fh.

(6) Calculate the monthly product H7T' - F5.

(7) Obtain this product for each of the 12 months and sum the products to
obtain the overall annual value, CA In practlice it is convenient to go
through the computations using the climatic normals from January to
December and then to go through a second time, so that an SMD! term
and Ca, if appropriate, can be obtained for January from the December
data from the first set of calculations.

2.2. Applying CAto Assessing Climatic Change Impacts for Albertia

Estimated impacts for various climatic scenario values of the index C4, and also
12-month sums of HT and of Fs, were computed for each of the 110 points of
intersection of whole-degree latitudes and longitudes in Alberta. Normals for
1931-60 that had been generated by spatial—climatic estimation procedures
(Williams and Masterton, 1983) were employed for these calculations. These
climatic normals were then modified by adding a positive or negative adjust-
ment to temperatures to simulate warmer or cooler climatic conditions, and by
taking a percentage to simulate more (>100%) or less (<100%) precipitation. The
CA, HT, and Fs values were recomputed and the results compared with the
results based on normals to estimate the impacts. To estimate impacts for the
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province as a whole, values of CAfor all 110 points were averaged.

A graph depicting latitude—time distributions of the difference in continen-
tal zonal mean surface air temperature between 4 x and 1 x CO, scenarios was
consulted (Manabe and Stouffer, 1979, figure 2; 1980, figure 16¢). The Manabe
and Stouffer results were used in order to be consistent with several other stud-
ies undertaken in preparation for the meeting in Villach, Austria, in September
1983, on climate impacts in cold marginal areas. For the purposes of the present
investigation, it appeared that this scenario would be as good as any of the oth-
ers available at the time.

To represent Alberta for this study, the latitude 55°N was selected, and a
temperature scenario was abstracted from the latitude—time graph. The use of a
single latitude simplifed the calculations, and it was considered thatl the spatial
precision of the climatic model would probably not be such that the extra effort
in using more latitudinal detail within the province would be justified. The
latitude—time graph for the continents was used rather than the geographical
distributions (Manabe and Stouffer, 1980, figure 23), because the latter maps
showed only the annual differences and those for the winter and summer sea-
sons, the data were not provided for spring and aulumn or for individual
months, and the maps were highly generalized. In future studies the grid data
might be obtained from the modelers.

Use of this temperature scenario for 4 x COs involved adding the abstracted
amounts to the monthly temperature normals. It should be kept in mind that
these increments are differences between ‘statistical equilibrium states’
obtained from the climatic model after repeated iterations for 1 X CO, and
4 x CO, (Manabe and Stouffer, 1980), and that the 1 x CO; values might differ
significantly from the normals. The monthly increments (in °C) were:

Jan. Feb. Mar. Apr. May Jun. Jul. Aug. Sep. Oct. Nov. Dec.
Tl 7.0 8.3 8.5 6.8 5.2 4.2 4.2 4.9 6.0 6.1 7.3

For the 2 X CO, scenario, these temperature increments were halved, e.g.
3.5 was added to February temperature normals. This procedure is somewhat
controversial, but is in keeping with the contention by Manabe et al. (1981) that
‘the change of atmospheric temperature due to a CO,-doubling is about half as
large as the corresponding change due to a COg-quadrupling and the distribu-
tions of these changes are very similar to one another.’

Although a considerable amount has been written on the likely soil mois-
ture impacts of increasing atmospheric carbon dioxide (Manabe and Stouffer,
1980; Manabe ef al., 1981), there seems to be little guidance on the likely
changes to be expected in month-to-month precipitation per se. Manabe and
Stouffer (1980) do indicate an increase in precipitation at the latitude of Alberta,
and they suggest a global increase of 6.7% in the ‘intensity of the hydrologic
cycle’, but there is no distinction between continents and oceans, or between
different months. Increasing the precipitation by 10% would generally seem to
cover the likely increases based on their global estimates and on their graphed
distribution of precipitation increases according to latitude; and reducing pre-
cipitation by 10% would provide an idea of the possible effects if precipitation
were decreased to the east of the Rocky Mountains in conjunction with a CO5-
induced climatic change. For the present study it was therefore decided to
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employ the derived temperature scenarios in combination with each of three
assumed precipitation regimes: 90, 100, and 110% of normal.

3. Results and Discussion
3.1. Sensitivily to Climatic Changes in General

The results (Table I) indicate that increasing the temperature by the same
specified amount for every month without changing the precipitation would
increase productivity substantially in the coldest locations and reduce it some-
whal in warm, dry locations, particularly al the higher-temperature increments.
The overall effect for the province would be a modest increase in productivity. A
lowering of the temperature would reduce productivity by a large proportion at
the coldest locations but by fairly small amounts elsewhere.

Temperature decreases shorten the growing season, thus reducing produc-
tivity in all parts of the province. Temperature increases lengthen the growing
season bul also increase the moisture stress, resulting in a tendency to reduce
productivity in the warmer, drier areas. One can say that a change to either a

TABLE I: Sensitivity of Biomass Productivity to Various Climatic Scenarios.%

1931-60 Precipitat,i;n, b

0.7 0.8 0.9 1.0 K
1931-60 i 28 - - 56 63
Temp. { °C), +: ) 0 61 74 85 100 120
};g:?qt & 1 118 139 160 182 203
o 2 154 185 216 246 277
3 181 . - - =
4 115 = - 344 389
g 55 - - 96 110
. 0 59 72 85 100 115
Egl‘;}t B 1 62 77 91 108 120
-l 2 59 74 90 105 120
‘ 3 53 = = = =
4 50 = = 99 115
-4 42 = = 94 . 115
T 0 44 85 82 10 122
58?;\1 1 40 60 79 103 118
Vg 2 31 50 70 89 109
5 26 - _ _ -
4 24 - - 90 111
| 52 - - 92 104
0 56 1 85 100 114
ib;rta 1 60 78 92 108 123
el 2 83 80 97 114 131
3 63 - - - -
4 61 - = 117 136

%Productivity as percentage of that for no change.
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cooler or a considerably warmer climate would adversely affect biomass produc-
tivity in the latter areas.

The estimated effects of changing precipitation (Table 1} emphasize that
this is clearly a region of limited moisture. For the province as a whole and for
each of the sample points and temperature combinations (Table 1), estimated
productivity increased with each precipitation increment throughout the range
considered here (70 to 110% of normal).

The tabulated results can be used to examine the effects of various combi-
nations of change of temperalure and precipitation. For example, a 2°C warming
of the climate for every month, coupled with precipitation reduced to 80% of
normal, resulted in an estimated 20% reduction of biomass productivity (from
100% to 80%, Table ) for Alberta as a whole. Al an unusually cold point in the
province (point A, Figure 1) this scenario increased estimated productivity by
85%, while at a warm, dry location (C) it reduced estimated productivity by 50%.

3.2. Semsitivity to (04 Induced Climatic Warming

At the very cold location (point A), the 4 x CO, scenario (Table 1) resulted in a
three- or fourfold increase in estlimated biomass productivity: 335% for 0.9 of
normal precipitation and over 400% for the 1.1 x normal precipitation scenario.
This reflects the overriding effect of the temperature constraint there. Moving
to warmer, drier parts of the province, the effect of the increased moisture
stress associated with warming becomes quite significant. At point C, the warm-
ing scenario if accompanied by a one-tenth reduction in precipitation could be
expected to cause a 35% decrease in biomass production, and the warming would
need to be accompanied by a precipitation increase if productivity levels were to
be maintained. For the province as a whole, the warming scenario would be
expected to increase biomass productivity by 18% if precipitation were
unchanged. Estimated productivity was reduced slightly when precipilation was
decreased by one-tenth.

Doubling CO, generally resulled in smaller impacts at any particular point,
with the increase in biomass less in the north than with 4 % CO,5, and the
decrease less in the south, but for the province overall the impacts were only
slightly smaller for 2 X CO, than for 4 x CO,,.

An indication of the likely movement of boundaries that would be computed
on the basis of the COg-induced warming scenarios was given by examining the
HT summations. Before warming, the annual HT sums in Alberta ranged from
zero in alpine areas to nearly 29 in the short-grass zone (Figure 2). For com-
parison with a tropical country, in Mozambique the annual HT varies from 88 to
135 (Barreto and Soares, 1974). The HT = 28 line initially encompassed only a
small portion of southeastern Alberta, but with 4 %X CO; warming it was
estimated that rnost of the province would have FT sums higher than 28 (Figure
3). Even with 2 x CO; warming, a very large proportion of the province would
have HT sums above 28. Before warming, only three of the 110 points had AT
sums above 28, while after 4 x CO; warming, only seven of the points had
heliothermic sums below 28. This would appear comparable to changing the
thermal climate of Alberta to one more like that of Nebraska, some 2,000km to
the southeast in the midwestern United States. With 2 x CO; warming, just over
one-third of the points had A7 sums below 28.
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Fig. 1. Map of Alberta, showing grid system and example points.
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TABLE II: Sensitivity of Biomass Productivity to COs-Induced Climatic Warming.®

Temperature scenario:? 2 x CO, 4 x COy
Precipitation, x : 0.9 1.0 131 0.9 1.0 11
Location

A 59°N 116°W 247 280 314 335 384 434
B 55°N 119°W 886 102 117 94 112 130
(0 50°N 110°W 77 98 120 65 92 120
Alberta as a whole 99 1186 133 98 118 138
Alberta as a whole,

including direct CO, effects 132 154 178

%Productivity as a percentage of that for 1 x C0O,, computed using Turc's index.
®For 4 x CO, , temperatures increased for each month as follows (Jan.—Dec.):

7.7 7.0 8.3 8.5 6.8 52 4.2 4.2 4.2 6.0 8.1 7.3

For 2 x CO,, these increments were halved.

Climatic changes such as those computed here for the CO, warming
scenarios would have major implications for provincial agriculture and forestry.
However, given the present degree of uncertainty concerning the various
climatic change possibilities, the rnore important result of this analysis is prob-
ably the very fact that it has demonstrated a method for estimating impacts. It
has shown how output from a climate model in a very simple form can be taken
and used to derive estimates of the effects on biomass productivity and agricul-
ture of the scenario represented by the climate model output. As other
scenarios become available, similar methods can be used to estimate the likely
impacts on agriculture of such changed climates.

In practice the impact would probably be felt as a change in the frequency
of adverse events (e.g. crop failures). At the cold margins, warming would prob-
ably decrease this frequency. However, because of the paucity of climatological
stations, particularly in northern marginal areas, spatial climatic modeling is
needed to generate the required climate data. Spatial climatic modeling refers
to procedures for estimating climatic patterns over a region where the climato-
logical network is sparse and does not adequately represent the region’s cli-
mate. These procedures may employ equations for estimating temperature nor-
mals at any point in a region from latitude, longitude, and altitude, as was the
case in the Alberta ecoclimatic study (Williams and Masterton, 1983). As is typi-
cal in such applications, these equations had been derived using existing clirna-
tological normals and were applied in estimating normals as required, in this
case for each of the 110 points in Alberta. It would have been far beyond the
scope of the present study, and the previous one (Williams and Masterton, 1983),
to have attempted to derive equations for estimating frequencies of climatic
events.

Canada lacks a history of significant length of how the system adapts, but it
seems likely that farmers will gradually change their practices in response to
environmental changes. For example, if the climate warms in the Peace River
region of Canada, which is at the northwestern margin of Canadian agriculture,
the number of hectares of wheat there could be expected to increase. If it
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became cooler, there would probably be shifts to hardier or faster-maturing
crops like barley, and forage seed crops. In Canada’s case it should be kept in
mind that the northern margin is often a soils limit, as much of our northern
land had most of its soil removed by glaciation. Alberta is somewhat of an excep-
tion to this but, in general, climatic warming might not expand Canada’s agri-
cultural land area significantly, whereas cooling could significantly reduce the
area.

In any practical application of results computed in regard to what the agro-
climatic impact of, say, CO, doubling would be, attention would also need to be
given to the direct, nonclimatic effects. It has been suggested that the direct
effect of CO, doubling might be expected to increase agricultural productivity
by 33% (Kimball, 1983). As a first approximation one could assume that the com-
bined effect of a 16% increase due to warming and 33% due to the direct effect
would be the same as if the warming increase came first and then the 33% was
applied to the new, warm-climate productivily, or vice versa. In either case one
multiplies 1.16 - 1.33-100 to obtain 154% (Table II), i.e. a 54% increase in
biomass productivity for Alberta with CO5 doubling and no change in precipita-
tion. The 33% direcl-effect increase is a general figure, not specific to Alberta,
so it can be expected to apply equally as well to the warmer conditions indicated
by the CO, doubling scenario as to the present climatic conditions in Alberta.

4. Suggestions for Further Research

It should be possible to compute actual shifts in boundaries fairly readily. It was
found elsewhere that a graph with the heliothermic factor plotted against the
dryness factor could be quite useful in helping Lo define ecoregions (Williams
and Masterton, 1983). One could produce such a plot based on a ‘normal’ cli-
mate, and then repeat it with a specified climatic change scenario, and examine
the ‘before’ and ‘after’ positions of each geographical location on this plot. This
would enable one to determine the shift in ecoregion boundaries with a fair
degree of objectivity. Subjective judgment would be required in cases where the
identification of the ecoregion from climate data could be ambigucus.

It would probably be worth while to try to inlegrate climatic and economic
scenarios in assessing likely changes in geographical distributions of crops. The
economic aspects might be dealt with using methods such as those of Lozano
(1968), who used income—population potential for the economic side of his
analysis and determined how margins for various crops in 48 states of the U.S.A.
depended on either economics or climate or both. Income—population potential
is described by a functional relationship, and increases with population, income,
and proximity to that population. For a given geographical location, the potern-
tial is high if there is a center with a large population and high average income
near that location.

For each of a number of different important crops, models need to be
adapted or developed to enable one to estimate likely impacts on the crops,
given the climatic conditions. In the case of Alberta, models for wheat, barley,
and oilseed crops would be of particular interest. For example, results from
models indicating the suitability of the climate for bringing the crop to matu-
rity have been mapped for Canada for wheat and for barley (Williams and Oakes,
1978). Such models relate to specific crops, and often to particuiar aspects, in
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this case to the ability to reach maturity, rather than to biological productivity
in general. Maps and tabulations should then be prepared that show the likely
impacts in agroclimatically sensitive areas for each of the crops. Examples of
models for several crops that could be used in such climate impact studies
include those that Durnanski and Stewart (1981) employed in mapping crop pro-
duction potentlials for five important crops in Canada.

To give some general guidance in the meantime, analyses for agriculture as
a whole should be carried out using techniques such as Turce’s index of agricul-
tural potential, or the agroclimatic resource index mapped elsewhere for
Canada (Williams, 1983b). It is important that these methods permit the investi-
gation of moisture and heliothermic eflects both in combinaticn (as with €4) and
separately (as with Fx and HT).

Even if one believes that COg-induced warming of # degrees is most likely,
one still would like to have a range of possibilities to consider (something like
that in the Crop Yields and Climate Change study by the U.S. National Defense
University, 1980). For example, if warming were considered most likely, there
might still be a 10% chance of cooling, and society should be prepared to insure
itself against the risks associated with such cooling, as well as with warming.
Scientisls in relevant disciplines should be prepared to try to estimate the vari-
ous probabilities and the associated impacts. A comment by the late E.F.
Schumacher (McRobie, 1981) about the development of ‘appropriate technology’
could equally well apply to the question of coping with climatic change. He said:

Look, even the most wonderfully designed ocean steamer carries lifeboats, not because
some statistician has predicted that the steamer will run into an iceberg, but because
icebergs have occasionally been seen. Isn’t it time that the modern world provided
some lifeboats?

For some parts of the world one can analyze long series of records and
develop frequencies on the basis of station data. This approach is not very prac-
tical in Canada, because the records are not long, and because techniques for
overcoming the lack of station representativeness are more applicable to deriv-
ing normals than frequencies. In the long run, perhaps on the basis of proxy
data, we need to develop frequencies for natural climatic conditions and then
use these as a base on which to superimpose effects such as COs-induced warm-
ing, volcanic-dust-induced cooling, etc., to obtain modified frequencies
reflecting such events. These climatic frequencies then need to be translated,
by impact models, into likely effects on Canada’s bioresources, including
estimated crop limits and agricultural and forest productivity. The climate and
impact studies need to be integrated, with continuing dialogue between
researchers in the two fields, so that the immpact analyses are based on scenarios
that are as realistic as possible and the climatic scenarios provide information
that is as relevant as possible to bioresource productivity.

Comprehensive further research on climatic change impacts on agricul-
ture should be pursued from a perspective that considers that there is a whole
spectrurn of possible agricultural intensities, from oil palm and paddy rice at
one end, through to the polar margins for cereals and beyond. For example,
moderate climatic cooling in Canada’s Peace River region (represented by point
B in Figure 1) might not eliminate agriculture; it might simply result in a shift
completely out of wheat, and perhaps out of barley and oilseeds as well, and into
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more concentration on forage and forage seed production. Where the crop inten-
sity becomes so low that it is not worth the human effort of harvesting it, it may
still be harvested by grazing animals. Warming might be expected to result in
expanded wheat production in the Peace River region, the movement of winter
wheat and maize production northwards from the U.S.A. into the more southerly
parts of Alberta, and expansion of the caltle-ranching, short-grass area in the
southeastern part of the province.
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THE USE OF GENERAL CIRCULATION MODELS IN CLIMATE IMPACT ANALYSIS
— A PRELIMINARY STUDY OF THE IMPACTS OF A CO,- INDUCED CLIMATIC
CHANGE ON WEST EUROPEAN AGRICULTURE

BENJAMIN SANTER
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Abstract. An investigation is made of the possible impacts of a climatic
change (induced by a doubling of atmospheric carbon dioxide concen-
tration) on the European agricultural sector. Two general circulation
models have been used to develop climatic change scenarios for the
European study area. From the scenarios, information was obtained
concerning the possible behavior of temperature, precipitation, solar
radiation, and relative humidity in the altered climatic state. This
meteorological information was then employed in two separate
crop—weather models — an empirical/statistical model (for winter
wheat) and a simple simulation model (for biomass potential). This type
of approach represents a considerable departure from that employed by
previous large-scale climate impact studies. Both the seasonal and
regional components of a possible climatic change are incorporated
directly in the two crop—weather models. The results of this investiga-
tion demonstrate that a simple crop—weather simulation model may be
more suitable for the purposes of agricultural impact analysis than the
linear regression models frequently used in such studies. In order for
such an impact analysis to be accepted as a valid scientific experiment,
a full presentation of the underlying assumptions and uncertainties is
essential. '

1. Introduction

During the last ten years, several major studies have attempted to assess the
possible effects of a defined climatic change on managed agricultural systems.
Certain of these investigations have considered specific forcing factors, such as
increasing atmospheric carbon dioxide (National Academy of Sciences, 1983) or
stratospheric transport systems (the CIAP study: U.S. Department of Transporta-
tion, 1975). Other studies have not looked at specific forcing factors, and have
treated climatic change within such general terms as a ‘large global cooling’ or
‘large global warming’ (National Defense University, 1980).

The starting point for all of the above-mentioned impact analyses is pro-
vided by a climatic change scenario. This may be defined as a description of the
spatial patterns and seasonal behavior of temperature, precipitation, and other
important meteorological variables in an altered climatic state. It is important
to add the qualification that a scenario offers an educated guess as to the physi-
cal nature of a future climatic state, and not a prediction of what will occur.

This somewhat subjective definition implies that previous impact studies
have not really dealt with climate scenarios, since they have neglected the
regional and seasonal aspects of a potential climatic change. Thus, the climatic
change has often been treated as uniform over a large geographical area, and as
though it acts by means of increases or decreases in annual average values of
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temperature and precipitation. However, it is just such regional and seasonal
details that are of particular interest to the impact analyst operating in the
agricultural sector. This particular investigation represents a first attempt to
incorporate the regional and seasonal components of a climalic change in the
impact analysis. This is achieved by coupling two climatic change scenarics,
derived from general circulalion models, with two separate crop—weather
models.

The historical background to this project requires a brief description. The
results discussed here comprise only one section in a larger investigation, enti-
tled The Socio-Economic Impacts of Clirmatic Changes due to a Doubling of
Atmospheric CO; Content, which commenced in 1981, Ils first aim was Lo assess
the possible effects of a doubling of atmospheric COy levels on the climate of
Western Furope, and to define one or more climalic change scenarios. The
second major objective involved the use ol such scenarios in an evaluation of
the potential impacts on the European seclors of agriculture, water resources,
and energy (in terms of bolth energy demand and the supply of energy from
renewable resources). The project was completed in January 1984, and for a
more comprehensive description of objectives, methodology, and results, refer-
ence should be made to Meinl ef al.(1984).

The first of the following sections deals with the seleclion of the climatic
change scenarios. Section 3 is concerned with the selection of the crop—weather
models, a brief consideration of their structure, and a description of the
methods employed in coupling the models with the scenario climate data. The
final section presents and analyzes the clirnate scenarios and the results pro-
duced by the crop—weather models.

2. Selecting Climatic Change Scenarios

Three major techniques are available for the development of climatic change
scenarios; each makes use of a different source of information.

In the first techpique, instrumental data (i.e. data thal have been meas-
ured in the past for selected climate variables) are used to describe extreme
warm or cold years or periods that have occurred during the time span for
which instrumental records are available. Such extreme historical situations
may be treated as analogs for a future altered climatic state. This type of
approach has been adopted by Lough ef al. (1983) and Palutikof et al. (1984) in a
recent analysis of the possible impacts of a climatic change (induced by increas-
ing atmospheric COy) on West European agriculture and energy demand.

A second method for the construction of climate scenarios involves the use
of paleoclimate data. This may be defined as indirect or proxy information,
which predates the period of direct instrumental measurement of temperature,
precipitation, atmospheric pressure, and other meteorological variables. Such
data can be obtained from tree rings, ice cores, pollen analysis, archeological
data, and a variety of additional sources (Wigley et al., 1981). Flohn (1980) and
Kellogg (1983; Kellogg and Schware, 1981) have analyzed paleoclimate data for
preinstrumental warm periods, searching for clues to the possible behavior of
climate in a future warm state.

Numerical models form the basis of the third technique employed in the
development of climatic change scenarios. The models used in scenario
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construction are generally two- or three-dimensional in their representation of
the radiative and dynamic processes in the atmosphere; the most complex are
the lhree-dimensional atmospheric general circulation models. Many atmos-
pheric GCMs have been coupled with ocean models of varying complexity. The
coupled ocean model/atmospheric GCM has then been referred to as a ‘climate
model’. Strictly, the use of the term ‘climate model’ should be reserved for
models in which the atmosphere is capable of at least limited interaction with
the ocean (i.e. AGCMs with climatological sea surface temperatures are not cli-
matle models). Climate models generally limit their treatment of the climate
system to the atmosphere and ocean, and most are nolt coupled with either the
land cryosphere or the biosphere.

Schlesinger (1983, 1984b) provides thorough reviews of the structure and
capabilities of all the model types mentioned above, and of the results obtained
with them during perturbation experiments (i.e. a doubling or quadrupling of
atmospheric CO;). These reviews are extremely useful for the scientist
approaching the CO; problem from the perspective of the impact analyst.

For the specific purpose of developing climatic change scenarios, the use of
each type of information — instrumental or paleoclimate data, and numerical
model results — entails certain advantages and disadvantages. It is not the
intention here to provide an assessment of the relative merits of each tech-
nique. This issue has been treated in more delail elsewhere (e.g. Pittock and
Salinger, 1982). However, it must be pointed out that the specific advantages
and disadvantages of these methods are very strongly linked to the nature of the
questions posed in the initial stages of the investigation. In this instance, the
problem under consideration was to assess the possible climatic response to a
doubling of atmospheric COp levels, and the likely impacts of such changes in a
West European study area. The use of results from GCM experiments seemed
most relevant for answering this particular question. This decision can be criti-
cized on many grounds, given the justifiable concern about:

. GCM performance in representing present-day climate;

o uncertainties regarding the modeling of very basic atmospheric feed-
back processes (e.g. Hunt, 1981);

s the spatial and temporal resolution of GCM results;

. weaknesses in the modeling of the ocean, and the neglect of some

cryospheric and biospheric components of the clirnate system.

However, criticism of the suitability of GCMs for use in impact studies often
occurs on an almost intuilive level, and remains undifferentiated rather than
focusing on specific points. One major objective of this investigation was to pro-
vide just that specificity — that is, to make an objective assessment of the per-
formance and limitations of two GCMs when used for the purposes of impact
analysis. This was viewed as the primary aim, and the generation of yield change
forecasts assumed secondary importance. [t is hoped that a study of the
difficulties involved in coupling GCM results with crop—weather models will pro-
vide the basis for a more productive dialogue between general circulation
modelers and climate impact analysts (Gates, 1984).

For the purposes of this project, results were obtained from perturbation
experiments that had been perfermed with different GCMs. Research institutes
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that have provided model results include the British Meteorological Office
(Bracknell), the Geophysical Fluid Dynamics Laboratory (Princeton), the God-
dard Institute for Space Studies (New York), the National Center for Atmospheric
Research (Boulder), and Oregon State University (Corvallis). Bach et al. (1984)
then compared the temperature and precipitation results produced by indivi-
dual models.

Further analyses conducted by Bach and co-workers involved statistical
significance testing of the GCM results, and the examination of model perfor-
mance in simulating the features of present-day climate. All comparisons,
significance testing, and verification studies were performed for the West Euro-
pean study area (20°W to 20°E and 30 to 70°N), using a 4° latitude by 5° longi-
tude reference grid. By transferring simulated data to such a reference grid, it
was possible to compare results produced by models with different spatial reso-
lutions. The choice of the grid spacing was influenced by the fact that the
observed climate data (Schutz and Gates, 1971, 1872) were expressed on a 4°
latitude x 5° longitude reference grid.

On the basis of this preliminary investigation, two GCMs were selected for
use in the impact analysis — a model developed at the British Meteorological
Office (hereinafter referred to as the BMO model) and one developed at the God-
dard Institute for Space Studies (the GISS model). The BMO model has a 5-layer
atmospheric GCM, and a climatological ocean with prescribed sea surface temn-
peratures, upon which a latitudinally unvarying +2 K increment is superimposed
in the CO, doubling experiment. The model structure and experiments per-
formed with it have been described by Mitchell (1983) and Corby et al. (1977). It
is not a climate model (in the sense of the definition given earlier), since the
ocean does not interact with the atmospheric GCM. The GISS rnodel consists of a
9-layer atmospheric GCM (referred to as Model Il in Hansen et al., 1983) coupled
with an interactive, mixed-layer ocean (meaximum depth 65m), and hence
qualifies as a climate model. The physics of the model are described in Hansen
et al. (1983, 1984).

Other GCMs could have been selected for the subsequent impact analysis,
but it is important to stress that the BMO and GISS models fulfilled two pre-
requisites that were specified during the statement of the initial problem:

. the model should have been used in a CO; doubling experiment; and

. it should be capable of simulating seasonal changes in climatic vari-
ables, which are more important for agricultural impact analysis than
changes in annual means (and the variables considered should include
temperature, precipitation, solar radiation, and relative humidity).

3. The Crop—Weather Models

The selection of the two crop—weather models used in the impact analysis was to
some extent dictated by the spatial resolution of the GISS and BMO climate
models. The BMO model has a grid length of approximately 330km, whereas the
GISS model uses a grid spacing of 8° latitude by 10° longitude. Given this resolu-
tion, there would have been little justification for conducting an impact analysis
at the level of an individual European country. In order to make maximum use
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of the meteorological information available in the two climatic change scenarios
(i.e. to accentuate the differences in the climatic change projected for different
European areas), it was decided that the impact analysis should focus on the
whole of the European Community.

This decision imposed some constraints on the selection of crop—weather
models, as did model availability. The two models that eventually were chosen
typified two fundamentally different approaches — empirical/statistical and sim-
ple simulation modeling. Almost all previous impact studies with comparable
objectives have concentrated exclusively on the empirical /statistical approach
(using linear regression models), often devoting little attention to the statistical
problems associated with the use of such models (Haigh, 1977; Katz, 1979).

In this sludy we sought to analyze possible statistical problems inherent in
the linear regression approach, and to make a critical examination of the per-
formance of a simple simulation model. Again (as for the case of the GCM selec-
tion and scenario development), it must be stressed that the aim was the
evaluation of basic. methodological problems associated with the use of such
crop—weather models, and not simply the generation of yield change statistics.

The empirical /statistical model chosen was developed by Hanus for predict-
ing yields of winter wheat, and is described in detail in an investigation con-
ducted by Hanus (1978) for the European Community. It consists of a series of
linear regression equations, for each of 42 European meteorological stations,
using data for the seven months from January to July only. Each equation
expresses an empirical relationship (derived using 20—30 years of yield and
meteorological data) between nationally averaged winter wheat yield and the fol-
lowing predictor variables:

. mean monthly temperature

o mean monthly maximum temperature

- mean monthly minimum temperature

e total monthly precipitation

- time (the year is incorporated in each regression equation as a vari-

able in order to describe the yield trend).

For the Federal Republic of Germany, the Hanus model has been validated with
independent yield data over the period 1968—83, and produced an average error
of the estimate over this period of less than 5% (Hanus, private communication).
The model has not been validated with independent yield data for other Euro-
pean countries.

The simulation model employed in the impact analysis was developed by
Briggs (1983) during the course of the European Ecological Mapping Project. The
model was designed with the objective of evaluating the 'biomass potential’ of
the Buropean Community — that is, the potential for producing energy from
plant biomass. Since the concepl of ‘biomass potential plays an important role
in the subsequent discussion of results, it is useful to present the definition of
this term given by Briggs (1983):

The potential annual above-ground biomass production (as expressed, for example, in
kg/ha/yr) by a standard crop under constant management conditions. This definition is
adopted to avoid the short-term effects of differences in soil management procedures
(e.g. in fertilizer practice, irrigation, pesticide usage) and cropping practice, and the
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longer-term effects of differences in age, successional status, or environmental stability
of the existing vegetation cover.

Thus ‘biomass potential’ is an abstract concept, expressing the theoretically
achievable biomass production of a uniform reference crop (in this case, a
mixed-species grass sward) under the specific climatic and edaphic conditions
prevailing in a given area (Figure 1).

It should be emphasized that the Briggs model was not developed for the
particular purposes of impact analysis. The use of the model in such a specific
context has certain disadvantages. Briefly, these can be summarized as:

e validation difficulties, due to the somewhat abstract nature of biomass
potential, and the use of a grass reference crop;
. simplifications and empiricisms incorporated in the actual structure

of the model.

These issues are considered in detail elsewhere (Meinl et al., 1984), but are
important enough to deserve some mention here.

One problem encountered in the validation of the Briggs model relates to
the difference between theoretically achievable ‘biomass potential’ and the
biomass production actually attained. Such discrepancies are due to the neglect
of specific factors in the rnodel — i.e. inputs of fertilizers, the effect of irrigation,
and the influence of pests and diseases. The use of grass as a reference crop pro-
vides another explanation for possible discrepancies between actual biomass
production and ‘biomass potential’. Europe is not covered uniformly by a grass
reference crop, thus making model validation difficult in areas where a mixed-
species sward does not occur. Briggs (1983) has attempted to validate the model
in England and Wales, using data on grass ylelds at experimental sites. However,
a rigorous validation of the model in other areas of the European Community
has not been performed.

The major structural simplifications in the model relate to the calculation
of actual and potential evapotranspiration, the estimation of available soil water
capacity, the neglect of Hortonian overland flow and rainfall interception by the
vegetation cover, and the assumption of a 5°C threshold for the initiation of
grass growth. The major model empiricism involves the use of a Lieth—Box net
primary productivity equation to convert ‘effective evapotranspiration’ to
biomass potential.

This picture must be balanced by mentioning two of the advantages that
the Briggs model offers the impact analyst. Firstly, it considers differences in
the edaphic environment (in terms of available soil water capacity) throughout
the European study area. In other words, the capacity of a given area of land to
produce plant biomass is an explicit function of both soil and climatic charac-
teristics. In conlrast, areal differences in soil characteristics are only implicitly
considered in the Hanus model.

Secondly, it would have been beyond the time and financial constraints of
this project to attempt to use simulation models for a whole range of vegetation
types and/or crops (even if such models had been available). As Briggs (1983)
points out, the use of a reference crop is defensible on the grounds that:
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Grass has a relatively long growing season, and thus its overall demands on water and
energy supplies are high compared to other shallow-rooting crops with shorter growing
seasons; this means that its growth potential provides a good general index of the ca-
pacity for biomass production — a reasonable correlation might be expected in most
cases between the potential for grass growth and that for other crops.

Both the Briggs and Hanus models had data requirements that could be fulfilled
by the two GCM-derived climatic change scenarios, with the exception of the net
solar radiation informatlion required by the Briggs model. To overcome this
problem, net solar radiation was calculated with a model employing mean
monthly data for temperature, relative humidity, and cloud coverage (Bach el
al., 1984). The degree of cloud coverage was taken from the model results of the
GISS experiment and the climatological data of the BMO experiment.

In the case of the Briggs model, monthly mean data relating to tempera-
ture, precipitation, relative humidity, and net solar radiation were then interpo-
lated from the GISS and BMO grid points to the 233 meteorological stations used
by Briggs. The interpolalion process made no atlempt Lo take into account sta-
tion elevation and situation relative to mountain ranges (e.g. windward or lee-
ward). This seemed justifiable, given that both GCMs (and indeed all GCMs) intro-
duce simplifications in their treatment of the orographic characteristics of the
Earth’s surface. These simplifications include the averaging of fine-scale topo-
graphical information (such as the 1° Scripps topography or 1° Berkofsky and
Bertoni topography) over the area of model grid-boxes (Rownlree, 1978; Hansen
et al., 1883). Obviously, the averaging of topography may obscure climatic
details that are important for impact considerations (and also complicates the
comparison of observed climate data with data from model runs).

In a similar procedure, and with similar simplifications, monthly mean
temperature and precipitation data (for January—July, the seven months used in
the Hanus model) were interpolated from the GISS and BMO grid points to the 42
meteorclogical stations in the Hanus model. The Hanus model, as has been
stated above, makes use of mean monthly maximum and minimum tempera-
ture. Since neither GCM was capable of providing this type of inférmation, it was
assumed that the relationship between maximum, minimum, and mean
monthly temperature, as expressed in the observed climate data used by Hanus,
remained unchanged in the altered climatic state.

The impact analyses with the two crop—weather models were carried out by
Briggs and Coleman and by Hanus (Meinl ef al., 1984). Both were provided with
the above-described interpolated meteorological information from the two con-
trol runs and two perturbed runs of the GISS and BMO GCMs (i.e. GISS 1 x CO,,
BMO 1 x COg; GISS 2 x COy, BMO 2 X C0,). In the Hanus model, relative changes
in temperature and precipitation (2 x COg minus 1 x COp) were used directly in
the regression equations in order to calculate changes in winter wheat yields.
The Briggs model operated with absolute values of temperature, precipitation,
relative humidity, and solar radiation — that is, the relative changes in these
variables (2 x COy minus 1 X COZ) at each of the 233 stations were added to a set
of observed climate data for these stations (‘BIODATA’). These composite
meteorological data sets were then used to calculate new absolute values of
biomass potential.

In the assessment of the possible impacts of a COg-induced climatic change
on European winter wheat yields and biomass potential, it was assumed that
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climate was the only factor changed; all other factors with the potential to
influence wheat yields and biomass production were left unaltered. No attempt
was made to incorporate the effects of future technological developments, possi-
ble changes in climatic variability, or the direct physiological effect of increas-
ing CO; levels on plants. A further assumption was that atmospheric COy levels
doubled in a ‘step-like’ perturbation; i.e. the transient response of the climate
system to a gradual CO, increase was not considered. These assumptions are
treated in more detail in the final section; they are crucial to any assessment of
the scientific value of the results of the impact analysis.

4. The General Circulation Models: The Results

In this section we examine the performance of the two GCMs used in the impact
analysis — in terms of their ability to model the regional and seasonal features
of present-day climate (in the European study area), and in terms of the results
they produce in COy perturbation experiments. The GCMs under investigalion
were not developed for the specific purpose of being used in this type of impact
analysis, this also applies to other existing GCMs. GCMs are global, and not
regional models. It is as unfair Lo focus on their simnulation performance at the
detailed regional level as it is to enlarge a photograph a thousand times and
criticize the quality of the resulting print. However, such ‘microscopic’ analysis
of model control-run performance and experimental results is essential if the
impact analyst is to

. gain a better understanding of model limitations (in terms of data
quality, temporal/spatial resolution, and the climate variables that
can be treated); and

. make a precise specification of his or her data requirements to the cli-
mate modeler.

4.1. Model Verification. Annual Means and Seasonal Cycles

The first questions that the impact analyst must address are: How well does a
model that is used to develop a climatic change scenario actually represent the
existing climatic situation? Is the model capable of reflecting the regional pat-
terns and seasonal cycles of temperature, precipitation, and other meteorologi-
cal variables in the area of interest?

A model that cannot provide an accurate representation of even the large-
scale features of the present climatic state may have definite limitations when
it is used for impact analysis. An awareness of these limitations is essential if
the results of the impact analysis are to be placed in the correct perspective.

Bach et al. (1984) have performed a verification of the annual mean tem-
perature and precipitation rate distributions in the BMO and GISS control exper-
iments, and give a full description of the procedures employed in verification
and the verification results. Only the most important points pertaining to the
verification procedure and results are discussed here. In the case of the BMO
temperature data, the verification was performed for temperature at the 0.9¢
layer (ca. 900 mbar) and not for surface temperature. Such an approach can be
justified because the BMO model uses only one sample from the diurnal cycle of



80 Benjamin Santer

each simulated day (at 0.00GMT). By comparing observed temperature (interpo-
lated from the surface to the model’s 0.9¢ layer) with simulated temperature at
the 0.90 layer, the effect of the diurnal cycle was minimized. All other tempera-
ture and precipitation rate verifications were for surface values.

In the BMO control run, the model was integrated for 1,192 days, and the
simulated temperature and precipitation results were obtained by averaging
over the final three years of the integration (Mitchell, 1983). The corresponding
results of the GISS model’'s 35-year control run were averaged over years 26—35
of the integration (Hansen et al., 1984). The observed temperature data were
taken from Schutz and Gates (1971, 1972); observed precipitation data were sup-
plied by Jager (1976).

From the perspective of the impact analyst, the most important results of
the verification of simulated annual means can be summarized as follows. In
terms of annual mean temperature, the differences between the present-day
temperature distribution in the study area and the temperature distributions
predicted by the BMO and GISS rmnodels are sometimes in the same range as the
temperature changes predicted by most GCMs for a doubling of CO,. Maximum
observed/simulated differences range from +2K to —2K for the GISS model, and
from 0K to —4K for the BMO model (Bach ef al., 1984; Santer, 1984).

Secondly (for both models, and for both temperature and precipitation),
the sign of the differenice between modeled and observed data varies throughout
the study area — the differences do not simply represent an overall bias. Finally,
it should be noted that both models show ‘precipitation rate anomalies’ (i.e.
differences between measured and modeled data) of greater than 1mm/day,
which are by no means insignificant. For example, an examination of long-term
observed climate data for stations in southern France (Muller, 1982) indicates
that a precipitation rate anomaly of 1 mm/day represents an error of over 50%
in the total annual average precipitation.

Additional verification studies of model seasonal cycles were performed
specifically for this paper. FMigures 2a and 2b show a comparison of observed and
simulated seasonal cycles of temperature and precipitation, which has been car-
ried out for two of the meteorological stations of the F.R.G. used in the Briggs
model. Mean monthly data from the GISS and BMO control runs were filtered and
interpolated to station coordinates (Bach et al., 1984), and then compared with
long-term monthly means for the period 1931—-60 (Schirmer, 1977). Such com-
parisons were made for a number of stations throughout the study area, and the
two stations chosen for use in Figures 2a and 2b show typical results.

Figures 2a and 2b illustrate that for Jever and Kahler Asten, the qualitative
‘sense’ of the temperature cycle is described reasonably well by the BMO and
GISS simulations. One exception is the March temperature simulation by the
BMO model, which shows temperature decreases from February to March, as
opposed to the increase shown by observed data. This may be due to an increase
in the easterly flow (at the 0.90 layer) across large areas of Europe, which is
simulated during each of.the three winters in the control integration (Reed,
1984).

In absolute terms, there are substantial differences between observed and
modeled temperatures (often greater than 5°C). In the case of the GISS model,
one important factor in the explanation of such observed/simulated tempera-
ture discrepancies relates to the difference between actual station elevation and
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Fig. 2a. Jever, Federal Republic of Germany: temperature and precipitation differences
between three meteorological data sets — BMO 1 x COZ, GISS 1 x COZ, and German Weath-
er Service (measured data, 1931-60). Actual station elevation, 7 m.

the ‘average’ elevation of the model grid-box in which the station occurs. In the
case of the BMO model, these discrepancies are largely dependent on the rela-
tionship between actual station height and the elevation of the model's 0.90
layer (and, to a lesser exlent, on the model's use of only one sample from the
diurnal cycle).

In terms of simulating the annual precipitation cycle, neither model per-
forms well — this applies both to the absolute values of precipitation, and to the
qualitative ‘sense’ of the precipitation cycle. In some cases, the model data show
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Fig. 2b. Kahler Asten, Federal Republic of Germany: temperature and precipitation
differences between three meteorological data sets — BMO 1 x CO,, GISS 1 x CO,, and
German Weather Service (measured data, 1931—60). Actual station elevation, 836m.

no similarity with the observed data, and some monthly values are in error by
up to 100%.

Examination of the performance of the GISS and BMO models in simulating
present-day annual means and seasonal cycles (of temperature and precipita-
tion) raises a basic question. Can a comparison of the control runs of two (or
more) GCMs be used to determine which of the models is more likely to produce
‘believable’ temperature and precipitation changes when the models are per-
turbed?
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Clearly, an analysis of control-run performance alone does mnot supply
sufficient information to answer the question of overall model reliability. In
order to make any statement about the plausibility of model-predicted climatic
changes, it is necessary to examine the structural differences between GCMs (i.e.
how different models treat the ocean, clouds, sea ice, surface albedo, etc., and
how they parameterize sub-grid-scale processes). However, it does seem that a
good case can be made for closer examination of control-run performance, and
for studies in which the control runs of different models are compared (e.g.
Schlesinger, 1984a). Detailed intercomparisons of control runs against one or
more standard sets of ‘present-day’ climate data may provide useful information
— both from the modeler’s viewpoint (diagnosing the climatic effect of struc-
tural differences between models) and from the impact analyst’s perspective
(evaluating the plausibility of climatic changes predicted by different models in
perturbation experiments). The value of such a control-run intercomparison
would be increased still further if the models also employed the same observed
climate data sets for the specification of boundary conditions.

4.2. Model Scenarios: Relative Changes in Temperature and Precipitation for a
Doubling of Atmospheric CO,

The relative changes in temperature and precipitation (2 x COp minus 1 x COg)
were determined for all four seasons, as well as for annual mean values, for both
the BMO and GISS models (Bach et al., 1984). The resulting scenarios differ
markedly, and a full discussion of these differences is given in Bach et al. (1984)
and Santer (1984). Only a few illustrative aspects are considered here.

From the perspective of the impact analyst, the most important difference
between the two GCM-derived scenarios relates to the behavior of precipitation
rate south of ca. 50°N. For major parts of this area, the BMO model shows a sub-
stantial decrease in the annual average precipitation rale. The decrease in pre-
cipitation rate is exhibited during all four seasons, and reaches its greatest
magnitude in winter and surnmer (—1.2mm/day). The area experiencing a pre-
cipitation rate decrease reaches its greatest extent in winter.

A comparable declinie in precipitation rate is not indicated by the GISS
model; only small portions of the study area experience a slight decrease in pre-
cipitation rate (—0.2mm/day) in winter and in summer. In terms of annual
means, the GISS rnodel predicts an increase in precipitation rate throughout the
study area.

When the predicted temperature change is examined, the two scenarios are
only broadly comparable. If the annual means are considered, the temperature
response of the GISS model to a CO, doubling is approximately 1K greater than
that of the BMO model. On a seasonal basis, the temperature difference between
the two models often exceeds this figure.

For the purposes of impact analysis, all of the above-described differences
between the two scenarios are significant. Therefore, it might be expected that
the agricultural impact analysis would produce two substantially different sets
of answers when the two crop—weather models are coupled with meteorological
information from the two GCM-derived scenarios. Whether this is the case is
examined in the next section.
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5. The Crop—Weather Models: The Results

5.1. The Hanus Model

The major results of the Hanus model are presented in Tables I and II. In Table [,
the predicted increases or decreases in winter wheat yield (made using the BMO
and GISS meteorological information) are expressed in terms of
decitonnes/hectare; in Table II, these changes are converted to percentage
changes in yield, relative to 1975—79 national averages. The results for each
individual country represent an average of the results for all stations within
that country. Before these results can be interpreted, it is necessary to provide
some clarification of the meaning of these changes.

The 0.7dt/ha increase in winter wheat yields that the Hanus model predicts
for Ireland (Table I, BMO data) using the ‘January’ regression equations can be
defined in the following way. If January temperature and precipitation (at the six
Irish stations used in the Hanus model) changed by the amounts specified in the
BMO scenario, the final yield of Irish winter wheat would increase by 0.7dt/ha.
The ‘mean monthly yield change’ for Ireland, as defined by Hanus (—0.6dt/ha,
BMO data) is simply the average of the yield change contributions over the
period from January to July.

Thus the ‘mean monthly yield changes’ defined by Hanus incorporate three
significant weaknesses:

. The calculation of each of the monthly yield change contributions (in
Table I) is completely independent of temperature and precipitation
changes in previous months. Thus, each monthly estimate of yield
change has no ‘memory’ of how temperature and precipitation have
affected the wheat crop in previous months.

. The yield change contributions are averaged over the growing seasor.
In this averaging procedure, the effect of individual months with large
positive or negative contributions is minimized drastically.

. Spatial patterns of climate are related to nationally averaged yields,
rather than spatial patterns of yield. In such a spatial average, large
positive and/or negative yield change contributions made by individ-
ual stations either are minimized or tend to cancel each other out.

For these reasons, it is suggested that the mean monthly yield change results
presented in Tables I and 1l should be viewed as substantial underestimates of
the yield changes (for winter wheat) likely to be produced in Western Europe by
temperature and precipitation changes of the orders of magnitude expressed in
the BMO and GISS scenarios.

Slightly less unrealistic estimates may be obtained by using a cumulative
approach, and adding rather than averaging the individual yield change contri-
butions. The ‘cumulative yield changes’ listed in Tables I and II still suffer from
the first and third of the above-listed weaknesses (independence of monthly
yield change estimates, and consideration of nationally averaged yields), but do
give a greater weighting to large positive or negative yield change contributions
than a simple averaging procedure.
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TABLE I: Hanus Country Model: Calculation of ‘Mean Monthly Yield Changes’ and "Cumu-
lative Yield Changes’ for Yields of Winter Wheat in Eight Countries of the European Com-
munity. (All Figures are in dt/ha.)

Country Model Jan. Feb. Mar. Apr. May Jun. Jul. Mean Cumu-
mon- lative
thly yield
yield changeb
change®

Ireland BMO 0.7 -0.5 1.8 —-1.7 =22 =09 =14 -0.6 —4.2

GISS 1.0 =07 28 =85 =388 =17 =25 —1.2 —8.4

Denmark BMO 5.8 4.0 4.9 5:1 =28 43 =2% 1.4 +9.8

GISS 3.2 3.3 2.4 38 =48 =45 -2.8 0.1 +0.8
NetherlandsBMO 2.8 2.0 0.8 0.5 =1.8 0.3 -3.7 0.1 0.7
GISS 3.8 35 0.5 0.6 -=3.0 0.4 -5.8 0.0 +0.2
Belgium BMO 2.8 04 -—-1.5 -34 0.8 -4.9 1.8 -0.7 —4.5
GISS 2.5 0.6 -1.3 =29 1.1 -6.2 3.0 -0.5 -3.2
Luxemburg BMO 0.0 -0.2 2.4 0.7 -0.4 -18 1.7 0.3 +2.4
GISS 0.0 -0.9 1.8 0.7 =05 =21 29 0.3 +1.9
France BMO 0.8 -0.4 19 =19 =19 =40 1.8 -0.6 —4.2
GISS 1.7 =15 1.3 =186 =26 -4.9 22 -0.8 —-5.4
F.R.G. BMO 1.8 -0.3 3.6 =15 =06 =28 =086 ~0:1 -0.5
GISS 9 =09 24 —=lg =%kl =87 =10 -0.5 —4.0
Italy BMO 0.8 0.0 -1.0 -0.4 05 =10 0.9 0.0 -0.2
GISS 15 0.0 -1.5 -0.6 0.7 =16 1 L =0.1 -0.4

®Mean monthly yield change is defined as the average of the yield changes for each of the seven

months.

bCumulative yield change is defined as the sum of the yield changes in each of the seven months.

TABLE II: Hanus Country Model: ‘Mean Monthly Yield Changes® and ‘Cumulative Yield
Changes’ for Eight EC Countries, Expressed as Percentages of 1975—79 Average Yields.

Country Average BMO mean GISS mean BMO cumu- GISS cumu-
yield, wheat monthly monthly lative yield lative yield
and spelt, yield yield changes {%)  changes (%)
1975-79% changes (%) changes (%)

(dt/ha)

Ireland 47.9 —1:25 —2:9 —8.8 ~17.:5

Denrmark 52.5 +2.7 +0.2 +18.7 N |

Netherlands 58.2 #0.2 0.0 +1.2 +0.3

Belgium 47.2 —-1.5 S —9.0 —-6.8

Luxemburg 30.9 +1.0 +1.0 +7.8 ~+6.1

France 43.8 —-1.4 =1.8 —9.6 =1 2.8

F.R.G. 46.6 =0.2 =1.1 =1:1 -B.6

Italy 25.8 0.0 -0.4 —-0.8 -1.2

“All average yields are for winter wheat and spelt,

spelt data were available.

except for Ireland, for which only wheat and

Even using such ‘cumulative yield change' estimates, the impact analyst
faces problems in interpreting the results. When the temperature and precipita-
tion coefficients employed in the regression equations are examined, they are
often difficult to explain in terms of physical or biological climate—yield
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relationships. This is particularly evident in the case of the results for Italy and
Ireland (Tables I and II).

In the case of the Italian cumulative yield changes, the results do not
reflect the substantial precipitation rate differences that exist between the GISS
and BMO scenarios. This lack of sensitivity is apparently a function of the small
size of the precipitation coefficients in the Hanus regression equations. Multicol-
linearity (i.e. correlations between the observed series of temperature and pre-
cipitation data used by Hanus) may explain why the precipitation coefficients
are often several orders of magnitude smaller than the temperature
coefficients. The implication of this is that the effect of the predicted tempera-
ture change on winter wheat yields becomes exaggerated.

Similarly, the large predicted yield decreases in Ireland (which are pri-
marily a result of the large negative temperature coefficients in the April—July
regression equations) are difficult to understand. New absolute April—July tem-
peratures in Ireland (i.e. values thatl take into account the temperature changes
specified in the BMO and GISS scenarios) are not in a range likely to cause direct
physiological damage to the winter wheat crop. There seems to be little physical
basis for the predicted yield decreases.

A further problem is caused by the assumption of the nonlinearity of rela-
tionships between temperature, precipitation, and yield. It is unlikely that the
Hanus model performs well in areas where the new absolute values of tempera-
ture and precipitation (i.e. the values after the specified climatic change) are
close to ‘thresholds of linearity’. The most important nonlinear effect in the
present investigation probably involves relationships between high temperature
(greater than 30°C during the pre-harvest stage) and winter wheat yield in Italy
and southern France.

These few examples illustrate why a simple linear regression approach may
be fundamentally unsuitable for making any credible assessment of the impacts
of climatic change on crop yield.

5.2. The Briggs Model

Figure 3 presents the most important results from the applicalion of the Briggs
model — the percentage changes in ‘biomass potential’. These were determined
using ‘composite’ meteorological information (BIO.GISS and BIO.BMO; see Sec-
tion 2) to calculate biemass potential in the altered climatic state, and observed
climate data (BIODATA, see Briggs, 1983) to calculate present-day biomass poten-
tial. The percentage changes at individual stations have been averaged in order
to present percentage biomass potential changes per country. For simplicity,
the discussion is confined to results obtained for the 50mm available waler
capacity class; comparable results have been obtained for the other available
water capacity classes employed in the Briggs model (infinity, and 250, 200, 150,
100, and 75 mm).

One result is immediately apparent. The BIO.GISS scenario projects that the
average change in biomass potential — after a climatic change induced by a dou-
bling of COy; — will be positive for all ten EC countries. In contrast, the BIO.BMO
scenario projects that Italy and Greece will experience decreases in biomass
production, and that France in particular will show a far smaller biomass
increase than in the BIO.GISS scenario. These results appear to reflect the EMO
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Fig. 3. The Briggs model: calculation of percentage changes in the average biomass po-
tential of ten European countries, using meteorological information from the BIO.BMO
and BIO.GISS scenarios.
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model’s predicted decrease in precipitation rate over Southern Europe.

Precipitation is not the only factor of importance in the explanation of per-
centage changes in biomass potential. This becomes evident in Figure 4, where
the percentage changes in biomass potential are examined at the level cof indi-
vidual stations.

Figure 4 indicates that even in the BIO.BMO scenario (with its substantial
decrease in precipitation rate over Italy), not all Italian stations exhibit a per-
centage decrease in biomass potential. Those stations located within the bound-
ary of the 1000m contour sometimes show percentage increases in biomass
potential (or, in some cases, small decreases). Similarly, in the BIO.GISS
scenario, the stations with the largest percentage increases in biomass potential
are found above 1000m. When the strength of the correlation between station
elevation and percentage change in biomass potential is examined (for all
Italian stations), the respective F, values for the BIO.BMO and BIO.GISS
scenarios are 0.39 and 0.55.

One possible explanation of these results is that temperature acts as a
more effective limit to biomass production than moisture stress at stations
above 1000m. This limit is imposed by direct low-temperature stress, and by a
restriction in the lerigth of the growing season. The large temperature increases
in the BIO.GISS and BIO.BMO scenarios, particularly in the winter months,
ameliorate low-temperature stress and increase the length of the growing sea-
son at high-elevation stations. This explains the high percentage increases in
biomass potential predicted for stations above 1000 m.

The correlation between percentage increase in biomass potential and sta-
tion elevation may be stronger for BIO.GISS data (0.55) than for BIO.BMO data
(0.39) because the precipitation decrease in the BIO.BMO scenario also exerts an
important effect on the magnitude of the change in biomass potential. In other
words, the final change in biomass potential is a function of how both tempera-
ture and precipitation change at any individual station. Therefore, in the
BIO.BMO scenario, the positive influence of a temperature increase (at stations
above 1000m) is counteracted by the decline in precipitation rate. Since the
BIO.GISS scenario has no comparable precipitation decrease, the relationship
between elevation and percentage change in biomass potential is more marked.

For a more detailed analysis of the Briggs results, reference should be
made to Meinl et al. (1984). However, even from the brief discussion given above,
it is evident that:

. In order to understand the estimated changes in biomass potential, it
is necessary to examine how current biomass production is limited by
either temperature or moisture stress (or by a combination of these
factors).

. A simple simulation model, may provide the impact analyst with
results that have more basis in physical reality than the results of
linear regression models.
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Fig. 4. The Briggs model: calculation of percentage changes in the average biomass po-
tential of 32 ltalian stations, using meteorological information from the BIO.BMO and
BIO.GISS scenarios.
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6. Conclusions

In this project, a first attempt has been made to use the results of GCMs in cli-
mate impact analysis. The methods empleoyed, when applied to the verification
of GCM control runs, and to the interpolation of ‘perturbed run’ climate data to
stations used in crop—weather models, have raised more problems than they
have solved. These problems must be addressed before the results of general cir-
culation models can be used in impact analysis in a realistic way. They include:

. Development of a methodology for validating the results of different
GCM control runs, in terms of the parameters used in impact analysis,
and on appropriate ternporal and spatial scales. This would involve the
compilation of a standard set (or sets) of measured data, and the
selective modification of such data in order to ensure that incon-
sistent comparisons of measured and modeled data are avoided.

. Development of a methodology for transferring the ‘perturbed run’
results of GCMs to the coordinates of stations used in specific
crop—weather models. As in the case of model validation, interpolation
procedures need to be developed, and methods need to be devised to
derive sub-grid-scale detail that is compatible with local climate-
determining factors (such as topography; see Kim et al. (1984) for
further discussion of the ‘climate inversion’ problem).

It is not the GCMs alone that require improvement, nor the procedures used
in transferring climate information from GCMs to crop—weather models. It has
also been demonstrated that there is a need for improvement and more critical
verification of the impact analyst’s crop—weather models. Simple linear regres-
sion models may well be unsuitable for assessing the possible agricultural
impacts of a substantial climatic change.

The development and improvement of GCMs is a dynamic process. As their
numerical representalion of the climate system becomes more realistic, there
may be some grounds for believing that their results can be used as predictions
rather than simply as scenarios. At such a time, the climate impact analyst will
need to have experience in using the temperature and precipitation output from
GCMs (and output related to other relevant meteorological parameters) intelli-
gently and to the best effect. This experience can and must be gained now,
rather than waiting for the ‘ideal GCM’ to arrive.

The scientific value of this study’s impact results must be seen in the con-
text of the assumptions underlying the entire investigation and in the perspec-
tive of the uncertainties associated with GCM predictions. A doubling of atmos-
pheric CO; levels will not occur as a step-like event. Results from transient
response experiments were not available for this investigation; it is both neces-
sary and desirable for subsequent impact studies to attempt the coupling of
transient response results with appropriate crop—weather models. Transient
response is, however, still poorly understood. Although some investigations
have looked at the climate systemn’s transient response to a step-function
increase in CO, (Bryan et al., 1982; Hansen et al, 1984), few groups have con-
sidered the response to a time-dependent increase in CO, (Thompson and
Schneider, 1982). It may well be some time before the results of tranmsient
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response experiments are reliable enough to use in impact analysis.

Another area of uncertainty relates to the role of technological advances. It
is evident that advances in agricultural technology will exert a significant
influence on future crop yields, although the exact nature and magnitude of
such effects are almosl impossible to predict. If technological developments
over the next 70—100 years are anything like those over the past century, their
impacts on agriculture and on all forms of human activity will be enormous.

Increasing atmospheric CO, levels will almost certainly exert a direct phys-
iological effect on plant growth and biomass production. But again, it is difficult
to forecast how elevated CO5 levels will affect yields of C5 and C, crops under
‘uncontrolled’ conditions in the natural environment (Lemon, 1983).

Finally, it is indisputable that future changes in the frequency of extreme
climatic events (which may result from changes in the mean and/or changes in
variability) will be more important in determining the nature and magnitude of
agricultural impacts than changes in mean values alone. But the question of
how variability might change in a world with increased COy levels has not
received detailed attention in GCM experiments.

It is possible to argue that the present study would have been more realis-
tic if it had attempted to incorporate all of the above-mentioned factors — tran-
sient response, technological changes, the direct effects of COg, and changes in
climatic variability. However, the consideration of all these factors would have
necessitated the inclusion of an enlire range of new assumptions. As was stated
initially, the aim of this investigation was to examine the uncertainties in one
particular area — the coupling of GCM-derived climatic change scenarios with
crop—weather models. Even this relatively limited study has shown that there
are sufficient problems deserving serious attention in that one area. Future
impact analyses must address the questions that were neglected in this study.
But they should also show an awareness that increased ‘realisrn’ (when attempt-
ing to forecast the impacts of a CO, doubling) can only be gained by making an
increased number of assumptions.
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THE EFFECT OF CLIMATIC VARIATIONS ON AGRICULTURAL RISK
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Abstract. The thesis of this paper is that impacts from climatic change
can be evaluated effectively as changes in the frequency of short-term,
anomalous climatic events. These can then be expressed as changes in
the level of risk of impact from climatic extremes. To evaluate this
approach, the risk of crop failure resulting from low levels of accumu-
lated temperature is assessed for oats farming in southern Scotland.
Annual accumulated temperatures are calculated for the 323-year-long
temperature record compiled by Manley for Central England. These are
bridged across to southern Scotland and, by calculating mean levels of
risk for different elevations, an average ‘risk surface’ is constructed.
One-in-10 and 1-in-50 frequencies of crop failure are assumed to de-
lineate a high-risk zone, which is mapped for the 323-year period by
constructing isopleths of these risk levels. By redrawing the risk iso-
pleths for warm and cool 50-year pericds, the geographical shift of the
high-risk zone is delineated. The conclusion is that relatively recent and
apparently minor climatic variations in the United Kingdom have in fact
induced substantial spatial changes in levels of agricultural risk. An
advantage of expressing climatic change as a change in agricultural
risk is that support programs for agriculture can be retuned to accom-
modate acceptable frequencies of impact by adjusting support levels to
match new risk levels.

1. Introduction

In the field of climate impact assessment there has been a tendency to distin-
guish between the role of short-term climatic variability and the role of long-
term climatic change. One affects the range and frequency of shocks that
society absorbs or to which it adjusts. The other alters the resource base, for
example the agroclimatic resources that can affect farming options and the pat-
terns of comparative advantage, which themselves help to determine why some
crops are grown in one place and different crops in another. Following this line
of thought, some studies have attended specifically to those shifts of cropping
zones that might occur as a result of long-term changes in mean climate (Willi-
ams and Oakes, 1978; Newman, 1980).

Yet this distinction between short-term and long-term reflects more sta-
tistical convenience than an understanding of human behavior. Fgw societies or
individuals look far ahead or behind. Farmers, for example, may plan over one
or two years but rarely more than five. Any future impact from long-term
changes in mean climate can thus be seen as being embedded in present-day
impacts from short-term climatic variability; and it is likely that these short-
term impacts will remain the medium through which any long-term change is
felt. The thesis of this paper is, therefore, that impacts from climatic change
should be expressed as changes in 7isk of impact from the short-term
anomalous event. One advantage of considering possible impacts from climatic
changes in this form is that they can be expressed in a language understood by
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the policy maker. Using present-day frequencies of climatic events as a refer-
ence, we can superimpose effects such as COg-induced warming to obtain a new
set of frequencies showing the possible impacts of costly, extreme events (such
as droughts, floods, cold spells, etc.). Government programs could then be con-
structed to allow for specified tolerable risk levels by adjusting activities accord-
ing to the change in risk.

In this paper we explore the extent to which levels of climale-related risk
have varied in the past, as indicated by the instrumental record. The analytical
methods would be similar if we were to consider future variations, but the great
advantage of the historical approach lies in our ability to determine the statisti-
cal characteristics of the data set, such as the mean, variance, and autocorrela-
tion, by direct calculation. In a future scenario approach, these characteristics
must be prescribed. Our choice of data and study area was governed by two
requirements: firstly, for a long instrumental record (to detect impacts from
short-lerm changes in patterns of climatic variability); and secondly, to exam-
ine a region where climatic risk is high, and where changes in climatic risk
would have a readily detectable effect on the economic system. Subsequently,
with a deeper understanding of the issue, we can extend an investigation of this
kind to regions where climatic risk is less pronounced but nonetheless still
important.

The longest instrumental record available is that for temperature in Cen-
tral England compiled by Manley (1953, 1974). This is representative of inland
locations in the English Midlands at about 150 feet (46m) above sea level. At
this elevation, however, levels of climate-related risk for agriculture are not
high. We thus need to look at upland areas with higher levels of risk. An
appropriate area is the Southern Uplands of Scotland, which previous werk has
indicated as being characterized by highly marginal forms of arable agriculture
(Parry, 1975). We shall focus specifically on the cultivation of oats, which, at
elevations of about 340 m in southern Scotland, is near its physiological limit.

However, the instrumental record for this region extends back only to 1856.
Only at Edinburgh is it extant for the eighteenth century (from 1764). For the
period before 1764 we must look to the data for Central England available from
1659. By bridging between the data sets for Central England and Edinburgh, and
between those for Edinburgh and our upland region, it is possible to derive a
323-year run of temperature data for southern Scotland. We shall analyze these
data for long-term changes in climatic risk, first in Central England and subse-
quently in southern Scotland, and assess the impact of these changes on margi-
nal agriculture in the upland region.

2. Long-Term Variations in Growth Potential

2. 1. Selection of the Parameter

In maritime upland areas relatively small increases in altitude generally result
in marked foreshortening of the growing season and a great reduction in the
intensity of accumulated warmth (Manley, 1945). Moreover, the variability of
accumulated warmth relative to the mean increases with altitude, and further
contributes to the rapid altitudinal fall in potential for crop growth (Manley,
1951).
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For oats, which is more tolerant of high rainfall, frequent soil waterlogging,
and greater soil acidity than are wheat and barley, the intensity of growing sea-
son temperatures is the single most limiting climatic factor. The most effective
measure of this is one of accumulated temperature (or the number of growing
degree-days, GDD). Growing degree-days are calculated as the excess of mean
monthly temperature Ei over the base temperature £, multiplied by the
number of days in the month, m;, and cumulated over one year to give an
annual total A4:

12 _ _
A=Y my (L, —ty) for t; =1t . (1)
A=l

We have used a base of 4.4°C, established from phenological studies as
being appropriate for oals in northern Europe (Nuttonson, 1955), to calculate
annual accumulated temperatures for Central England from 1659 to 1981.

2.8, Cenlral England Accumulated Temperatures, 1659—1981

Central England temperatures were assembled by Manley from several discon-
tinuous series into a table of monthly means. This was derived from the average
of data recorded in Oxford and at a number of stations in Lancashire from 1815.
Data for the period from 1771 to 1815 were obtained by averaging the cepartures
for each month at a number of inland stations whose records are sufficiently
long to be ‘bridged’ into the later run of data. For the period before 1771, data
were bridged into the record from a variety of scattered observation points.

From these monthly data accumulated temperatures in month-degrees
were calculated by Manley (1951) for the period 1751—1949 for sites at a height
of 183m in the English Pennines. However, using the full run of data, we have
calculated growing degree-days at 46m (the height represented by the Central
England temperature data) for a 323-year period (Figure 1).

2.3. The Chronology of Accumulaled Warmth

The history of these accumulated temperatures is, in one sense, a barometer of
the buoyancy of the local farming economy, particularly in the cold, marginal
uplands of northern Europe where agriculture is constrained by a growing sea-
son that is both short and lacking in intensity. The most important events in
this chronology (bearing in mind that it represents lowland conditions) were
probably the cooler than average years, particularly those with less than 90% of
mean accumulated warmth (about 1,660 GDD). We can classify these extreme
occurrences into: (1) those that are single, isolated extremes (e.g. 1740, 1782,
1860, 1879, 1922); (2) those that represent clustered events of two, three, or
even more extremes in successive years (e.g. 1673—75, 1688-98, 1838-40,
1887—88, 1891—92); and (3) those that represent periods characterized by a high
frequency of scattered, not successive, negative extremes (e.g. 1812—17,
1879—92). Though not necessarily mutually exclusive, these could have recog-
nizably different effects: the isolated event having a sudden but short-lived
impact, while successive extremes bring about increasingly greater economic
hardship.
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For example, 1740 saw a spectacularly poor harvest in Scotland, yet food
shortages were made good the following summer (Parry, 1978). Similarly, the
cool summer of 1782 delayed the upland oats harvest until December. In Aber-
deenshire, farmers had to shake the snow off the crop before cutting (Pearson,
1973). Yet there was little lasting hardship.

The limited impact of such isolated events can be contrasted with the
effects of a run of extreme years, which, by forcing farmers to consume their
seed stocks or spend their cash reserves, could seriously prejudice their har-
vests in subsequent years. In this respect, the effect of the so-called ‘Seven Il
Years’ of the 1690s on the rural population in northern Europe was catastrophic.
In Finland, at least one-quarter, and possibly one-third, of the people died in the
Great Famine of 1696—97 largely as a result of epidemic diseases spreading
through an ill-fed and weak population (Jutikkala, 1955).

Finally, we can detect the curnulative, erosive effect of the periods charac-
terized by frequent, but scattered extremes. In these instances, the process of
recovery was halted and reversed by a series of recurrent shocks that, over
several years, the farm economy had insufficient stamina or resilience to
absorb. In the UK., the scattered extremes over 1879-92 slowly brought more
and more farmers to a state of bankruptey, particularly because grain prices,
held back by cheap imports since the repeal of tarifis on North American grain,
failed to respond to depressed yields (Royal Comnission, 1883; Perry, 1974).

Such historical, ideographic descriptions of the effects of single, succes-
sive, and clustered extremes are, however, not a sufficient basis for generaliza-
tions concerning the impact on agriculture of climmatic variability and of
changes in that variability. Such a basis can only be provided by study of
specific responses in particular farming systems. We shall focus specifically on
the probability of crop failure because we believe that this is a most effective
measure of impact from climatic variations. There are two reasons for this.
Firstly, marginal farmers, by definition, operate near the limits of profitability
and are more concerned with survival (i.e. the probability of their avoiding
failure) than with accumulating wealth (i.e. their increment above a minimum
average condition). Secondly, the nonmarginal, profit-maximizing farmer knows
well that net returns are a function not simply of average yield, but also of the
balance struck between gambling on ‘good’ years and insuring against 'bad’ ones
(Edwards, 1978).

We shall focus on those changes in probability of crop failure that can
occur as a result of changes of climate. To do this historically, however, requires
a long run of climate data. This is obtained by bridging across to our upland
study region from the Central England temperature record.

2.4. Dertvation of Proxy Accumulated Termnperatures for Southern Scotland
A 3R23-year proxy record of accumulated temperatures for southern Scotland was

constructed by bridging from Central England to Edinburgh, and from Edin-
burgh to a network of 27 stations covering the study area.
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2.4.1. Bridging from Central England to Fdinburgh

Data for the period of overlap between the two records (1764—1896) were
analyzed to establish linear regression equations, for each month, of Edinburgh
temperatures on Central England temperatures. Correlation coefficients were
also recorded, and all indicate a close relationship belween the two sets of
monthly temperatures (Tz ranging between 0.601 and 0.807 for June and Janu-
ary, respectively). A plausible means of extrapolating the Edinburgh record is,
therefore, to use the regression coefficients as predictors of temperatures at
Edinburgh for the full period, 1659—-1981.

2.4.2. Bridging from Edinburgh to Southern Scotland

Twelve regression equations relating mean monthly temperature to elevation
were calculated, one for each month, from the 40-year record (1856—85) for the
27 stations (excluding Edinburgh) in southern Scotland. These equations were
used to estimate monthly means (1856—85) for a site representative of the whole
region at the same altitude as the Edinburgh station (76m). The differences
between these estimates and the actual monthly means for Edinburgh were
then used as correction factors to adjust the proxy Edinburgh data to obtain
longer-term temperatures for the study area. We can thus derive a 323-year set
of accumulated temperatures for southern Scotland, within which to examine
the frequency of crop failure.

3. The Frequency of Crop Failure

3.1. Method

For many crops the point of ‘failure’ is an arbitrary one because, however small
the return of grain, the residue material (straw, ete.) is often valuable as fodder.
There is a point, however, where the grain yield falls so short of the expected
yield or the yield required to cover costs of inputs such as seed, labor, and fer-
tilizers that, in economic termns, the year's venture may be considered a failure.
Clearly crop failure can thus be defined in many different ways, each appropri-
ate for different farming systems and crop types.

Our definitions and data for crop failure refer to Red and Blaislie varieties
of oats, which were commonly grown in the study region in the nineteenth cen-
tury. By examining diaries and farm journals for that period, we can identify the
years of crop failure and, by referring to the meteorological record, the weather
of those dismal summers. Empirically, it had been concluded from earlier work
that where accumulated temperatures failed to exceed 970 degree-days, oats
harvests were extremely late and reduced (Parry, 1978).

Knowing the regionally averaged lapse rate of temperature with elevation
in the region (0.68°C/100m; Parry, 1976), we can calculate, for each year, the
height at which the minimum accumulated temperature is achieved. Above this
height, which shifts upwards and downwards substantially from year to year
according to variations in accumulated warmth, the oats crop would have been
long delayed (Figure 2). We thus have a picture, for the period 1659—1981, of the
year-to-year shifts in the hypothetical upper limit of the oats crop caused by
annual variations in temperature. In this way, climatic variations can be
expressed as the spatial variation of a boundary, which shifts across an
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economic surface: thus a farmer who in one year lies on the ‘right’ side of the
boundary and, ceteris paribus, has an oats crop to harvest, may in another year
lie on the 'wrong’ side and recoup very little. It is but a simple step to express
the farmer's position in terms of risk of crop failure due to inadequate accumu-
lated warmth and, furthermore, to express climatic changes as changes in that
level of risk. Before doing so, however, it is useful to explore the value of Figure
2 as a predictive tool in historical research and thus to provide some
verification of the model.

3.2. Predicting the Localion of Crop Failure

Following the tripartite classification introduced earlier, we can predict the
locations at which crop failure occurred either in individual exlreme years or in
successive extremes, or in periods with particularly frequent extremes. Where
adequate historical information is extant, the ‘predictions’ can be tested against
records of actual events.

As an example of the predicted impact from a single, isolated extreme we
can predict that in the cool summer of 1782, farms located above 300 m (see Fig-
ure 2) would have experienced failed oats harvests. There is some confirmation
of this from a contemporary account for the high-lying parish of Lauder, which
reports that ‘It was the end of December before the harvest was finished, afler a
great part of the crop was destroyed by frost and snow. None of the farmers
could pay their rent; some of them lost two hundred to five hundred pounds
sterling’ (The Statistical Account of Scotland, 1791—99). There were some farm
bankruptcies, with the subsequent amalgamation of holdings, but unlike the
effect of successive extremes in the 1690s, the parish returns for the Statistical
Account reported little sign of lasting hardship in the 1790s resulting from that
single poor summer in the preceding decade.

As for the clusters of consecutively cool summers, three would have caused
consecutive failure above 300m: 1674—75, 1634—95, and 1816—17. More substan-
tial runs of failure would have occurred at higher levels. For example, above
340m failure would theocretically have occurred in 11 successive years from
1688 to 1688 (Figure 2). This elevation approximately matches the actual upper
limit of oats cultivation in the seventeenth century, so we can hypothesize that
the highest arable farmer in southern Scotland saw failure for 11 continuous
years in that time. In fact, a comparison of the manuscript Pont maps dating
from about 1596 with those of the Military Survey of Scotland of 1747-55 indi-
cates that few of those high-lying farms survived: of 32 recorded in about 1600,
only 10 remained in the next century.

Less immediately marked but probably as enduring in their effects were
the periods of more frequent (though scattered) extremes. The late nineteenth
century is an appropriate example. For this period our calculations (Figure 2)
point to harvest failure at elevations exceeding 310m for 5 years out of the 16
between 1877 and 1892. At these high levels adverse weather and depressed
prices were reflected in the long-term change of arable to permarnent grassland
and rough pasture. Official annual acreage returns for the region reveal a 5%
reduction in the area under crops and grass between 1880 and 1885, and reduc-
tions of about 1% every five years from 1885 to 1900.
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Fig. 2. Hypothetical shift of oats crop failure with altitude in southern Scotland, 1659—1981. A, mean altitude of crop
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It is not the aim of this paper to describe these historical impacts in any
detail. The complicated task of disentangling the relative roles of climatic,
economic, and social factors is a matter for more lengthy treatment elsewhere.
Yet it is apparent from the preceding discussion that, by reference to a long run
of instrumental weather data that have been reformulated as altitudes of crop
failure, it is possible to identify for any particular year or period the areas most
seriously affected by variations in accumulated temperature.

4. A Risk Surface of Crop Failure

With increasing elevation, the decrease in temperature clearly imposes a
greater restraint on cultivation, increasing the probability of inadequate accu-
mulated warmth and crop failure. In an earlier paper (Parry, 1976) we had
assumed annual lotals of accumulated warmth to be normally distributed, and
found a strongly nonlinear relationship between altitude and risk of crop failure,
the probabilities increasing almost exponentially at certain heights (Figure 3).
Subsequently we referred to this as an assumed ‘risk surface’ and emphasized
that one important effect of changes in climate could be to change the location
and inclination of this risk surface (Carter and Parry, 1984). We can now discard
the assumption of normality and, by considering the observed surface of risk
over the 323-year period for which we now have data, can estimate the changes
in the probability of crop failure that have occurred during this long period.

Actual occurrences of crop failure (i.e. years with less than 970 GDD) for the
period 1659—1981 in southern Scotland were calculated for 10m intervals. These
are plotted as frequencies of single and two consecutive failures in Figure 3. The
curves indicate the corresponding theoretical frequencies assumed for a normal
distribution of accumulated temperatures. The theoretical frequencies of two
consecutive failures are computed assuming year-to-year accumulated tem-
perature totals to be statistically independent. A comparison of actual and
theoretical frequencies indicates a risk surface for single failures that is approx-
imately normal, but a distinet clustering of cool years results in a steeper-
than-normal risk surface for consecutive failures. At 340 m (which is approxi-
mately the limit of cultivation in the region) the observed frequency of consecu-
tive failures is more than double that of the assumed frequency. In some
respects, then, the real risk surface is steeper than expected.

5. Delimiting High-Risk Areas

It is also possible to delineate, on the basis of this long run of data, a high-risk
zone in which oats is near its physiological lirnit and where probabilities of
failure are very high. Isopleths of crop failure frequency reveal the distribution
of these areas (Figure 4). For the present we shall adopt the frequencies of 1-in-
10 and 1-in-50 as delineating the upper and lower edges of the high-risk zone.
Ideally the choice of frequencies would be based empirically upon behavioral
surveys at the farm level. But, whatever the critical frequencies for certain
farming decisions, the effect of altitude on levels of risk is much the same. For
example, on the gentle slopes of the southern part of the study area the proba-
bility of crop failure doubles over a distance of only about 5km (Figure 4).
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6. Changes in the Frequency of Crop Failure

The risk isopleths of 1-in-10 and 1-in-50 are average frequencies derived from
the 323-year record. However, it is clear from Figure 1 that accumulated tem-
peratures have varied greatly from one period to another, and Figure 3 indicates
that these would have produced significant spatial shifts of the limit of crop
failure. It follows that the high-risk zone is not static but, depending on the time
scale of study, apparently shifts from year to year, decade to decade, and cen-
tury to century. A perturbation in the climate, expressed as a change in the
mean or variability or both, can thus be reinterpreted as the shift of such a risk
zone.

To evaluate the effect of temperature variations that have occurred over
ttie past 300 years, we have determined the risk surface and high-risk zone for
cool and warm 50-year periods in the record (1661—1710 and 1931—80, respec-
tively), and have analyzed their shifts between these periods.

The shift of the assumed risk surface is considerable, as illustrated by the
curves in Figure 5. Furthermore, the shift of observed frequencies (plotted as
points) is greater still, owing to the higher-than-expected failure frequency in
the cool period concurrent with fewer failures than expected in the warm
period.

The altitudinal movement of the high-risk zone exceeds 85m, such that the
line of 1-in-50 frequency for the recent warm period lies above even that of the
1-in-10 frequency for the cool period, at the nadir of the ‘Little Ice Age’. In geo-
graphical terms, the location of this zone has been radically altered (Figure 6).
While in the late seventeenth century a substantial proportion of the foothills
(above about 280m) was submarginal with respect to the cultivation of oats, the
climatic limit to cultivation for the modern period stands on average at 365m,
representing an additional 150 km? of potentially cultivable land.

7. Conclusions

We have considered elsewhere the possible connections between changes of cli-
mate and changes in the use of marginal land (Parry, 1978). Those connections
were analyzed on the basis of estimaled 50-year averages of temperature, the
argument being that long-term changes in climate were the changes that had
an enduring economic effect, if any did. However, the present analysis of yearly
data based on mean monthly temperatures has revealed the importance of the
short-term event, particularly of extreme years. It has emphasized that an
important path of impact fromn change in average climatic conditions is a
change in the frequency of extreme events. Changes in this frequency can be
expressed in terms of a shift of the risk surface or of critical boundaries of risk.

We have not sought to establish these critical levels empirically. That
remains to be done, but there are grounds for accepting the 1-in-50 frequency of
crop failure as an approximation of the limit to viable cereal farming in the
study region. For example, its isopleth for 1931—80 coincides with the present
limit of cultivation, or ‘moorland edge’, a fairly stable boundary that reflects an
adjustment of agriculture to prevailing economic and environmental conditions,
and an adjustment that operates on a decadal rather than an annual or secular
scale.
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If there were a simple causal relationship between climatic risk and the
cultivation limit, then, ceteris paribus, we would expect both to have shifted in
sympathy. Not surprisingly the actual relationship is far from simple and there
are many intervening factors. Nevertheless, the shifts of risk level and growth
potential (or of other derived parameters that have not been considered here)
can be taken as a prediction of impact on agriculture, a prediction that can be
tested against historical records and then, if necessary, reformulated. If we can
specify the likely statistical characteristics of a future climate, it should be
feasible to improve our predictions of impacts from possible future changes of
climate by expressing them as changes in the frequency of extreme events and,
thus, as changes in the level of risk. One advantage of this approach is that, as
an adaptive measure, agricultural support programs could be retuned to accom-
modate acceptable levels of risk by adjusting support levels to match the
change in risk. More generally, we may conclude that if changes of risk are an
im: ortant possible consequence of climatic change, then we need to measure
the frequencies of occurrence of extreme events under present (normal)
climatic conditions and to treat these frequencies as a reference upon which to
overlay the effects of a possible future climatic change, thereby obtaining new
frequencies of occurrence of such anomalies.
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SENSITIVITY OF ICELANDIC AGRICULTURE TO CLIMATIC VARIATIONS

PALL BERGTHORSSON
Ieelandic Meteorological Office, Vedurstofa Islands, Reykjavik, lceland

Abstract. Haymaking and grazing in summer and winter are fundamen-
tal to Icelandic agriculture. This paper shows that the growth of grass
depends very much on the climate, particularly the temperature, and
that winter temperatures are especially important. The climate of Ice-
land is highly variable, and the long-term variations are great in com-
parison with most other European weather regions. This may be attrib-
uted partly to the role of the sea ice, which lags behind the variations in
atmospheric temperature. From observations in this century it is possi-
ble to compute the potential livestock in the country as a function of
temperature, and this computation is tested with historical data. A pos-
sible response to climatic variations, by varying the use of fertilizer to
counteract the impact of cold preceding winters, is discussed. The paper
also discusses the growth of barley and forests, which is barely possible
in the cold climate and reacls strongly to climatic variations and
changes.

1. Climate and Agriculture in Iceland

Farming in Iceland is highly vulnerable to climatic (long-term) changes and
(short-term) variations. Temperature variability is great, particularly over the
long term. This may be explained partly by the proximity of the east Greenland
polar ice and its secular variations. The impact of temperature on grass growth
will be analyzed in this paper, as well as its effect on winter fodder for livestock.
This gives an estimate of the potential livestock in the country for a given area
of improved grassland. The estimate will then be tested historically. The weight
of lambs in the autumn will be shown to depend on the temperature. The possi-
bilities of barley ripening will be discussed, as well as the growth of birch and
Norwegian spruce. Sea ice will be shown to be a good indicatlor of Icelandic cli-
mate, and its correlation with mortality due to starvation in past centuries will
be analyzed. Hay yields in the spring can be forecast by correlation of yield with
winter temperature, and it will be shown how the forecasts can be used to
recommend variable application of fertilizers by farmers as a safeguard against
low yields.

1.1. Agricultural Products

Cattle and sheep products represented about 80% of the value of agricultural
production in Iceland in 1974. This proportion was probably more than 90%
before 1900. The number of sheep was about 750,000 during the winter of
1981—-82; cattle numbered 65,000 and horses 54,000 in the same period. Ice-
landic agriculture is therefore heavily dependent on grazing and haymaking.
The growth of grass is sensitive to winter and summer temperatures. Moreover,
supplies of hay in the autumn need to be greater for colder winters because
grazing in winter and spring can be seriously affected by snow and low

Climatic Change 7 (1985) 111-127. 0165-0009/85/0071-0111$02.55.
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temperature. This was particularly the case until recently, but even in recent
decades many farmers have relied considerably on winter grazing for their
horses. In some regions summer grazing is a limiting factor for the number of
livestock, particularly in unfavorable years.

Potatoes are the main garden products. The harvest is quite variable, but
in the best years it is sufficient to meet home demand. Some attempts have
been made to cultivate fast-growing strains of barley and they have been fairly
successful in the regions having the mildest climate. With respect to forestry,
the Icelandic birch is thought to have survived the last Ice Age, but its growth is
quite slow. Trials with some coniferous trees are promising in certain areas.

Although the growing of garden products, barley, and forests is not very
important economically in Iceland, their particular sensitivity to climate sug-
gests that they are a suitable subject for studies of climate impact.

1.2. The Climale

Iceland is located at the shifting frontier between the laige and fundra. When
the climate is cold the taiga region in the lowland contracts. In warmer periods
the taiga gains territory, northwards in the lowland and upwards in the moun-
tains. The agricultural frontier is, as we shall see, equally sensitive to climatic
variations.

Figure 1 shows the annual mean temperature from 1846 to 1982 at the
Stykkisholmur climatological station on the west coast of Iceland. There is a
strong interannual variation, together with pronounced long-term changes, e.g.
shortly after 1920. For comparison, Table I shows some characteristics of tem-
perature climate at three stations: Stykkisholmur (65°N), Edinburgh (56°N), and
Berlin (52°N).
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Fig. 1. Annual mean temperature at Stykkisholmur, 1846—1982. Values below the aver-

age are shaded.

TABLE I: Thermal Characteristics at Contrasting Climatological Stations in Europe.
Stykkisholmur Edinburgh Berlin

Mean annual temperature, 1851-1950 (°C) 3.3 8.5 9.2
Standard deviation of annual temperature 0.88 0.54 0.76
Standard deviation of decadal temperature 0.54 0.17 0.24

Temperature difference between 1901-50 and
18511900 0.74 0.21 0.14
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As examples of a cold and of a mild climatic period in Iceland, we can take
the years 1873—1922 and 1931-60, respectively. For the earlier 50-year period,
temperature normals have been computed for many Icelandic stations, while
1931-60 is the normal period now in use. The figures for Stykkisholmur are
presented in Table II.

TABLE II: Stykkisholmur: Monthly and Annual Mean Temperatures (°C) for the Cool
Period (1873—1922) and the Mild Period (1931-60).

Month: 1 2 3 4 o) 6 ¥ 8 9 10 11 12 Year

1873-1922 -20 -2.5 -2.1 0.5 4.3 8.1 9.9 9.2 7.2 387 0.6 =15 3.0
1931-60 -0.8 -0.9 02 1.8 5% 8% 104 10.0 7.9 46 23 0.5 4.2

1.3. The Kole of the Sea Ice

The sea ice off the east coast of Greenland is an important clue to climate and
its variations in Iceland. Figure 2 illustrates the extent of this ice at the end of
May over the period 1966—75. When the ice is at its maximum extent, the North
Atlantic can be frozem half the way from Greenland to Norway, with Iceland
resembling an icy peninsula extending from the Greenland ice cap. There is a
marked feedback effect between the ice and the climate. Cooling will extend the
ice but, once formed, the ice will also cool the air, particularly when winds blow
from the north. The northern part of Iceland is more affected by these varia-
tions, both because of the proximity of the ice and because the féhn will modify
the cooling effect of northerly winds in south Iceland. This may be seen in Fig-
ure 3, which is based on available lowland observations. Furthermore, the ice
has a high persistence compared with atmospheric temperature, thus increas-
ing the probability of two or more severe years in succession. This tendency may
be noted in the Stykkisholmur graph, Figure 1. For the same reason, cold
winters (when livestock requires more fodder than usual) tend to follow cool
summers, with limited haymaking.

2. Climate and Grass Growth

Grass for haymaking and grazing is the main crop in Icelandic farming. The
author has attempted to assess the impact of climatic variations upon grass cul-
tivation in Iceland for the period 1901-75, using statistics on temperature, fer-
tilizers, and hay yield per hectare of cultivated grassland (Bergthorsson, 1982).
Even if availability of soil water may in some cases affect the yield, it is reason-
able to assume temperature to be the main limiting factor for grass growth in
the country. This assumption will subsequently be tested.

A somewhat surprising conclusion is that cold winters are more effective
than cold summers in restricting the growth of grass. Among the possible rea-
sons for this may be the winter killing of grasses, partly as a result of direct kil-
ling by severe cold. A less direct effect may be the prolonged snow coever in cold
winters, frequently melting during brief thaws and then refreezing. Moreover,
severe winters can leave the soil frozen, delaying growth, and sometimes killing
the grass because of water lying on impermeable frozen soil in the spring. On
the other hand, winter warmth seems to be favorable only to a certain degree,
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Fig. 2. Percentage frequency of occurrence of all known ice covering at least one-tenth
of total sea area at the end of May over the period 1966—75 (based on ice charts from
the Icelandic and the British Meteorological Offices).

possibly because very warm winters can induce an untimely start of grass
growth.

While winter temperature is important for grass growth, summer tempera-
ture also affects the hay yield. It will be shown that the average temperature for
the period from October 1 to September 30 is a good indicator of the annual hay
yield. However, in the assessment of the impact of temperature on hay yield,
the great increase in the use of cornmercial fertilizers after 1920 is a disturbing
factor. Fertilizer will therefore have to be included in the regression equation
for hay yield.

2.1. A Model of Grass Growth

To express the annual hay yield the following model has been found useful:
Y = (0.169+0.28145-0.025%)(1,820+28.06 N—0.051 N?) . (1)

The yield Y is here given in kilograms per hectare, S is the average temperature
for the period from October 1 to September 30, and N is the total amount of
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Fig. 3. Isolines of warming (°C) from the period 1873—1922 to 1931-60.

nitrogen fertilizer in kilograms per hectare, including manure. It is assumed
that nitrogen is the main limiting nutrient. The temperature data are taken
from one station only, Stykkisholmur.

This model enables us to distinguish the impact of fertilizer from that of
temperature. Figure 4 depicts the annual hay yield corrected for the effects of
fertilizer. The yield, expressed as a percentage of the mean yield in 1931-60, is
plotted against Stykkisholmur temperatures. The lowest yield, in 1918, is only
half the average for 1931—60, while the greatest yield is about 120% of this aver-
age. The curve is fitted to the observations according to the model. In this case
we assume applications of fertilizer to be constant. However, before the first use
of commercial fertilizer in about 1920, applications of nutrients were not con-
stant, since the available manure was proportional to the hay eaten by the
animals during the winter. This tended to amplify the effect of climatic varia-
tions and changes. Table Il shows estimated temperature impact on the hay
yield in relative figures, depending on whether the total amount of fertilizer per
hectare is constant or whether only the available manure is used. The yield has
been indexed to 100 for an annual temperature of 3.2°C.

3. Climate and Winter Fodder

Not only hay yield is affected by low temperatures: winter and spring grazing
will also be more difficult because of snow, ice, and bad weather. In this connec-
tion it should be noted that in Iceland there is an unusual autocorrelation in
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Fig. 4. Hay yield in Iceland, 190175, as a function of the October—April temperature in
Stykkisholmur. The yield is corrected for the variable amount of fertilizer used in the
period.

TABLE III: Hay Yield and Temperature.

Annual temperature (°C) 2.2 3.2 4.2
Hay yield using manure only 73 100 124
Hay yield using constant fertilizer 80 100 116

temperature of seasons and years, so that a severe winter is more likely when
the preceding seasons have been cold. This may be partly due to the damping
effect of the sea, and in particular of sea ice.

Phenological observations of hay consumption and temperature in the
period 1941—49 enable us to estimate the required hay consumption as a linear
function of winter temperature at Stykkisholmur, as shown in Figure 5. Since
winter temperature is correlated with annual temperature in the long run, we
can relate variations in fodder supply to annual temperature (Table IV).

Less information on this subject is available for recent years. It is, how-
ever, likely that the effect of temperature on the winter fodder for sheep is now
less important than it was in 1941-49, because winter grazing of sheep has been
reduced considerably.
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Fig. 5. Winter fodder of lambs, ewes, and horses in the years 1941-42, 1942-43,
1945-46, 1947—-48, and 1948-49, as a function of mean temperature in October—May.

TABLE 1IV: Winter Fodder and Temperature.

Annual temperature (°C) 2.2 3.2 4.2
Winter fodder of sheep 112 100 88
Winter fodder of horses 112 100 88
Winter fodder of cattle 104 100 96

3.1. Winter Fodder and Carrying Capacity

The above considerations indicate that climatic variations affect available
winter fodder and its consumption and thus influence the carrying capacity of
cultivated grassland. It should be possible to compute from this relationship the
potential livestock capacity of the country as a function of the climate.

We assume conditions representative of the nineteenth century in Iceland,
that is, that only manure is used as fertilizer. It is assumed that the cultivated
grassland area is constant, and that the hay from the cultivated areas is all
given to dairy cattle. Haymaking on uncultivated, unfertilized land was exten-
sive at that time, and hay was used for sheep and horses, as well as for non-dairy
cattle. The consumption of hay is assumed to vary with the clirnate, as shown in
Table IV.

The result of this computation is shown in Table V, which gives the live-
stock numbers in relative figures. The results are almost identical for sheep,
horses, and cattle: 4 temperature deviation of 1°C from the 1901—30 normal
(3.2°C) will change the potential livestock carried by cultivated grassliand in
Iceland by some 30%.
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TABLE V: Potential Livestock on Cultivated (Improved) Grassland and Temperature.

Annual temperature (°C) 2.2 3.2 4.2
Sheep 71 100 132
Horses 71 100 132
Cattle 71 100 181

4. Climate and Actual Number of Livestock

As a test of the computation above we have investigated the actual relationship
between climate and the amount of livestock in the period 1846—1800. To
account for the cumulative climatic effect over consecutive years, a weighted
mean of the preceding annual temperatures was used. The weighting functions
found to be suitable were 1.0 for the immediately preceding year and
(5/7), (6/ M2 (5/7)3, ete. for the progressively earlier years. The amount of
livestock is given in ‘ewe-values’, based on relative hay consumption by sheep,
cattle, and horses (1:20:2.5). The outcome of this regression is shown in Figure
6. It is practically the same as the estimate: A temmperature deviation of 1°C
from the 1901-30 normal (3.2°C) would change the livestock number by 29%.

~ 1,200

1,000

~ 800

Livestock (thousands of ‘ewe-values’)

600

1 1 o 58

25 3.0 3.5
Weighted temperature (°C)

Fig. 6. Livestock in Iceland as a function of weighted temperature of the preceding
years, for the period 1846—-1900.
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A corresponding investigation for the period 1962-82 indicates only a
slightly reduced dependence of stock number on climate: 27% per degree Celsius
deviating from 3.2 °C.

5. Climate and Grazing Capacity for Sheep

Apart from the cultivated grasslands, the extensive rangelands are important
for summer grazing, particularly for sheep (Dyrmundsson, 1979). We shall now
attempt to correlate the average carcass weight of the lambs in autumn with
the following variables:

(1) density of sheep in the range lands;

(2) computed grass growth index according to the temperature at Styk-
kisholmur, as discussed above, assuming that no fertilizer is used;

(3) farming practices.

Since 1940 the total number of sheep has been quite variable, ranging from
400,000 to 800,000. Because of a certain lung disease that arrived from abroad
before 1940, all the sheep in many regions were replaced by a new stock from
unaffected areas, mainly in the years around 1950. This led to a marked short-
term decrease in stock numbers and at the same time a significant increase in
carcass weight.

The annual temperature in Stykkisholmur (October 1 to September 30) has
been shown to be a good indicator of grass growth, and consequently it is reason-
able to expect that it will affect the carrying capacity of the rangelands. How-
ever, sheep-farming practices have changed greatly, though gradually, resulting
in increasing carcass weight, ceteris paribus. In the last term of the following
regression equalion we have attempted to express this increase by a linear func-
tion of time since 1940:

W = 9.35-0.003F+0.032G+0.0664 , (®)

where W is the national average annual carcass weight (kg), # is the number of
winter-fed sheep in the country (in thousands), G is the computed grass growth
index as given by Y in Equation (1), and 4 is the year after 1900 (4 = 75 denotes
1975).

According to Equation (2), a lowering of the grass growth index by 0.1 will
have the same impact on carcass weight as an increase in the number Bf sheep
in the country by some 105,000, which is equivalent to approximately 15% of the
stock. This implies that when it is cold the carrying capacity of the rangelands
will be decreased in the summer, even if sufficient winter fodder could be sup-
plied.

5.1. Grazing Frperiments

The carrying capacity of the rangelands can be tested experimentally as well.
Table VI shows the average carcass weight for the years 1977—79 in Audkuluheidi
in north Iceland as a function of the slocking rate of the sheep (Gudmundsson
and Arnalds, 1980). A moderate stocking rate is here given the index 100. This
result is in good agreement with the sheep numbers given in the regression
Equation (2).
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TABLE VI: Carcass Weight and Grazing Capacity.

Stocking rate of sheep Light Moderate Heavy
Stocking rate index 42 100 162
Carcass weight, deviation {kg) 1.09 0 —1.85

6. Climate and Growth of Barley

Barley, one of the hardiest cereals, is very close to its growing limits in Iceland
so that a relatively slight warming or cooling significantly affects its viability.
Observations in Samsstadir in south Iceland indicate that a precondition for the
ripening of a fast-growing variety of barley (Dénner) is that the growing degree-
days from sowing to harvest, with the base 3°C, should be at least 850
(Bergthorsson, 1969). Anomalous precipitation during the vegetative period will
raise this required temperature sum by 30 for every 100 mm exceeding 200 mm
in the vegetative period. According to Norwegian experience (K. Vik, private
communication) this required temperature sum may be lowered by 30 for every
degree of latitude further north, for barley requiring long hours of daylight. This
enables us to compute the probability of barley ripening at different stations,
knowing the temperature, precipitation, and latitude. According to this assess-
ment, at only one station in Iceland (Reykjavik) would barley have ripened in
60% of the years during the cold period, 1873—1922. In the mild period, 1931-60,
21 of 48 stations should have had ripened barley in 60% of the summers.

7. Climate and Forests

To assess the climatic conditions of forest cultivation in Iceland it is possible to
make use of the studies of the Norwegian forester Elias Mork (1968). Mork inves-
tigated the relationship between the daily afternoon temperature and the daily
height increment of Norwegian spruce. Using this relationship as a basis, he was
able to define ‘growth units’. One unit corresponds to 1% of the anmual height
increment of the Norwegian spruce. The relationship is not a linear one, as may
be seen from Table VIL

TABLE VII: Mork’s Growth Units as a Function of Temperature.

Temperature of the
warmest 6 hours 8.1 13.5 17.0 19.4 21.2 228
Growth units 1.0 2.0 3.0 4.0 5.0 6.0

Since the temperature of the warmest 6 hours of the day is not readily
available from published records, the author suggests the use of the average of
(1) the daily maximum temperature, and (2) the daily mean temperature. Cal-
ling this average temperature t, we can express the daily growth units empiri-
cally using the following relation in the interval 2—20°C (see Appendix 1):

G = (t-1.6)/(7.4-0.215t) . (3)

If we use the monthly mean of the temperature ¢, we have only to multiply the
resulting growth units by the days of the month to obtain the monthly sum of
growth units. This relation is based on observations published by Mork for a
mountain region north of Oslo, near the tree line.
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The annual impact of temperature can then be obtained as the sum of the
monthly growth units during the summer. Mork found that a minimum annual
sum of growth units is required in the long run for species like birch or
Norwegian spruce to establish forests in the Norwegian mountains. The minima
for the period 1931—60 are, according to Equation (3) for the period 1931—80:

for birch 267 growth units

for Norwegian spruce 300 growth units

They are 45 units higher than Mork’s figures, since all months in spring, surn-
mer, and autumn are used in the computation, not only the vegetative period.
By applying these criteria to 28 Icelandic weather stations, it is possible to iden-
tify which stations will permit culture of birch or Norwegian spruce in our two
different (cold and mild) periods (Table VIII). All the 28 stations are situated
within the inhabited area of the country.

TABLE VIII: Stations Permitting Cultivation of Birch and Norwegian

Spruce.
Period Number of stations
Birch Norwegian spruce
1873-1922 10 4
1931-60 2l 13

This variability in growth potential bears comparison with the pollen
record, which indicates that the coverage of birch in Iceland has fluctuated
markedly during the 10,000 years after the Ice Age, even before human settle-
ment 1,100 years ago.

Comparison with conditions in Iceland gives on the whole a good
confirmation of the Norwegian experience. For example, at Hallormsstadur in
the eastern part of Iceland, where Norwegian spruce forest should reach a limit
of 140m above sea level and the birch line should be at 225m, there is good
agreement with the actual limit of tree growth.

8. Sea Ice and Living Conditions in Historical Times

Figure 7 shows the relationship between decadal sea ice prevalence and tem-
perature in Iceland for the period 1851—-1980, prevalence being measured in
months per decade. The ice data of this period may be divided into two distinct
classes, before and after 1920. There is little doubt that much more thorough
observations are the reason for the recording of relatively heavier ice after
1920. In that year the Icelandic Meteorological Office started compiling the ice
data, while before 1920 there were no regular ice observations organized by any
Icelandic institution. The main source concerning ice before 1920 is
Thoroddsen’s ice annals (Thoroddsen, 1916—17), based on historical information
available to him. Historical ice data compiled by Theroddsen also exist for the
period before 1850, but he only attempted to represent them graphically after
1780, because before that time the information was less complete. This lack of
data must, however, not be interpreted as a sign of mild climate.
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Fig. 7. Decadal mean temperature in Iceland as a function of sea ice prevalence. The

relative increase of ice after 1920 is here considered to reflect more thorough observa-
tions.

To reconstruct the decadal temperature before 1846, Bergthorsson (1969)
used indirect information on mild and severe years to fill in the Thoroddsen ice
data for the period 1591—1780. More recently, Ogilvie (1981) unearthed a consid-
erable number of historical sources, mainly for the eighteenth century. She
computed two historical indices for the period 1601—1780. One is an index of ice
prevalence, using direct ice data only, while the thermal index is based on the
general weather information. There is some correlation between the two indices,
but the ice index in the seventeenth century is lower than would be expected
from the contemporary thermal index.

Bergthorsson’s ice index of the seventeenth century compares well with
Ogilvie's thermal index for the same century, suggesting that Bergthorsson’s
interpolation of the ice data is reasonable. That conclusion is furthermore sup-
ported by Koch’s (1945) estimate of the ice in the seventeenth and eighteenth
centuries, showing approximately the same relation with Ogilvie’s thermal index
in both centuries. Therefore, it is the present author's conclusion that in spite

of some material being missing in his index of the ice since 1590, it can still
serve as a reasonable estimate.
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9. Sea Ice and Starvation in Iceland

We have a fairly reliable record on years of mortality from starvation in Iceland
for the last centuries (Thoroddsen, 1916—17). Judging from the strong relation-
ship between ice and temperature and the relationship between temperature
and amount of livestock, it is reasonable that starvation will be connected with
the weighted means of sea ice prevalence in the years preceding famine. The
weighting of the previous ice prevalence is: in the preceding year 1.0, the second
to last year 5/7, the year before that (5/ 7)2 and so on. Table IX compares the
frequency of starvation with the weighted mean of ice prevalence. This seems to
confirm rather strongly the impact of climatic variations on living conditions in
Iceland in former times.

TABLE IX: Starvation as a Funection of Previous Ice Prevalence in the Period 1591—-1846.

Class Weighted mean of Number of Years of starvation
ice prevalence years

(months) Number Percentage of all

in the class years in the class
1 0-1 26 0 0
2 1-2 87 4 5
3 2—4 131 25 19
4 more than 4 11 6 55

10. Practical Application: Forecasts of Hay Yields

One of the aims of assessing the impact of climate on agriculture is to attempt
improvements in farm management. One example will be discussed briefly
here: the variable application of fertilizer to counteract the winter effect upon
hay yield. The fertilizing of grassland in [celand usually occurs in May. By then
we are able to estimate the effect that winter temperatures will have on hay
yield, as already discussed. For a winter temmperature lower than 1°C this impact
can be expressed by

Y = (0.883+0.117W)(1,820+28.06 N —0.051 N?) (4)

where Y is the hay yield (kg/ha), ¥ is the mean temperature from October 1 to
April 30 in Stykkisholmur, and N is the armnount of nitrogen fertilizer (kg/ha).

Figure 8 gives the annual hay yield for 1901-75 as a function of the yield
predicted by this regression equation. In spite of some scattering it is evident
that by considering a period of several years it is possible to obtain a fairly con-
stant yield, even in a long period of unfavorable years as experienced in the
nineteenth century (Figure 1). This can be accomplished by using a variable
amount of fertilizer according to the climate. To test this hypothesis, an experi-
ment has been conducted for seven years at Hvanneyri in west Iceland. Keeping
the amount of fertilizer constant at 100kg N/ha, the resulting hay yield can be
expressed as a function of the winter temperature, the yield being denoted in
kg/ha (dry matter):

Y = 5,680+690 W . (5)
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Fig. 8. Hay yield in Iceland compared with the yield computed from the amount of fer-
tilizer and the October—April temperature in Stykkisholmur in the preceding winter and
spring, during the period 1901-75.

As is usual in trials of this kind, the yield is considerably higher than that
obtained on ordinary hay fields, but the relative impact of the winter tempera-
ture is in good agreement with Equation (4). When the amount of fertilizer was
varied to obtain constant yield, the following regression equation was obtained:

Y =5,440430 % . (6)

In this way the impact of the winter temperature could be practically elim-
inated, as intended, using an average application of 99kg N/ha.

Finally, we give a test of Equation (4), for the period 1976—83, as shown in
Figure 9. Graph A gives the Stykkisholmur winter temperature, and B represents
the total hay yield in the country, in millions of cubic meters. In these years the
grassland area and the amount of fertilizer used were fairly constant.

It is important that in favorable years the fertilizer should be not so exces-
sive that an additional amount in colder years cannot give the desired increase
in yield. This limited use of fertilizer in good years is relatively easy in Iceland,
because most of the farmers are able to expand their cultivated grassland by
improving the rangelands. This method should enable the farmers to keep their
livestock without reduction during single or consecutive severe years.
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Iig. 9. A test of the relationship between winter temperature and hay yield depicted in
Figure 8, for a different period. A, October—April temperature in Stykkisholmur; B, hay
yield in Iceland.

11. Conclusions

Farming in Iceland is highly sensitive to clirnatic variations. Long-term changes
in temperature are great, partly because of the variable extent of the polar ice
off east Greenland. Winter temperature is especially important for the livestock,
affecting both hay consumption in the winter and grass growth in the following
sumrner. A model has been derived that relates grass growth to the annual tem-
perature for the period from October 1 to September 30. In addition, phenologi-
cal observations have been used to relate consumption of winter fodder to tem-
perature. From these relationships it is possible to compute the potential live-
stock in the country as a function of the long-term temperature. Furthermore,
it has been shown that the annual temperature affects the carcass weight of
lambs in autumn, and experiments with barley show that relatively slight tem-
perature variations significantly affect its viability. Finally, this study of the
effect of temperature variations suggests a method of mitigating climate
impacts by a variable application of annual fertilizer.
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Appendix 1 Air Temperature and the Growth of Grass and Cereals

Temperature sums have been frequently used as an indicator of growth. Originally, the
freezing point was used as a threshold or base temperature, but in most cases it has
turned out that a higher threshold temperature is more appropriate, depending on cli-
mate and the type of vegetation involved (Table X). We can conclude that the higher the
average temperature of the vegetative period, the higher is the appropriate threshold

temperature.

TABLE X: Average Temperature and Threshold Temperature for the Vegetative Period of

Cornmon Cereals and Grass.%

Average Threshold
temp. (°C) temp. (°C)
European part of the U.S.S.R. {Budyko, 1974) {15—20) 10
British Isles (Smith, 1975) (12—15) 5.6—-6.1
Iceland (Bergthorsson, 1965) (10) 3
Northern Ireland, grass in winter (Keatinge et al., 1979) >0 0
“Figures in brackets are the estimates of the author.
60 T= T T
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Fig. 10. A graph of growth index & as a function of the mean daily temperature T:
G=T/(1-T/30). This function is intended for the computation of temperature sums,

avoiding the use of the variable regional threshold temperatures.
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Calling the average temperature 7 and the threshold temperature Tg. we can put
for the interval 0—20°C:
Tg=T%/30. @

Assuming that there exists a common growth function for all four regions in Table X,
depending on temperature, it follows from the idea of temperature sums that its deriva-
tive will al any point be, for the interval defined,

dG/dT = G/ (T — T?/ 30). (8)
Integrating this differential equation, we find:
G = I/(1-T730). (9)

This is a kind of daily temperature, approaching the temperature itself when it is close
to 0°C. In all the four climatic regions in Table X, the sums of this function are approxi-
mately proportional to the regional temperature sums. This growth function may have
to be modified if, instead of the mean daily air temperature, we use another measure of
temperature, such as the temperature of the growing points of vegetation, the average
of the daily maximum and mean temperatures, etc. The growth function {9) is shown
graphically in Figure 10. As Table X indicates, it should not be used for temperatures
higher than 20°C or lower than 0°C.
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SENSITIVITY OF AGRICULTURAL PRODUCTION TO CLIMATIC CHANGE

P. A. ORAM
International Service for National Agricultural Research, The Hague, The Netherlands

Abstract. Although the range of cultivated species is relatively re-
stricted, domestic plants and animals exhibit considerable resilience to
stochastic shocks, and the study of their ecological adaptability and
critical physiological and phenological requirements is a valuable first
step in determining their possible response to climatic change. Methods
of assessing agroclimatic suitability and their limitations are discussed,
and suggestions are made for simulating the probable impact of shifts
in the main climatic parameters on the productivity and spatial distri-
bution of key crops and livestock. Some regions and crops are climati-
cally more vulnerable than others; some regions (in particular North
America) are strategically more critical to the stability of world food
supplies, while in others resources for agricultural production are
under more severe pressure.

As well as attempts to forecast long-term climatic trends and their
effects on agriculture, combating climatic variability merits high prior-
ity. This is an ever-present source of instability in production and could
be enhanced in association with changing climaie. Its magnitude differs
widely among crops and geographical regions, but its impact from year
to year is often greater than that predicted from climatic change even
in extreme scenarios. The paper indicates a number of potentially desir-
able areas for action and suggests that several of these would be
beneficial both as a buffer against short-term effects of variability and
as a means of combating climatic change.

1. The Inherent Vulnerability of Production Systems

While undisturbed ecosystems are the climax response of vegetation to soil and
climatic influences, agricultural systems represent induced changes in the
natural balance imposed by man and domestic animals. They comprise a much
narrower range of species than would normally be found in the natural environ-
ment; moreover, because the microclimate may be modified by human manipu-
lation (drainage, soil amendment, irrigation, etc.), production systems may con-
tain species that would not be found naturally in that area at all.

It is arguable that the artificiality of agricultural production systems
makes them less flexible, and therefore more vulnerable to climatic change
than the naturally occurring species of the ecosystem within which they fit, and
that the more unstable the climate the greater this vulnerability is likely to be.
This is a reflection partly of the time-bound seasonality of agricultural produc-
tion, particularly where annual crops predominate; and partly of the fact that
agriculture is undertaken for economic and social reasons. In an undisturbed
state there is no pressure on an ecosystem to deliver a product within a given
period; in farming it may literally be ‘produce or perish’.

Time factors in combination with climate largely determine what crops and
livestock can be supported within a given ecological situation; social and
economic factors interacting with technological change have a major influence

Climatic Change 7 (1985)129-152. 0165-0009/85/0071—-0129$03.60.
© 1985 by D. Reidel Publishing Company.
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on determining which will be preferred by producers among the range of com-
modities that is feasible within those climatic parameters.

Social and economic factors also play a decisive role in determining
whether attempts will be made to modify the natural environment, so as to miti-
gate unfavorable constraints imposed by soil and climate and thus either to
introduce new crops, livestock, or trees into traditional systerns or to reduce
risk and increase productivity of those already forming part of these systems.
Modifications introduced into the natural environment may be long-term in
nature (irrigation, reclamation, terracing, land clearance, reafforestation); or
quite short-term (mechanization, fertilizer and other soil amendments, weed
and pest control, or other cultural practices).

However, whether they are short- or long-term in their immediate impact
on production, attermnpts to manipulate the environment may have far-reaching
effects on the ecosystem within which the production system is contained, on
other ecosystems ‘downstream’ (through flooding, siltation, salinity, erosion,
etc.), and on the marine environment. In the case of large-scale removal of
tropical forests they may alter CO, sinks and modify rainfall patterns. Thus
human interference with the environment for agricultural production can have
a wide effect that may compound difficulties and risks imposed normally by cli-
mate, as well as contributing a further element of unpredictability to climatic
change in the long run. While the magnitude of this change may not be as large
as those postulated for other human influences (industry, urbanization, etc.),
the interactions of management factors in the broadest sense with climate can
have a profound impact on the potential for agricultural production. How to take
this interaction into account has probably not received sufficient attention and
requires interdisciplinary study involving, among others, agriculturalists,
climatologists, and social scientists.

This paper indicates the more important interactions between clirnate and
food production, in relation to both possible climatic change and short-term
climatic variability. It discusses the need for better agroclimatic assessment,
and some recent approaches to this, and briefly reviews possible interactions
between agricultural technology and climatic variability.

2. Major Climatic and Soil Factors Influencing Produc