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1. SUMMARY 

Projections of changes in climate are valuable in their own right, but they raise another, 

perhaps more important set of questions: What effects might such changes have on food 

production, on forests, on insect life, energy demand, and fresh water supply - on dozens of 

factors that directly and indirectly affect human well-being? 

To address these questions, specialists must link ecological models with climate models; to 

assess policies, the climate models must in turn be driven by accounting frameworks that 

calculate total emissions and concentrations of greenhouse gases, depending on policy 

scenarios. This chain - from policy-oriented accounting tool to climate model to ecological 

impact model, with feedback, possibly supported by a model for socioeconomic analyses - 
comprises an integrated assessment model or an integrated model of climate change, as it is 

also called. 

In terms of running time a climate model can easily play a dominant role within an integrated 

model of climate change. General Circulation Models are the state of the art for studying 

and projecting climate, but for integrated assessments they are impractical: they are not 

computer-efficient with respect to both running time and hardware. They can take weeks, 

running on a super computer, to calculate one complete scenario. Many ecologists and 

policy analysts, however, wish to assess a great number of scenarios and therefore need a 

suitable climate model that can give results within hours, possibly within a day, using a 

workstation or a PC. 

In fact, the needs of impact modellers and other model users are very often antagonistic to 

each other, like, e.g., their desire for both a quick turnaround time and climatic information 

with a high spatial and temporal resolution. Therefore, the choice of a proper climate model 

is crucial for the entire integrated model. In principle, it is the environmental impact one 

wishes to assess that determines the degree of sophistication of the climate model and thus 

its computing time requirements. But environmental impact modellers or assessors, on the 

other hand, must be prepared to answer questions of great consequence. They might be 

asked, e.g., whether the environmental impact under discussion could also be studied having 

less climate variables available as input information, and which spatial and temporal 



resolution of these climate variables would still be acceptable. 

The Working Paper summarizes the status of two climate models out of a set of four of 

graded complexity that are available or under development at IIASA, and describes the 

envisaged position of these climate models in the context of an integrated model of climate 

change. The climate models mentioned in Part I and I1 of the Working Paper are a 2- 

dimensional Zonal Climate Model and a 2.5-dimensional Dynamical-Statistical Climate 

Model, respectively. They offer different sets of climatic information with different spatial 

and temporal resolutions and thus allow a choice depending on the environmental impact to 

be studied in an integrated fashion. 

The Working Paper also sheds light on a projected application to integrated modelling of 

climate change impacts, which forms one of the focal points of IIASA's environmental 

research until 1996 and involves five collaborating research teams from Australia, Finland 

and Sweden. This will be an integrated assessment of climate change impacts on European 

forests. A two-step approach employing both the Zonal Climate Model and the Dynamical- 

Statistical Climate Model is outlined. An important feature of the integrated assessment is 

that the ecophysiology of a single plant up to that of aggregated forest ecosystems will be 

considered. This provides a linkage to the climate models mentioned and thus, in 

combination with a policy-oriented accounting tool for greenhouse gas emissions and 

concentrations, an integrated assessment becomes feasible. 



2. INTRODUCTION AND OVERVIEW 

2.1 Objective 

The Working Paper summarizes the status of both the 2-dimensional Zonal Climate Model 

(2-D ZCM) and the 2.5-D Dynamical-Statistical Climate Model (2.5-D DSCM) available 

at IIASA's Forestry and Climate Change Project1 and describes the envisaged position of 

these climate models in the context of an integrated model of climate change. The latter 

model aims at a holistic approach that helps policy analysts to rapidly assess time-dependent 

changes in regional ecology resulting from various greenhouse gas emission policies. Such 

an approach is multidisciplinary and involves linking a policy-oriented emission-concentration 

accounting model framework for natural and man-made greenhouse gases, to a suitable 

climate model and both, in turn, to models of ecological and socioeconomic change. We 

know of about five integrated models for climate change analyses which are in use 

worldwide2. Two of these models are mentioned below. 

The 2-D ZCM described in Part I of the Working Paper comprises two modules, one for the 

atmosphere which follows the principles of energy balance modelling, and one for the ocean 

which employs advective and diffusive transport descriptions. The atmospheric module is 

used in IMAGE 2.0, the Integrated Model to Assess the Greenhouse Effect, which is being 

developed at The Netherlands' National Institute of Public Health and Environmental 

Protection (RIVM) in collaboration with other research institutions. It is one of the few 

integrated models of climate change aiming at providing a scientifically-based overview of 

climate change issues to support the evaluation of policies in regard to their environmental 

soundness. Its turnaround time is expected to be in the order of several hours on a personal 

computer or a workstation. 

Emerged from merging IIASA's Forestry Resources Project and Climate Change 
Response Project. 

Three of the five models are not mentioned in the text. These are AIM (under 
development) of the Japanese National Institute for Environmental Studies; ASF of 
the U.S. Environmental Protection Agency; and STUGE of the Climate Research Unit 
of the University of East Anglia, U.K. 



A less sophisticated but nevertheless valuable alternative of an integrated model of climate 

change with a much shorter turnaround time is IMAGE 1.0, also developed at IUVM. It is 

a policy-oriented model that allows to calculate the effect of different greenhouse gas 

emission scenarios on global surface air temperature and sea level rise. The limitation of 

IMAGE 1.0, a climate model with essentially a global and annual resolution, can be 

remedied by replacing its climate model by, e.g., the (entire) 2-D ZCM or a climate model 

with another spatial and temporal resolution, depending on the environmental impact to be 

studied. 

We anticipate that IMAGE 2.0 will be an as important scientific tool for deriving future 

climate management strategies as IMAGE 1 .O, which has been used by the Intergovernmental 

Panel on Climate Change (IPCC, 1991). The higher degree of complexity of IMAGE 2.0 

might be compensated for by the greater flexibility of IMAGE 1.0 in improving or 

exchanging its modules in dependence on the environmental impact under investigation. As 

already indicated, the modular structure even allows to use only a subset of modules, say, 

the emissionconcentration accounting model framework of IMAGE 1 .O. This part may then 

be modified and linked to a suitable climate model in view of the environmental impact. It 

is this line of thinking which we have in mind when we discuss the 2-D ZCM as well as 

other climate models in the context of an integrated model of climate change. This is 

extensively done in the remainder of Chapter 2. The ZCM itself and its results are described 

in Chapters 3 and 4. In Chapter 5 the ZCM is discussed in view of a projected application 

to integrated modelling of climate change impacts, which forms one of the focal points of 

IIASA's environmental research until 1996. This will be an integrated assessment of climate 

change impacts on European forests. The conclusions are given in Chapter 6. 

The 2.5-D DSCM and its results are described in Part I1 of the Working Paper. However, 

Chapters 2 and 5 of Part I also refer to the DSCM and are therefore not repeated in full 

length in Part 11. 



2.2 Potential Questions and Implications for an Integrated Model of Climate Change 

Ultimately, an integrated model of climate change should unveil cause-effect relationships, 

i.e., it should start from policy options and come up with results which are useful to decision 

makers, fellow scientists and the public. Some of the questions, they might ask, are as 

follows (P. Weaver, personal communication, 1992; Meadows, 1992): 

Where are current emission trends likely to take us? 

What other climate futures are possible? 

What environmental and socioeconomic risks and opportunities do we see in different 

plausible futures? 

What are the likely implicationslcosts of different strategies for averting, postponing 

or adapting to climate change? For example, how would the dynamics of a carbon 

tax turn out, and what are the implications of introducing carbon-emission rights and 

their effects on equity? 

Which climate changes are inevitable, which amenable to influence? 

What is the priority of response measures taking into account responsibilities, costs, 

environmental and socioeconomic benefits, certainty and equity? 

Are some options now available likely to be foreclosed in the future? What are 

critical environmental and other thresholds? 

Which changes are potentially synergistic, or likely to exacerbate particular problems? 

Already these few questions suggest a number of demands of an integrated model of climate 

change. For example, the model 

must be capable of suggesting policy options and aim at policy exercises, possibly 

serve as a negotiating tool; 

must be capable of generating consistent scenarios; 

must be computer-efficient (computing time, hardware); 

a must have a transparent and consistent modular structure; 



must be dynamic; 

must be fully controllable; 

should represent climate change as the product of human and social forces as well as 

of the laws of physics, chemistry, etc. ; 

should be invertible for optimization purposes (if that is not possible, this 

disadvantage can be made up for by a rapid turnaround time which allows many 

scenario runs); 

must have undergone sensitivity tests; 

. 

It goes without saying that the modellers must also be open about the weaknesses of their 

models. 

In the next three sections we will dwell on the demands of the climate model in particular 

as it is usually one of the crucial modules of an integrated model of climate change in terms 

of running time. 

2.3 Information Required by Enviro~lental Impact Modellers or Assessors 

A major concern about anthropogenically induced climate change lies in its potential 

environmental and subsequent socioeconomic impacts. This immediately raises questions 

concerning the information needs of those modelling and assessing environmental impacts and 

the way in which climatologists and other scientists can provide that information. 

In their recent paper, Robinson and Finkelstein (1991) examined in consultation with 

environmental impact modellers, who have experience in using climate change scenarios, the 

information needed for the assessment of the impacts of climate change. Their first question 

"Lists and rankings of important climate elements?" helped to establish Table 2.1. It 

summarizes twenty responses that were available for analysis, each reflecting the views of 

an individual or a group. The fields of interest represented included agriculture, water 

supply and quality, forestry, ecology, entomology, sea level, air quality, and climate itself. 



The terms "Very High", "High", etc. were arbitrary ranking which the respondents 
were asked to use. 
Usually scalar speed, sometimes vector velocity, sometimes not clearly indicated. 

3, Percentage rankings not given because of small number of responses. 

Table 2.1. Climate element needs of impact assessors in % . 

(from Robinson & Finkelstein, 199 1) 

Variable Respondents 

Of general concern 

Priority 

Temperature 

Precipitation 

wind2) 

Radiation 

Water vapor 

Clouds 

Snow 

Very high 

Of importance to a few individuals/groups3) 

Pressure 
Mixing depth 
Evaporation 
Growing season 
Storms 
Glaciation 

90 

81 

52 

48 

48 

29 

20 

High 

84 

82 

18 

10 

20 

33 

25 

Medium 

11 

18 

27 

30 

50 

33 

25 

Low very1) 
low 

18 

50 

10 

17 

25 

18 

10 

10 

17 

25 

18 

10 



As it is apparent from this table, a wide variety of elements were of interest as well as a 

general hierarchy with respect to both the importance of the element and the frequency of 

need. For the respondents temperature and precipitation seem to be the most important and 

most frequently needed climate elements. It can also be deduced that the need for a 

particular element (e.g., clouds) may be infrequent, but is still vital for a specific assessment. 

Note that the percentages in Table 1 are neither even nor do they add up to 100% because 

many respondents gave more than one answer and some did not respond to every question. 

Robinson and Finkelstein's next series of questions 

The desired time intervals for each of these factors (climatic elements)? 

The spatial resolution for each factor? 

The summarizing statistics for each of these factors? 

The types of individual climatic events of importance? 

led to their Table 3. According to their survey results, a time scale of one day and a 100 

km grid (which is considerably finer than those of the present General Circulation Model 

(GCM) resolution) satisfied most user needs. Moreover, the response to questions about the 

actual climatic elements allowed the division of the information needs into the four broad 

categories 

1. simple descriptive statistics: means or associated statistics (e.g., total rainfall 

amount); standard deviations or ranges; other descriptors such as rate, duration and 

intensity (e. g . , of precipitation); summaries (like, e. g . , interannual variability). 

2. climatic anomaly information: about the intensity and persistence of extreme events 

for longer time periods (e.g., droughts) and about the affected areas. 

3. threshold values: for information about the probability of significant events and their 

duration (e.g., probability of number of days below freezing or probability of 

cloudless conditions for several consecutive days). 

4. synoptic information: about particular weather events on the synoptic scale including 

the time sequence of events and other relevant climatic elements (e.g., number of 

storms, severity, frequency and storm tracks; flash flooding; frequency of passage of 

mid-latitude depressions). 



The respondents were asked to draw on their experience, but, unfortunately, to downplay 

reliance on what information they thought might be available and emphasize instead the 

information (type, spatial and temporal resolution) that would be most useful for them as 

impact assessors. It was emphasized that this was likely to constitute a wish-list, with no 

guarantee that the requested information could ever be provided. 

We find Robinson and Finkelstein's survey results very helpful although their questions did 

not aim at integrated modelling of climate change. For this purpose it would be necessary 

to rather ask whether a certain environmental impact could also be modelled and assessed 

having less climate variables available as input information, and which spatial and temporal 

resolution of these climate variables would still be acceptable (see, e.g., Baskin, 1993). Also 

unlike Robinson and Finkelstein, it would be necessary to point out the drawbacks of a 

complex three-dimensional GCM, namely that it is not a very useful climate module within 

an integrated model framework because of its immense computational time and that it cannot 

be regarded as the starting point for climate scenarios. However, this also means that the 

climate module of an integrated model of climate change should not compete with GCMs but 

be complementary to them and take advantage of the scientific results from them (e.g., using 

GCM results for comparison or calibration purposes) as they represent the state of the art in 

climate modelling. 

In the next section we will discuss two alternatives how to account for a time-efficient 

climate module for an integrated model of climate change. 

2.4 Design of the Climate Module 

In principle, we see two independent possibilities in regard to the design of the climate 

module (see Fig. 2.1 and Table 2.2). The first possibility is a topdown approach as 

elaborated by Hasselmann and von Storch (1992) for their concept of a Global-Environment- 

and-Man (GEM) model at the Max-Planck-Institute (MPI) for Meteorology in Hamburg. This 

approach requires the availability of a full GCM. The GCM is translated into statistically 

simplified but nevertheless dynamically consistent climate models which retain those variables 

important for modelling environmental impacts. Economic and decision-making models are 

also foreseen to be linked to the climate module. The complete system will be composed of 



a combination of deterministic and stochastic subsystems and include feedback components 

and interactive multicomponent decision-making elements. 

Clearly, the strength of this topdown approach would be that the simplified climate models 

can fully exploit the statistical information contained in the GCM and that climate quantities 

as available from the GCM can be statistically linked even if they do not necessarily reveal 

a direct dependence between each other. In addition, this approach eventually offers a broad 

choice of output variables and of their spatial and temporal resolution depending on the 

impact to be studied. However, it should be expected that the number of climate output 

parameters will actually be limited (e.g., to those given in Table 2.1) in order to restrict the 

integrated GEM approach to a first order impact assessment and to make it computer- 

efficient. 

greenhouse gas 

concentrations 

top-down 

statistically 

simplified 

GCMs 

climate module 

global warming and 

climate change 

climate models with spatial 

dimension < 3 

bottom-up 

Figure 2.1. Two independent possibilities in regard to the design of the climate module of 
an integrated model of climate change. 



Table 2.2. Some characteristics of top-down and bottom-up climate module design. 

Characteristics 

Concept and scientific background 

Basis for climate model construction 

Availability of GCM 

Improvements, e.g., introduction of 
new feedbacks 

Study of individual feedbacks 

Uncertainties with respect to prescribed 
parameters, parameterizations, initial 
conditions (problem of multiple 
equilibria), etc. 

Robustness of climate module to be 
tested against extreme past climatic 
events 

Cost of climate experiments 

Flexibility of approach in regard to 
requirements of environmental impacts 

Limitations of usefulness 

Topdown approach 

simplify full GCM and derive hierarchy of simplified 
climate models with fast turnaround times; full GCMs 
represent state of the art in climate modelling and 
contain maximum of physical processes 

relationships based on means and higher statistical 
moments of the full GCM (depending on its spatial and 
temporal resolution) 

mandatory 

necessary to improve full GCM first, then derive 
simplified climate models 

possible if feedback mechanism is preserved by 
simplification procedure 

necessary to assure that simplified climate models 
reveal uncertainties that are consistent with those of 
full GCM 

necessary to investigate full GCM if simplified climate 
models are not robust 

full GCM: expensive 
simplified climate models: inexpensive 

broad choice with respect to diversity of information 
(climate elements) and with respect to its spatial and 
temporal resolution 

other scientists can only introduce improvements 
themselves if they have access to full GCM 

Bottom-up approach 

develop hierarchy of fast turnaround climate 
models, which are not derived from GCMs; number 
of physical processes and climate variables 
considered is limited 

a priori assumptions or parameterizations in 
connection with climatic means and statistical 
moments of second order 

not required; GCM results, however, must be used 
for comparison purposes 

can be implemented directly in climate models if 
appropriate parameterizations exist or can be 
derived 

possible if feedback is explicitly described in 
climate models 

can be investigated directly in climate models and 
compared with others 

robustness can be secured, if necessary, by 
adjusting parameters, parameterizations, etc. 
considering physical reasoning 

inexpensive 

more restricted choice with respect to diversity of 
information and with respect to its spatial and 
temporal resolution 

other scientists can introduce improvements 
themselves 



The second possibility m regard to the design of the climate module is a bottom-up approach, 

i.e., to use climate models with spatial dimensions less than three which are not derived from 

a GCM. We have chosen this approach essentially because neither we nor potential users 

of an integrated model of climate change normally have a GCM available and to thus limit 

the dependence on this three-dimensional model. A hierarchical series of four climate 

models of increasing complexity will eventually be at disposal for selection at IIASA which 

should be made in dependence of the environmental impact to be studied (see Section 2.5). 

One of the models has already been completed, while the remaining ones are still under 

development or under review. The various climate models are 

1. Wigley and Raper's (1990) (0+1)-D Energy Balance Model (EBM), as implemented 

in IMAGE 1.0 (0-D atmosphere, 1-D ocean, annual); 

2. the 1-D Energy Balance Model (EBM), as discussed in Jonas et al. (1991) (1-D 

atmosphere, oceanic mixed layer, annual; 2-D ocean and seasonality envisaged3); 

3. the 2-D ZCM, as described in Part I of this Working Paper (2-D atmosphere, 2-D 

ocean, annual; an improved seasonal version under development); and 

4. the 2.5-D Dynamical-Statistical Climate Model (DSCM) of the Moscow Institute of 

Atmospheric Physics, as described in Petoukhov (1991) and in Part I1 of this Working 

Paper (spatial resolution 2 (500 krn12, temporal resolution 2 10 d; presently under 

review for necessary improvements). 

The running time of these models on a PC or a workstation covers a range of minutes to 

approximately one day for 100 model years. The final time requirement of the 2-D ZCM 

is anticipated to be in the order of several hours. 

One strength among various others of, e. g . , the 2-D ZCM (see Table 2.3) is that it is already 

sophisticated enough to support analyzing a number of environmental impacts which we are 

dealing with under a changing climate. On the other hand, the model is still intelligible 

The improved EBM should also be termed more correctly a ZCM. However, when 
mentioning this model in the following we will always call it a (1 +2)-D ZCM, i.e., 
mention it in connection with its dimensions. Otherwise the acronym ZCM always 
refers to the 2-D ZCM. 



enough to provide a physical understanding on how feedbacks work and it easily allows to 

trace the feedbacks as they influence other processes in the model. If appropriate 

parameterizations exist or can be derived, especially new processes and feedbacks which are 

not yet incorporated or thoroughly tested in GCMs, could be implemented and tested to a 

first order while statistically simplified GCMs are inappropriate for this purpose. They fully 

depend on the GCM from which they are derived. The original GCM requires the 

implementation of the new process or feedback mechanism before it can again be statistically 

simplified. 

In our opinion both approaches, the top-down and the bottom-up approach, complement each 

other and seem to be worthwhile pursuing in parallel. This would be highly desirable 

because it would offer the possibility to derive climate management strategies independently 

of different climate model approaches. 

In the next section we will discuss the 2-D ZCM in the perspective of environmental impact 

modellers or assessors. But since we view the ZCM in the context of the climate models 

mentioned above and others, this section can also serve as a first guide for making use of an 

appropriate climate model in regard to the environmental impact to be studied. 



Table 2.3. Some advantages of climate models available at IIASA and of GCMs. 

1) 2-D atmosphere, 2-D ocean, annual; under development. Note that the strengths listed for the 2-D ZCM to a varying extent also hold for the other 
two climate models at IIASA mentioned in the text. 

2) Spatial resolution 2 (500 km12, temporal resolution 2 10 d; presently under review. 

ZCM') 
(2-dimensional) 

very rapid 

easy to test and to tune 

useful model to test new feedbacks if 
appropriate parameterizations exist or can be 
derived 

capable to fairly well describe linear processes 
on an annual and seasonal temporal scale 

capable to fairly well describe non-linear 
processes with long response times 

capable to fairly well describe quasi-zonal, 
non-linear processes with any response time 

suitable for integrated models of climatic 
change 

DSCM~) 
(2.5dimensional) 

much more rapid than GCMs 

capable to fairly well describe climatic variations 
down to a spatial resolution comparable to that of 
GCMs 

capable to fairly well describe processes with 
response times down to ca. 10 days 

suitable for integrated models of climatic change 

GCM 
(3dimensional) 

state of the art 

highly detailed information on temperature, 
precipitation, density, pressure, oceanic and 
atmospheric circulation 

capable to fairly well describe processes 
with response times down to ca. 20 minutes 



2.5 The 2-D ZCM in the Perspective of Environmental Impact Modellers or Assessors 

Table 2.4 gives an overview over the type of information which the 2-D ZCM and the other 

climate models available at IIASA are anticipated to pass on to environmental impact 

modellers or assessors when being fully developed. The classification of the information is 

in agreement with Robinson and Finkelstein's (1991) classification as described in the 

previous section. 

Of importance is the spatial and temporal resolution of the respective climate model to which 

the type of information within each column has to be related. For instance, in the case of 

the 2-D ZCM it is mentioned that this model can pass on i.a. information on temperature 

which is then zonally (separately for land, ocean and atmosphere) and seasonally (but so far 

only annually) resolved. Based on this mean, threshold values or exceeding them can be 

defined or introduced. One can even try to estimate the frequencies and intensities of 

cyclones in extratropical regions (Mokhov et al., 1992) and also the depth of propagation of 

storms from tropical to mid-latitude regions (Shuleykin, 1978; Sunders et al., 1980). 

In Table 2.5 we tentatively tried to relate some environmental and socioeconomic impacts 

(which we as climatologists consider to be valuable to study in the context of an integrated 

model of climate change) to our climate models. Our leitmotif for grouping them was to use 

the least sophisticated climate model which would enable to study these impacts, to a first 

approximation, within an integrated model of climate change (assuming that appropriate 

environmental and socioeconomic impact models are available). Of course, any of these 

impacts can also be studied by models that are higher in the hierarchy. 

In the case of the 2-D ZCM we listed impacts which reveal a more or less zonal dependence 

or which require more locallregional, but highly uncertain input information, say, from 

GCMs. In the latter case we felt that taking the zonal means of the respective parameters 

and superimposing them over regional observations (e.g., the zonal change in precipitation 

for studying its effect on acidification in Europe) and rather extending the uncertainty ranges 

of these parameters in sensitivity tests, fully serves the purpose of getting a qualitatively 

satisfactory picture of the impacts under consideration. 



Table 2.4. The type of information (as specified by Robinson and Finkelstein, 1991) which the climate models available at IIASA are 
anticipated to pass on to environmental impact modellers or assessors. 

A atmosphere; 0 ocean; X longitude; p latitude; z heightldepth; L parameter of integrative structure describing the large-scale atmosphere and oceanic layers (boundary layer, 
free troposphere, stratosphere, oceanic mixed layer, seasonal thermocline, main thermocline, bottom layer). 

T w  of Climate 
information models 

Climate elements 

Category I 
(Simple descriptive 
statistics) 

Category II 
(Climatic anomaly 
information) 

Category 111 
(Threshold values) 

Category IV 
(Synoptic information) 

T temperature; Prec precipitation; W wind; R solar and terrestrial radiation; WV water vapor; C clouds; Sn snow; P pressure; MD oceanic mixed layer depth; MH mixing 
height in the planetary boundary layer; E evaporation; GS growing season; WA water availability; St storms; G glaciation. 

1) Wigley and Raper (1990). 
2) Envisaged by improving the 1-D EBM of Jonas et al. (1991) by a 2-D ocean and by introducing seasonality. 
3) The envisaged version of the 2-D ZCM described in Part I of this Working Paper. 
4) Petoukhov (1991); model presently under review for necessary improvements. 

(0+ 1)-D EBM') 

0 -D A, I-D, 0 
annual 

(1 +2)-D ZCM~)  

1-D, A, 2-D,,, 0 
seasod  

few minutes ------ running time for 100 model years on a PCIworkstation ------ -0 ca. 24 h 

2-D ZCM~)  

2-Do,, A and 0 
seasonal 

2.5-D DSCM~) 

2.5-Dk,,, A and 0 
~ e a s o d  

T 

mean of temperature 

-- 

-- 

-- 

T, Sn, MD, G S O ,  G 

means of above climate 
elements 

-- 

definition of thresholds 
(and beyond them) based 
on means 

-- 

T, Prec, W, R, WV, C, Sn, 
MD, MH, E, GS (T, Prec), G 

means of above climate elements 

-- 

definition of thresholds (and 
beyond them) based on means 

frequencies of extratropical 
cyclones and their intensities 

T,Prec,W,R,WV,C,Sn,P,MD,MH,E, 
GS (T, WA), St (in terms of their statietics), C3 

means, standard deviations and interannual 
variability of above climate elements 

frequency (probability), intensity, spatial 
occurrence and persistence of droughts (relative 
to present climate) 

definition of the probability of thresholds (and 
beyond them) based on the first two statistical 
moments 

spatial occurrence (in terms of track statistics) 
and intensities of extratropical cyclones 



Table 2.5. Environmental and socioeconomic impacts related to climate models available at IIASA. 

') Wigley and Raper (1990). 
2, Envisaged by improving the 1-D EBM of Jonas et al. (1991) by a 2-D ocean and by introducing seasonality. 
3, The envisaged version of the 2-D ZCM described in Part I of this Working Paper. 
4, Petoukhov (1991); model presently under review for necessary improvements. 

'L 

(0 + 1)-D EBM ') 

global surface temperature change due 
to anthropogenic greenhouse gas and 
SO2 emissions 

(1 +2)-D ZCM') 

shift of snowlsea-ice line 

change in growing season based on 
degreedays 

change in ice caps and sea level rise 

2-D zcM3) 

ozone holes in c o ~ e c t i o n  with W 
radiation reaching the surface and its 
effect on health 

shift of permafrost boundary 

shift of tundraltaiga and other ecoclines 

change of productivity of oceanic biota 
in c o ~ e c t i o n  with the geochemical cycle 

influence of changes in precipitation on 
acidification (using IIASA's RAINS 
model) 

2.5-D DSCM~) 

drought8 and aseociated 
consequences for food production and 
water management 

shift of climatic zones and the potential 
threat of associated diseases 

occurrence of forest fires 

change of natural vegetation patterns 
incl. deforestation 

influence of change in wind velocity 
field and mixing height on transport 
patterns 

climatic information for energy demand 
and production 



However, we think that environmental impact modellers or assessors should be provided with 

additional knowledge about the climate module of the integrated system (e.g., with respect 

to its capabilities or weaknesses. So far, we identified the following questions which might 

be of interest for environmental scientists: 

1. Which feedbacks are explicitly or implicitly included in the climate model chosen? 

2. What is, for the simulation of present climate, the increase of uncertainty of a climate 

variable when the spatial and/or temporal resolution of the climate model is 

increased? 

3. What are the sensitivity ranges of climate variables in different climate models with 

regard to standard experiments, say, a relative change in the solar constant or a 

doubling of C02? And 

4. what are the stability ranges of the different climate models? 

The first question aims at providing environmental scientists with a short technical description 

of the capabilities of the four climate models mentioned above. On the one hand we 

restricted this description to temperature-related feedbacks (see Table 2.6), on the other hand, 

however, we attempted to also introduce representatives of other climate model classes into 

this description. IIASA's climate models (as we might shortly call the climate models which 

are available at IIASA) are again assumed to be fully developed. 

By terming a feedback explicit we mean that the respective climate quantity is explicitly 

described by, e.g., some differential equation or parameterized by some algebraic formula, 

which links this quantity directly or indirectly to the main variables (e.g., temperature) of 

the climate model. We call the feedback implicit if the respective climate quantity is 

implicitly included, e.g., in some climatological data used or in some model parameters. If 

the feedback is neither explicitly nor implicitly described by the climate model, we indicate 

this by no. 

From these definitions it is clear that only in the case of an explicit description or 

parameterization a feedback process can be studied individually. Therefore, Table 2.6 

advises environmental scientists which least sophisticated climate model to choose if they are 



Table 2.6. Comparison of climate models in regard to temperature-related feedbacks. 

X longitude; q latitude; z heightldepth; ML mixed layer; L A , b  parameters of integrative structure describing the large-scale atmospheric and oceanic layers (boundary layer, free troposphere, 
stratosphere, oceanic mixed layer, seasonal thermocline, main thermocline, bottom layer). 

Atmosphere 

Ocean 

Atmosphere: 

Water vapor 

Snow albedo 

Cloudiness 

Lapse rate 

Horizontal transport processes 

Vertical transport processes 

Vegetation-soil moisture 

Ocean: 

Ice albedo 

Meridional heat transport 

Vertical heat transport 

e explicit, i.e. respective climate quantity explicitly described by, e.g., some differential equation or parameterized by some algebraic formula which links this quanity directly or indirectly to the main 
variables of the climate model; 
i implicit, i.e. respective climate quanity implicitly included, e.g., in some climatological data used or in some model parameters; 
no neither explicit nor implicit. 

1) North et al. (1981); 2) Saltzman and Vemekar (1971); 3) Wigley and Raper (1990); 4) MacKay and Khalil(1991); 5) envisaged by improving the 1-D EBM of Jonas et al. (1991) by a 2-D ocean 
and by introducing seasonality; 6) Peng et al. (1982); 7) the envisaged version of the 2-D ZCM described in Part I of this Working Paper; 8) North et al. (1983); 9) Petoukhov (1991); model presently 
under review for necessary improvements; 10) Wang and Stone (1980); 11) Karol and Frolkis (1984); 12) Flannery et al. (1984); 13) Smagorinsky (1960); 14) e.g., Dickinson et al. (1986). 

0-Dl) ~ o x e s ~ )  

I 

e 

I 

I 

no 

1 

no 

o-D~) 

1 -D, 

1 

e 

I 

I 

e 

1 

no 

1 -D:) 

ML 

e 

no 

no 

1 

1 

1 

1 

no 

I 

no 

1_DPl),9 

e 

e 

e 

e 

elQ 

1) 

e 

no 

1 

no 

2-D,,,6)17, 

I 

no 

e 

1 -D,~)A 

2 - ~ , , , 5 ) * ~  

,12) 

e 

1 

1 

e 

1 

no 

2-Dk,2 2 . 5 - ~ , , , , ~ ~ ~  

2-D~,, 

e 

e 

e 

e 

e 

el@ 

no 

no 

2.5-Dk,,,m 

e 

e 

nole 

e 

e 

nofe 

1 

e 

I 

I 

e 

1 

no 

e 

e 

e 

e 

e 

e 

e14) 

e 

e 

no 

e 

e 

e 



interested in investigating a particular feedback process for their purposes. In addition, of 

course, they must also keep an eye on the spatial and temporal resolution of the climate 

model. However, it was not our aim to discuss the quality of the various explicit 

parameterizations or descriptions. This would have been a task in itself. 

All climate model classes are identified by a literature source in which a typical 

representative of each class or, in the case of an IIASA climate model, the model itself is 

described. The table also gives additional references which are noteworthy, e.g., if a 

particular feedback process has been investigated outside the given background literature or 

to simply indicate from where some of the major improvements of IIASA's climate models 

originate. 

The next two questions we would like to answer provisionally with the help of Figures 2.2 

and 2.3. The purpose is to look at a common climate variable (e.g., temperature4) at the 

characteristic spatial and temporal resolution of a number of climate models, and to put some 

quantitative perspective on the uncertainty and sensitivity problem. However, we do not 

wish to have our quantitative results interpreted too literally, for the number of models 

available or surveyed is too small for solid statistical statements. In particular with respect 

to the limited number of GCMs this situation will eventually change upon completion of the 

Atmospheric Model Intercomparison Project (AMIP) (Gates, 1992). In this Project up to 29 

atmospheric GCMs are presently undergoing a systematic intercomparison and validation of 

their performance on seasonal and interannual time scales to support the in-depth diagnosis 

and interpretation of the model results. 

Figure 2.2 shows the temperature uncertainty (standard deviation) of various climate models 

involved when simulating present climate. For simplicity the climate models are grouped 

according to their spatial (atmospheric) dimensions which admittedly leaves some room for 

discussions, in particular with respect to the l-D and 2-D climate model classes. E.g., 

Sellers' (1973) zonal model also accounts for two layers in the atmosphere. However, their 

Here we do not distinguish between surface, surface air or sea level temperatures 
since we are only interested in temperature differences to observations or simulated 
present climate. 





temperatures are expressed as functions of the respective latitudinal surface temperature, 

which we used as a guideline for grouping such borderline cases. If these functional 

relationships are employed by the climate model, we put it into the 1-D class, otherwise not. 

As can be seen, the uncertainty of simulating present climate in general increases with 

increasing spatial or temporal resolution. For example, the annual temperature uncertainty 

increases by about a factor of 3 when going from latitude belt 40-SOON in the 1-D class 

(1.4"C) up to the gridbox GL (Great Lakes region in the U.S.) in the 3-D class (4.7"C). 

This grid box is located in the same belt. The comparison with the gridbox SE (southeast 

of the U.S., i.e. latitude belt 30-40°N) seems to suggest that the uncertainty derived for the 

gridbox GL is not extreme. 

For completeness the following remarks should be added: 

The high July temperature uncertainty of latitude belt 70-90°N in the 2-D class 

(5.g°C) is caused by Robock's (1978) climate model. Without his model the 

uncertainty is only about 1.8"C. Both values seem to indicate the borders of a 

possible range. 

The relatively high temperature uncertainty found in the Arctic region in GCMs 

seems to result from a bias of not correctly simulating winter months. 

The observational data sets behind the climate models are not necessarily consistent. 

Virtually all models employ different observational data sets to which they are either 

tuned or against which they are compared. However, we consider this to be fully 

admissible. 

An uncertainty of zero is assigned to 0-D climate models. Here we simply assumed 

that these models can always be perfectly tuned to observations. 

Figure 2.3 shows the uncertainty of temperature sensitivity (standard deviation) of almost the 

same selection of climate models as for Figure 2.2 in regard to two standard experiments: 

a decrease of the solar constant by 1 % and C02 doubling. We would have rather preferred 

a 2% increase in the solar constant as it is often cited in literature as being somewhat similar 

to C02 doubling. However, this selection criteria would have seriously reduced the number 



Uncertainty of 

4 

3 

Y 

c 2 .- 

1 

0 
a a a a a a DJF JJA DJF JJA a DJF JJA 

Figure 2.3. Uncehainty of temperature sensitivity (standard deviation) of climate models with regard to atadard experiments (SC: decrease of mlar constant by 1%; COz: doubling of 
C02) and to different spatial and temporal resolutions. The climate models are grouped according to their spatial (atmospheric) dimensions. The standard deviation is defined 
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amount of models surveyed (indicated by the number in parentheses above each bar). 

Temporal resolutions: a annual; DJF. JJA seasons. 
Spatial resolutions: 40-50, 70-90 latitude belts in the northern hemisphere (NH); GL, SE grid boxes (4.5' latitude by 7.5' longitude) in the Gieat Lakes region and in the 
southeast of the U.S. 

0-D class: C d w r d  and KdICn (19710, Fraedrich (1978), North et al. (1981). 
1 -D class: Budyko (1%9); Sellers (1%9); Sellers (1973); Oerlemnns and van den Do01 (1978); North and Coakley (1979); Thompson and Schneider (1979). 
2-D class: Ohring and Adler (1978); Robock (1978); Peng et al. (1982, 1987); Petoukhov and Manuilwa (1984); IlASA's 2-D ZCM as described in Part I of this Worlcing 
Paper. 

3-D class: Gutowski et al. (1988). pp. 82, 91, 98; IPCC (1990), pp. 165, 166. 



of available 1-D climate models. A more extensive literature review in the future might 

possibly remedy this shortcoming and bring to light more climate models. 

While hardly any sensitivity experiments for the 1-D climate models (which were popular 

in the seventies) are available in regard to C02 doubling, the same seems to hold for GCMs 

in regard to changes in the solar constant. The more expensive they become to run the less 

frequent they take a changing solar constant into consideration but C02 related experiments 

only. 

When looking at C02, Figure 2.3 seems to suggest that the uncertainty of temperature 

sensitivity is increasing with increasing spatial and temporal resolution. This would mean 

that the greater the temperature uncertainty of a climate model the greater also the 

uncertainty of its temperature sensitivity to C02 doubling. However, more models would 

definitely have to be surveyed to consolidate our first conjecture. 

The fourth question, finally, aims at a careful and thorough testing of climate models by 

utilizing i.a. the knowledge of extreme climatic events in the Earth's past. Although we 

raised this question, we feel that we can answer this question only in regard to the models 

which we have developed or have in use ourselves. It is anticipated that a complete answer 

will be given for each of the climate models which are available at IIASA. 

2.6 The Integrated Model of Climate Change in the Perspective of Environmental 

Impact Modellers or Assessors 

This section we would like to briefly sketch out now and to elaborate in the future. 

Questions similar to those which have been put forward in the previous section are also of 

relevance with respect to the entire integrated model of climate change. By all means, an 

environmental scientist wanting to use such an integrated model must be particularly 

informed on 

the various feedbacks that are realized between the respective modules of the model; 

the uncertainty of the integrated model that is involved in reproducing (past and) 



present conditions; 

those model parameters to which the model is most sensitive; and 

on the stability (or the tested) ranges of the most important model parameters. 



3. D E S C m O N  OF THE 2-D ZCM 

3.1 Status of the 2-D ZCM 

As it became clear from Table 2.4 of the previous chapter, the 2-D ZCM takes a place 

somewhere in the middle of the hierarchy of climate models that are available or under 

development at IIASA and reveal a graded complexity. The idea is to allow for making a 

choice among the climate models depending on the needs of the environmental impact to be 

studied. Table 3.1 gives a short overview of the present status of the ZCM. A more detailed 

description of the model is given in the forthcoming sections of this chapter. 

3.2 Atmospheric Component 

The 2-D ZCM represents a coupled system comprising an atmospheric and an oceanic 

component. In this section we will describe the atmospheric component, while the oceanic 

component is described in Section 3.3 and the linkage of both components in Section 3.4. 

3.2.1 Model structure 

The atmospheric component is based on energy balance considerations. In comparison with 

classical 1-D EBMs (e.g., Budyko, 1969; Sellers, 1969) in which latitude is the only 

independent variable, height is an additional model coordinate. Such a model then resolves 

latitude (in our case 18 latitude belts of 10" width each for the entire globe) and height 

(deducted from a pressure related sigma-coordinate system in our model). Thus, the model 

belongs to the category of Multilayer Energy Balance Models as termed by Peng et al. 

(1982). Typical of this category is that its models combine models which describe the 

radiative transfer - so called 1-D Radiative Convective Models (I-D RCMs) - with 1-D 

EBMs as described by Henderson-Sellers and McGuffie (1987). 

The atmosphere is divided vertically into eight basic model layers for which all processes 

mentioned below are parameterized. These layers are distributed as follows: the lowest layer 

extending up to 875 hPa represents the planetary boundary layer, three (two) layers are in 



Table 3.1. Main features of the 2-D ZCM. 

See also Table 2.4. 
H sensible heat flux at the surface; SI sea ice. 
See also Table 2.6. 

spatial resolution ' 

temporal resolution1 

governing equations 

prescribed characteristics 

computed climate elements1 

main processes 

explicit feedbacks related to 
temperature3 

surface types 

orograph y 

greenhouse gases 

running time 

18 latitudinal belts of lO0width, 8 vertical layers in 
the atmosphere (18 layers for radiative transfer 
calculations); 11 vertical layers in the ocean 

annual (seasonality envisaged) 

energy balance equations for atmospheric, land and 
sea ice surface temperatures; advection-diffusion 
equation for oceanic temperatures; diagnostic equation 
for vertical overturning stream function 

relative humidity, clouds (height, cover, optical 
depth), mixed layer depth, surface albedos of free land 
and free ocean, water availability 

T, Prec, WV, R, H,, E, Sn, SI, 

radiation transfer, diffusive horizontal and vertical 
heat and moisture transport in the atmosphere, 
convection by means of convective adjustment, latent 
heat release, horizontal and vertical heat transport in 
the ocean by means of large scale circulation, 
diffusion and convection 

water vapor, snow-albedo, sea ice-albedo, horizontal 
and vertical transport of heat and moisture 

four with respect to surface albedo: free land, land 
covered by snow, free ocean and sea ice 

none (envisaged) 

LW calculations: H20, CO,, CH,, N20, 03, CFC-11, 
CFC-12 
SW calculations: H20, 03, CO,, 0, 

ca. 5 minutes on a SUN SPARC 2 workstation for one 
model year 



the lower (upper) troposphere (below and above 500 hPa, respectively) and the remaining 

two layers are above 100 hPa representing the stratosphere. The upper stratospheric layer 

is centered at about 17 hPa. Orography is not taken into account with the model surface 

corresponding to 1000 hPa. 

While the air temperature is computed as a latitudinal average, the temperature of the surface 

in each latitude belt is further subdivided into temperature of land, free ocean and sea ice (if 

the fraction of sea ice in a given latitude belt is not zero). Thus, the spatial resolution of the 

model output concerning the surface is more detailed than just the latitudinal average. On the 

other hand, this approach, which was also used by Peng et al. (1987), can be regarded as a 

drawback because the air temperature above the surface types is not computed individually. 

As mentioned in Peng et al. (1987), it is equivalent to assuming an instantaneous coupling 

between the atmospheres of the three surface sectors. However, to reduce possible errors 

in computing the surface sensible heat flux, the vertical temperature gradient near the surface 

is parameterized above the individual surfaces. 

The current version of the 2-D ZCM simulates mean annual thermodynamic conditions. The 

schematic structure of one latitude belt is shown in Figure 3.1. 

3.2.2 Governing equation for the atmosphere 

The equation used for the atmosphere is 

where Qs ,Q, and QL are heating rates (Klday) due to solar radiation, infrared radiation and 

latent heat release, and the A term represents the net effect of the redistribution of thermal 

energy by dynamical mechanisms (Peng et al., 1982). In the following we briefly discuss 

the individual components of Equation (3.1). 
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Figure 3.1. Schematic illustration of one latitude belt of the 2-D Zonal Climate model. 
Fs, FL denote short-and long-wave radiation, A, and AH vertical and 
horizontal heat transport; QL latent heat release; Qi,, heat flux through the sea 
ice; LE and H latent and sensible heat fluxes for land (with and without 
snow), sea ice and ocean; 0, and OH vertical and horizontal heat transport in 
the ocean. 



a) Redistribution of heat due to dynamics 

The term A can be subdivided into horizontal and vertical components: 

With respect to the horizontal component, AH, we do not distinguish between tropical and 

extratropical regions. Peng et al. (1982) used Stone's parameterization for large-scale eddies 

in the extratropics (Stone, 1978) and a simplified parameterization of the Hadley cell in the 

tropics. Instead, we parameterize the horizontal heat transport by means of a simple 

horizontal diffusion. There is no doubt that such an approach is less sophisticated than the 

attempt made by, e.g., Peng et al. (1982). On the other hand, even using a parameterization 

of Stone's type is not free of problems and it does not necessarily lead to better results in 

comparison with the simpler diffusion approach. When the diffusion approach is used, one 

can derive the diffusion coefficients for present climate (at least for the troposphere) 

depending on latitude and height, which should then result in a more or less correct 

meridional heat transport in the model. However, such a horizontal and vertical tuning of the 

diffusion coefficient does not have to give the appropriate heat transport under a changed 

temperature distribution in the atmosphere. In this study we use a single prescribed value 

for the diffusion coefficient D. For the experiments described in Chapter 4 we use D = 

0. 15*107 m2/s everywhere for both heat and moisture transport which is also parameterized 

in terms of diffusion. The term AH is thus given by: 

where R is the Earth's radius and q the latitude. 

With respect to the vertical component, A ,  we distinguish between the planetary boundary 

layer and the free atmosphere. The vertical heat flux Tw (positive downward) at the top of 

the model boundary layer (875 hPa) is expressed by 



where H is the surface sensible heat flux, c, the specific heat of dry air, and g the 

acceleration due to gravity. 

In the free atmosphere the flux is computed by means of 

In the equation p is the air density, I', is the dry adiabatic lapse rate and I', the 

countergradient factor, which is (as in Peng et al., 1982) taken to be equal to the product of 

the relative humidity and the difference between the dry and moist adiabatic lapse rates. The 

vertical diffusion coefficient KZ decreases linearly with pressure from 1 m2/s at the top of 

the boundary layer to zero at the tropopause. The vertical component AV then reads: 

b) Radiative heating and cooling rates 

A radiative transfer scheme developed by MacKay and Khalil (1991) is integrated into the 

2-D ZCM. In their scheme, a vertical resolution of 18 vertical layers (of which 6 layers are 

above 250 hPa) is used for the evaluation of the radiative fluxes. Once the fluxes are known 

at the top and bottom of each of the eight basic model layers, the radiative heating and 

cooling rates are computed (see Eqs. (3.7) below). 

The radiative transfer scheme is described in detail in MacKay and Khalil's (1991) paper. 

Therefore, only a brief description is given. As far as the absorption and emission of the 

longwave (terrestrial) radiation is concerned, the contributions of the following atmospheric 



gases are taken into account: water vapor (H20), carbon dioxide (Cod, ozone (O,), nitrous 

oxide (N20), methane (CHJ, and chlorofluorocarbons (CFC-11 and CFC- 12). With respect 

to H20 the absorption of terrestrial radiation is confined to three spectral bands: the 

vibration-rotational band (centered at 6.3 pm), the pure rotational band (for wavelengths 

greater than 12 pm), and the continuum band (extending from 8.3 to 20.8 pm). The 

emissivity formula given by Ramanathan (1976) is used for the first two spectral bands, while 

the transmissivity parameters given by Roberts et al. (1976) are used to calculate the 

emissivities of the water vapor continuum band. Concerning carbon dioxide, the integrated 

band absorptance for the 15 pm band is computed according to Cess and Ramanathan (1972). 

The overlap with water vapor in the 15 pm region is also taken into account. With respect 

to O,, CH,, N20 and CFCs, not only their absorptances are computed but also the respective 

overlaps are taken into account. 

Solar absorption due to H20, O,, CO, and oxygen (0,) is parameterized. The principal 

absorbers are H20 in the troposphere and 0, in the stratosphere; H20 absorbs primarily in 

the near-infrared region (0.7 5 X r 4 pm) while 0, is the main absorber at shorter 

wavelengths (ultraviolet and visual regions). CO, and 0, are minor absorbers of the 

shortwave radiation; they together contribute about 9% to the total atmospheric absorption 

of the solar radiation. The method developed by Lacis and Hansen (1974) is used to calculate 

the solar absorption due to H20 and 0, for both clear and cloudy sky conditions, while the 

treatment of Sasamori et al. (1972) is used to calculate the absorption of solar radiation by 

CO, and 0,. 

Clouds are treated in the scheme as a single effective cloud layer with prescribed cloud 

cover, height and cloud optical thickness (see Section 3.2.4). The height of the effective 

cloud layer depends on latitude with its maximum in the tropics and its minimum in high 

latitudes, while the effective cloud optical depth is kept constant. 



The radiative heating rates in Equation (3.1) are computed according to 

where As is the net flux of solar energy (w/m2) absorbed by the respective layer, Ap its 

pressure thickness and F the net upward flux of infrared radiation. 

c) Heating rate due to latent heat release 

To obtain heating rates due to latent heat release in individual atmospheric layers, the 

precipitation rate reaching the surface is computed first. In each latitude belt, we require that 

the precipitation rate and the vertically integrated horizontal divergence of water vapor (sinks 

of moisture in a vertical atmospheric column) balance the surface evaporation rate (source 

of water vapor) . This balance is given by 

where the horizontal divergence of water vapor D@ is computed by means of a diffusive 

approach, and p, and p, are pressures at the surface and tropopause, respectively. For the 

region from 30°N to 30°S we follow Peng et al. (1982). Equation (3.8) is not applied to each 

latitude belt separately but to the entire region. The total amount of precipitation is then 

redistributed according to present climatology (Jaeger, 1976). 

Once the total precipitation rate P at the surface is known, a question arises how to compute 

the amount of latent heat released in individual vertical layers. We use an approach similar 

to that of Peng et al. (1982) when we define a dimensionless relative distribution function 

rlo 



where 

elsewhere 

Ap@ is the pressure thickness of a layer centered at p ,  pb is the pressure at the top of the 

boundary layer, and D, the divergence of water vapor. 

The heating rate due to latent heat release can finally be computed by 

where L is the latent heat of condensation. 

We use this approach directly in the extratropical region where the large-scale convergence 

of the water vapor plays the dominant role (processes which lead to the origin of stratiform 

clouds). In the tropical region, however, convective processes are more important. In Peng 

et al. (1982), an attempt was made to account for this fact by expressing the relative 

distribution function by means of the difference between temperature of the model 

atmosphere and temperature of a convective cloud. The vertical temperature profile within 

the convective cloud was parameterized by means of Kuo's scheme (Kuo, 1965). However, 

it leads to a discontinuity in the vertical distribution of latent heat release at the boundary 

between the extratropical and tropical regions (outside the tropics, the maximum of the latent 

heat release is in the lower troposphere; while the maximum lies between the middle and 

upper troposphere in the tropics). Therefore we use some extratropical average of the 

relative distribution function also for the tropical region in the current model version. 



3.2.3 Governing equations for the individual surface types 

At the surface, three surface types are distinguished with respect to surface temperature 

computations: land (which is subdivided into free land and land covered with snow with 

respect to surface albedo), sea ice, and open ocean. Energy balance equations applied to land 

and sea ice read: 

where S is the shortwave radiative flux (w/m2) absorbed by the surface, I the net surface 

flux of thermal radiation (positive upward), and H and LE are sensible and latent heat 

fluxes, respectively. Indices L and I refer to land and sea ice. On the left hand side, C stands 

for the effective heat capacity of the surface for which a small value that does not disturb the 

numerical stability of the model is used. The term qI refers to the heat flux through sea ice; 

its computation is described in Section 3.3. 

a) Shortwave radiation absorbed by the surface 

The method developed by Lacis and Hansen (1974) serves as a basis for the computation of 

the absorption of shortwave radiation at the surface. This computation is part of the radiative 

transfer scheme. Surface albedos of free land and open ocean are taken from Sellers (1965) 

and Curran et al. (1978), respectively, and so far are held constant with time. Albedos of 

land covered by snow, as, and of sea ice, al, are parameterized in terms of snow cover on 

land and extent of sea ice, respectively: 



wherefs is the fraction of land covered by snow andfI the fraction of ocean covered by sea 

ice. The albedos of free land and land covered by snow are then used to compute the 

effective albedo of land which is necessary for the evaluation of the term SL in Equation 

(3.12). The fraction of land covered by snow is a function of the surface air temperature 

above land. This functional relationship is based on present mean annual temperatures that 

are height-corrected to sea level pressure. The fraction of ocean covered by sea ice is a 

function of mixed layer temperature (see below). 

b) Net longwave radiation from the surface 

The net longwave radiation from the surface, I, is computed according to 

where I' is the downward longwave radiation from the atmosphere as computed in the 

radiation scheme, T the surface temperature, and a the Stefan-Boltzmann constant. 

C) Surface sensible and latent heat fluxes 

For the surface sensible and latent heat fluxes, we use the following pararneterizations: 

where y is the vertical temperature gradient near the surface, K the vertical diffusion 



coefficient, W the water availability and q the water vapor mixing ratio. The parameterization 

is applied separately for land, ocean and sea ice surfaces with vertical diffusion coefficients 

taken from Peng et al. (1987). The water availability W is 1 for ocean, 0.2 for snow and sea 

ice surfaces, and 0.7 for free land. Since the air temperature above individual surface types 

is not computed, the temperature gradient y has to be parameterized. The parameterization 

is based on the difference between the latitudinally averaged temperature and the temperature 

at the same height above individual surfaces. The difference is supposed to be maximal at 

the surface where the value is given by the model, and it is supposed to decrease 

exponentially with decreasing pressure. Using such a parameterization, the temperature 

above individual surface sectors can be assessed. The lapse rate y is then derived from the 

surface temperature and the temperature at the top of the boundary layer for each surface 

type separately. 

3.2.4 Prescribed parameters 

One of the most important prescribed parameters is relative humidity. Zonally averaged 

relative humidity as a function of height was kindly provided by the European Centre for 

Medium-range Weather Forecasts (ECMWF) (E. Klinker, private communication, 1992). 

The data reflected mean atmospheric conditions over the period 1985 - 1990. Although the 

relative humidity is kept constant over time, the actual amount of water vapor is allowed to 

vary due to changes of temperature. 

As mentioned in Section 3.2.2, clouds are treated as a single effective cloud layer with 

prescribed height, optical depth and fractional cover. While the cloud cover is taken from 

Harvey (1988), the effective height of the cloud layer and the effective cloud optical depth 

serve as tunable parameters of the model. This is justified because of their uncertainty. 

Also prescribed are the surface albedos of free land and open ocean, as mentioned in Section 

3.2.3, together with the surface water availability W. 

The fractions of land and ocean are specified to present conditions. For the solar constant the 

value of 1368.3 w/m2 is used. Latitudinal values of the mean annual solar zenith angle are 

taken from Ohring and Adler (1978). 



3.2.5 Numerical algorithm 

Surface temperatures of land and sea ice are updated employing a first order explicit 

numerical scheme: 

where n is the index indicating the time level and Af the time step of the integration (set to 

three days). 

For updating atmospheric temperatures we currently use a three-level scheme with respect 

to time following Sellers (1983) 

which removes possible spurious oscillations in the temperature field. 

The radiative transfer scheme consumes most of the running time. To speed up the 

computations, the radiative part of the code is not called every time step but just once per 

five model steps. In the meantime, the radiative fluxes are held constant. As the model 

reaches equilibrium, the radiation code is called less frequently. Further improvements of this 

technique are envisaged. 



3.3 Oceanic Component 

The development of zonal ocean models is a rather difficult task because large-scale ocean 

processes are principally three-dimensional, and meridional boundaries which separate the 

world ocean into a few quite different, but at the same time closely co~€!~tt!d ocean basins 

play an extremely important role in the oceanic circulation. It is one of the reasons, why until 

recently the oceanic modules of zonal climate models were very simple and physically poor. 

A new approach developed by Wright and Stocker (1991) and Stocker and Wright (1991) 

(both of them hereafter WS) seems to support the development of more credible zonal ocean 

models. 

The model described below is similar to WS's model in many respects and, also, it is based 

on the same main assumptions which receive support from GCM results and observed data: 

1. the zonally averaged meridional and vertical circulation (the so-called vertical 

overturning) plays the major role in the meridional oceanic heat transport; and 

2. the vertical overturning can be reproduced as a function of zonal wind stress and 

meridional density gradients only. 

At the same time there are some important differences between our model and that of WS. 

The main one is that WS's model describes the ocean basins individually, while in our case 

all oceans are combined into one basin. The separate description of the different oceans is 

to be preferred from the oceanographic point of view. But since our ocean module was to 

be coupled with a zonal atmospheric model, we did not consider several ocean basins for 

reasons of consistency. In addition, we parameterized the vertical overturning in integral 

form rather than in a differential form as it was done by WS. 

3.3.1 Temperature equations 

The present version of the zonal advective-diffusive ocean model describes mean annual 

conditions. Salinity is not considered. The mixed layer (ML) depth is kept constant. The 



model describes the world ocean as one basin the longitudinal extent of which is given by 

the fractional ocean area in each zone. The equation for the zonally averaged ocean 

temperature can be derived by integrating the three-dimensional temperature equation under 

the assumption that all nonzonal terms are negligible. It is convenient to write the 

temperature equations separately for the ML 

and for the deep ocean 

where Tl is the ML temperature, T((P,z) the mean zonal ocean temperature for z > h l ,  hl 

= 50 m the ML depth, l(q) the longitudinal extent of the ocean in a latitude belt, and A, and 

A, are the coefficients of horizontal and vertical temperature diffusion, respectively. The 

vertical overturning stream function (VOSF) * is connected with the horizontal and vertical 

components of the mean zonal current velocity by the relations 

The VOSF takes the value \kl at the bottom of the ML. The vertical heat fluxes at the ocean 

surface and through the bottom of the ML are determined by 

and 



where So is the absorbed solar radiation, Zo the infrared flux from the ocean surface, Ho and 

LE, are the sensible and latent heat fluxes at the ocean surface, c, is the specific heat 

capacity of water, and po the water density. 

The temperature at the bottom of the ML, Th,, is determined by 

where T2 is the temperature of the underlying layer. 

The boundary conditions for Eqs. (3.18) and (3.19) at the lateral boundaries ( cp = W N  for 

the North Pole, cp = 80°S for the Antarctic boundary) and at the ocean bottom (z = Hd are 

If the temperature of the upper layer is lower than that of the underlying layer (i.e. the 

density of the upper layer is greater than the density of the underlying layer) the vertical 

stratification is unstable, and convective mixing must occur. In this case the procedure of 

convective adjustment, similar to the one in the atmosphere, is used 



where index n denotes the new value of the ocean temperature after convective adjustment, 

and hj is the thickness of model layer j. After one full cycle of the convective adjustment 

instability may appear between other pairs of layers. Therefore, it is necessary to repeat the 

convective adjustment procedure in form of an iterative process. 

Preliminary results show that the model reasonably well reproduces the vertical temperature 

structure in lower latitudes but significantly overestimates the temperature below the ML in 

high latitudes. This shortcoming is due to the fact that convective mixing leads to uniform 

temperatures over the depth of hundreds of meters or more in high latitudes. To avoid 

determining the temperature of deep mixed layers by mean annual conditions, while in 

reality this temperature is determined by late winter conditions, a special parameterization 

of the seasonal surface temperature course was introduced into the model. In this 

parameterization the temperature of the ocean surface, which forms the boundary condition 

to the atmosphere, is determined via 

where the amplitude of the seasonal ocean surface temperature course, ATl, was derived 

from empirical data of Oort (1983). It means that the heat exchange between atmosphere and 

ocean is determined by the mean annual ocean surface temperature, while the heat exchange 

between ML and deep ocean layers is controlled by the minimum ocean surface temperature. 

It should be noted that the amplitude of the seasonal course may change with global climate 

change, but we suppose that this effect can be neglected to a first approximation. 

3.3.2 Description of zonally averaged ocean circulation 

The total VOSF is reproduced in the model as the sum of winddriven, baroclinic and 

interhemispheric exchange components (see also Fig. 3.2): 



Figure 3.2. Schematic representation of the three components of the vertical overturning 
stream function: baroclinic (solid line), winddriven (dashed line) and 
interhemispheric exchange (dotted line) components. The thick line indicates 
the location of the bottom of the main thermocline. 

The winddriven component q, is determined by using Ekman's meridional mass transport 

where r, is the zonal component of the zonally averaged wind stress, derived from Han and 

Lee (1983), f the Coriolis parameter, and 



In agreement with GCM results it is assumed that the zonally averaged baroclinic circulation 

is asymmetric horizontally and vertically with a broad region of weak upwelling in lower and 

middle latitudes and with a relative narrow region of downwelling near the northern 

(southern) boundary of the baroclinic cell. In the northern hemisphere the boundary of the 

baroclinic cell is located at 4=70° N, which is connected with the geography and the 

topography of the North Atlantic. In the southern hemisphere the boundary of the baroclinic 

cell is at 4 = 40°S because of missing meridional continental boundaries south of this 

latitude. It is supposed that every baroclinic cell is restricted to one hemisphere and the 

interhemispheric exchange can be described separately. The VOSF of each hemispheric 

baroclinic cell is represented by a product of three functions each of which depends only on 

one variable 

These functions are derived from the extensive set of numerical experiments with the Ocean 

General Circulation Model (OGCM) produced by Weaver and Sarachik (1991) and from 

unpublished results of numerical experiments with a multilayer ocean circulation model of 

Ganopolski (1991). The maximum value of the VOSF intensity in a given hemisphere, $,, 

depends on the meridional difference of surface elevation [ 

where kq is an empirical coefficient, f the Coriolis parameter averaged over the ocean area 
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occupied by the baroclinic cell, and A t  = Em, - tmh the difference in surface elevation. 

The maximum and minimum values of surface elevation are determined for latitude belts 

between 0 and & (n = 1; northern hemisphere; n =2 southern hemisphere). 

In a first approximation the value of the surface elevation can be determined by the vertical 

integration of the density anomaly 

The horizontal structure of the overturning cell is described by a linear function depending 

on latitude between the equator and cp', according to 

The vertical structure of the overturning cell, finally, is reproduced by the formula 

which gives the maximum of the VOSF at z = D. The depth D is the thermocline depth 

which is determined from the temperature condition 

where D* is an intermediate value, and 



D = min (1000 m, D *)  . 

The vertical structure of the interhemispheric mass exchange is described by trigonometrical 

functions which reasonably reproduce the vertical overturning pattern of GFDL OGCM 

(Manabe et al., 1991): 

where is the maximum value of the interhemispheric mass transport at the equator, 

where (0** = 140' is the latitudinal extent of the interhemispheric exchange gyre, and 

= sin [2r+] . 

The density of sea water is determined from the equation of state (Gill, 1985) with constant 

salinity (S=35 ppt). 

3.3.3 Sea ice parameterization 

Because our ocean model is meant to describe mean annual conditions we do not follow a 

traditional thermodynamic approach for modelling sea ice, as such an approach can only 

produce realistic results if seasonality is taken into consideration. Instead, we parameterize 

the sea ice fraction. It is assumed that the sea ice fraction _f; depends only on the ocean 

surface temperature T,* 



where the empirical parameters ani and bni are determined separately for both hemispheres 

and for three temperature intervals (see Table 3.2) on the basis of empirical data for both 

annual ocean temperature (Levitus, 1982) and mean annual sea ice fraction (Curran et al., 

1978). 

The average sea ice thickness hI is reproduced as a function of local (latitudinal) sea ice 

fraction and total hemispheric sea ice cover S, in the form 

where c, is an empirical coefficient, and the value of S, can be determined in a 

dimensionless form by 

wherehj and& are the ocean and sea ice fraction, respectively, in latitudinal belt j, with pj 

as its center latitude. 

To avoid that sea ice thickness is close to 0, which can cause numerical instabilities, the 

lower limit for sea ice thickness h,=max(ha1, 0.5 m) is used, where h: is the sea ice 

thickness obtained from (3.4 1). 

The heat flux in a uniform sea ice layer can be described by 



kr a = - (Tb - TI) 9 

hI 

where kI is the heat conductivity of sea ice, T, its surface temperature, and Tb the temperature 

at the sea ice bottom, determined by Tb = min(l',, O0 C). 

To take into consideration the effects of snow cover and nonuniformity of multiannual sea 

ice (both of them decrease the heat flux through sea ice), the coefficient of the effective sea 

ice heat conductivity was quantified as follows: 

where k: is the heat conductivity of uniform ice. 

In latitude belts where sea ice exists, the effective oceanic net surface heat flux qof is 

determined by 

3.3.4 Numerical algorithm 

For solving equations (3.18) and (3.19) numerically the technique of shifted grids is used. 

The temperature is determined in gridpoints (ij), the VOSF in gridpoints (i+ 112j + 112), the 

horizontal fluxes in gridpoints (i+ 112,j) and the vertical fluxes in gridpoints ( i j  + 112). The 

ocean is divided into 11 layers, including the ML. The vertical resolution varies from 50 m 

at the surface to 1000 m at the bottom. The list of important model parameters is given in 

Table 3.3. 



An ordinary first-order explicit numerical scheme is used in the ocean model. In the present 

version a time step of up to 30 days can be used. 

3.4 Linkage 

In this section we briefly describe the procedure of linking the atmospheric to the oceanic 

module. The ocean surface temperature is used in the atmospheric module for the 

computation of upward longwave radiation and sensible and latent heat fluxes from the free 

ocean. The vertical heat flux through sea ice, in turn, is calculated in the ocean module using 

the atmospheric temperatures of the previous time step. This heat flux is then used in the 

atmospheric module for updating the sea ice temperature. 

Different methods of linking the atmospheric to the oceanic module are used for equilibrium 

and time dependent experiments. The main reason is the great characteristic time of the 

ocean-atmosphere system. Indeed, to achieve equilibrium for the deep ocean, at least a 1000 

year integration is necessary. Such a long integration is extremely expensive because of the 

atmospheric module. Therefore, the so-called asynchronous linking method was used for 

climate equilibrium computations. In this case, ocean and atmosphere are integrated using 

different time steps: three days for the atmosphere and one month for the ocean. Such a 

procedure is used in many numerical experiments with mean annual climate models. In the 

case of time-dependent experiments, the time step for the integration of the ocean model is 

the same as for the integration of the atmosphere model (three days). 



Table 3.2. Coefficients of the sea ice parameterization. 

i 

Temperature 
interval (OC) 

Qni 

bni 

N o r t h e r n  h e m i s p h e r e  (n=l )  

Temperature 
interval (OC) 

Qni 

bni 

S o u t h e r n  h e m i s p h e r e  (n=2) 

Table 3.3. Physical parameters of the model. 

Horizontal diffusion 
Vertical diffusion 
VOSF coefficient 
Interhemispheric mass exchange 
Sea ice heat conductivity 
Sea ice thickness coefficients 
Mixed layer depth 
Ocean depth 



4. DESCRIPTION OF MODEL RESULTS 

4.1 Overview of Results 

In this chapter we discuss the results which we obtained with the 2-D ZCM. Table 4.1 gives 

an overview of the results and the figures presenting them. The figures are grouped into three 

parts: simulation of present climate (indicated by "IxCO,"), equilibrium response to a 

doubling of C02 ("2xC$"), and time dependent experiments ("Scenario"). This division 

corresponds to the sections of Chapter 4. 

Table 4.1. Overview of model results. 

Fig. 4.1 
Fig. 4.2 
Fig. 4 .3  
Fig. 4 . 4  
Fig. 4 .5  
Fig. 4 . 6  
Fig. 4 . 7  

Fig. 4 . 8  
Fig. 4 . 9  
Fig. 4 .10 

Fig.4.11 
Fig.4.12 
Fig.4.13 
Fig.4.14 
Fig.4.15 
Fig. 4.16 
Fig. 4 .17 
Fig.4.18 
Fig.4.19 

Fig. 4 .20 
Fig. 4.21 

lxC0, 

Temperature field. 
Difference between simulated and observed temperature fields. 
Evaporation and precipitation rates. 
Atmospheric and oceanic meridional heat transport. 
Outgoing longwave radiation and albedo at the TOA. 
Net heat flux at the ocean surface. 
Vertical overturning stream function in the ocean. 

2xco2 

Temperature response to a doubling of CO,. 
Land surface air and mixed layer temperature responses. 
Precipitation response. 

Scenario 

lPCC Scenarios A and D with C02-equivalent (1985-2084) 
1990 IPCC Scenarios A and D of C0,-equivalent concentration. 
Time evolution of global surface air temperature. 
Transient relative response of surface air temperature. 
Time evolution of hemispheric surface air temperatures. 
Latitudinal distribution of surface air temperature change. 
Profiles of temperature change at the end of Scenario A. 
Evolution of precipitation changes under Scenarios A and D. 
Changes of the ocean circulation at the end of Scenario A. 
Sea level rise at the end of Scenarios A and D. 

Scenario with greenhouse gases treated explicitly (1900-2100) 
1990 IPCC Scenarios A and D of CO, concentration. 
Evolution of the latitudinal response of surface air temperature. 



4.2 Simulation of Present Climate 

Before any climate model can be used for the simulation of future climate, it has to be able 

to reproduce present climate to a reasonably good approximation. Even if there is a belief 

that a small drift from the present climate is acceptable (how small this drift can be is not 

clear at all) because this bias will disappear when a climate change is assessed; a good 

simulation of the current climate is a necessary (but not a sufficient) condition for the correct 

simulation of climate change (Boer et al., 1992). If the simulation of the present climate is 

not satisfactory, it can mean that some processes are badly parameterized in a climate model 

or, even worse, that a process or a feedback is not described at all. Therefore, a considerable 

effort is devoted to render climate models capable of describing present climate and to an 

intercomparison of individual climate models among themselves (e.g. Boer et al., 1991; 

Gates, 1992). At the level of GCMs these intercomparisons usually comprise only the 

atmosphere, because the oceanic mixed layer temperature and the extent of sea ice are 

prescribed from present climatology. The atmosphere is then forced to adjust to these 

boundary conditions. In the case of fully coupled GCMs, such comprehensive 

intercomparisons do not yet exist because, up to now, there are only four fully coupled 

atmosphere-ocean GCMs available (see Section 4.3). 

Initially we also tested the atmospheric component of the 2-D ZCM in a similar way. We 

used both a model version with prescribed mixed layer temperatures and a model version 

with a simple mixed layer model according to Lee and Snell (1977). However, what is more 

important is to demonstrate how the entire coupled model describes present climate, because 

this present climate state will then serve as the starting point for time-dependent runs during 

which greenhouse gas concentrations are increased. Therefore, we limit ourselves to the 

coupled atmosphere-ocean system when describing the simulation of present climate. 

The coupled model is run in an asynchronous way for 1000 oceanic years after which the 

model climate is already very close to its equilibrium. The asynchronous integration - the 

atmospheric model is then run with a shorter time step than the oceanic model - is used for 

speeding up computations. The model is steered by the following greenhouse gas 

concentrations: 353 ppm C02, 1.72 ppm CH,, 0.31 ppm N20, 280 ppt CFC-11 and 484 ppt 



CFC-12, which correspond to the estimates for the year 1990 according to the IPCC (IPCC, 

1990). The temperature distribution for both the atmosphere and the ocean is shown in Figure 

4.1. Orography is not considered in the model and the model surface corresponds to the 

atmospheric pressure level of 1000 hPa. Therefore, especially in Antarctica, where the real 

surface pressure is about 700 hPa, an artificial atmospheric mass is treated in the model. It 

is a typical problem found in all meteorological or climate models which do not take 

orography into account. 

The difference between simulated temperatures and observed values (estimates for the 

atmosphere are taken from Oort, 1983, and for the ocean from Levitus, 1982) is shown in 

Figure 4.2. Since Oort does not give the profiles for latitudes 85"s and 85"N (as initial 

values we use temperatures obtained by horizontal extrapolation), the differences in the 

atmosphere are shown only for the region from 75"s to 75"N. The present temperature 

distribution is simulated to a good approximation in the troposphere with the exception of the 

northern polar region, where the model is substantially cooler, while the remainder does not 

reveal a difference that exceeds 3 K. However, the difference between simulated and 

observed temperatures is substantially higher at the tropopause and in the lower stratosphere. 

This model behavior corresponds to many GCMs results (see, e.g., Boer et al., 1991). As 

concluded in Boer et al. (1991), the upper troposphere and lower stratosphere of high 

latitudes represent regions which are systematically cooler in GCM simulations in comparison 

with present climate with the difference exceeding 20 K in some models. It seems to indicate 

that even in GCMs, the parameterization of processes in the upper troposphere and lower 

stratosphere is not complete or not fully correct. If we take into account that there is no 

special attempt in our model to treat the stratosphere in a more sophisticated manner, this 

cool bias in the polar lower stratosphere is not surprising. 

With respect to the simulation of the oceanic temperature field, the model successfully 

reproduces some important features, namely the shallowing of the main thermocline near the 

equator and its deepening in middle latitudes. The absolute difference between model and 

observed temperatures at the surface layer is, as for most of the ocean interior, less than 1 K. 

Only in regions of intensive downwelling in both hemispheres the model systematically 

overestimates the temperature by 1 to 3 K. It is likely that essentially two reasons are 



Figure 4.1. Temperature field for IxCO,. 
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Figure 4.2. Difference between simulated and observed temperatures. 



responsible for this model bias. The first one is the overestimated intensity of the vertical 

overturning in the model (see below) and, as a result, a more effective downward heat 

transport. The other reason, and maybe more important, is the fact that different oceans are 

combined into one basin. Indeed, the Atlantic ocean is warmer than the Pacific, especially 

in mid latitudes because of a more intensive meridional circulation. Our model is more 

similar to the Atlantic ocean in terms of vertical overturning, while the Pacific ocean has a 

significant impact on the zonal average temperature because of its larger areal extent. 

In Figure 4.3, the surface variables connected with the hydrological cycle are shown, namely 

evaporation (above) and precipitation (below). Both rates (in mm/day) are compared with the 

estimates of Baumgartner and Reichel (1975) and Sellers (1965). Evaporation rates are 

slightly overestimated in the tropical region and agree well with Baumgartner and Reichel's 

data in middle and high latitudes. Concerning precipitation there is some overestimation in 

the tropics, probably connected with the overestimation of evaporation in this region. The 

slight underestimation in middle and high latitudes is caused by some underestimation of 

horizontal water vapor transport. In general, however, precipitation is computed, at least 

qualitatively, quite well. The globally averaged precipitation rate, which is equal to the 

globally averaged evaporation rate, is 2.82 mm/day which is slightly higher than the estimate 

of 2.73 mm/day given by Jaeger (1976). As far as the hemispherical distribution of 

precipitation and evaporation is concerned, the precipitation of the northern hemisphere 

exceeds the precipitation of the southern hemisphere and the opposite is true for evaporation. 

In the case of evaporation, the difference between both hemispheres is greater than in the 

case of precipitation. This hemispherical distribution corresponds to observations. In terms 

of percentages the calculated precipitation rate for the northern hemisphere is 1.8 % higher 

than the global average (0.5% according to observations given by Sellers). The computed 

evaporation rate of the northern hemisphere, on the other hand, is 5% less than the global 

average (6% according to Sellers). 

In Figure 4.4, the atmospheric (above) and oceanic (below) poleward heat transport in PtW 

( 1 ~ t ~ = 1 0 ' ~  W) is compared with estimates based on observations. For the atmosphere the 

model results correspond quite well with the estimates given by Carissimo et al. (1985), even 

if the model maxima are somewhat lower in absolute terms. In the ocean the estimates are 
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Figure 4.3. Evaporation rates (above) and precipitation rates (below). 
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Figure 4.4. Atmospheric (above) and oceanic (below) meridional heat transport. 



still highly uncertain, and there are significant systematical differences among different 

estimation methods. This uncertainty is reflected by a maximum and a minimum estimate of 

the meridional heat transport. The maximum estimate is derived from satellites measuring 

the outgoing longwave radiation (Carissimo et al., 1985; Trenberth, 1979), the minimum 

estimate from the surface heat flux estimations (Hsiung, 1985; Talley, 1984). It is worth 

mentioning that GCM results, as a rule, are closer to the minimum estimate rather than to 

the maximum one. Although the model seems to slightly underestimate the meridional heat 

transport in the southern hemisphere, in general our results lie in line with other models. 

This also holds for the northward heat transport through the equator (about 0.3 PtW). 

An important variable which reflects the atmospheric thermal structure is the outgoing 

longwave radiation at the top of the atmosphere (TOA). This radiative flux (in w/m2), 

positive upward, is shown in Figure 4.5 in comparison with observations of Smith and Smith 

(1987) and Ellis and Vonder Haar (1976). In the northern hemisphere the calculated flux 

agrees well with the observations. In the southern hemisphere the agreement is not as good. 

The calculated flux reveals an underestimation in mid latitudes and an overestimation in high 

latitudes. In the same figure the albedo of the system is compared with estimates of Ellis and 

Vonder Haar (1976) and Smith and Smith (1987). The model results agree well with the 

estimates in low and polar latitudes, whereas they show a pronounced underestimation in mid 

latitudes. 

The net heat flux at the ocean surface in comparison with empirical data of Budyko (1974) 

and Esbensen and Kushnir (1981) is shown in Figure 4.6. The model reproduces the ocean 

heat uptake in the tropical region quite well and also the heat loss in the northern 

hemisphere. In the southern hemisphere the difference is more significant. However, one has 

to keep in mind that the accuracy in estimating heat fluxes in the southern hemisphere is 

still very low. More important is the fact that the model correctly reproduces the important 

hemispheric features. Indeed, the zone between 20"s and 50"s represents a transient zone 

indicating a weak heat exchange between ocean and atmosphere, contrary to the 

corresponding zone in the northern hemisphere. 
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Figure 4.5. Outgoing longwave radiation and albedo at the top of the atmosphere. 
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Figure 4.6. Net heat flux at the ocean surface. 



As mentioned above, the vertical overturning is the major mechanism of meridional and 

vertical heat transport in the ocean. Since direct measurements of this characteristic are 

impossible, only a comparison with oceanic GCM results can be done. Figure 4.7 shows the 

vertical overturning stream function generated by the model in Sverdrups ( 1 ~ v =  106 m3/s). 

Obviously, there is a significant difference between the northern and southern hemisphere. 

In the northern hemisphere a gyre of vertical circulation is dominant with northward motion 

in the upper layer and southward recirculation below the main thermocline, while winddriven 

circulation gyres are relatively weakly pronounced. In the southern hemisphere winddriven 

circulation cells are much more intensive, while the baroclinic circulation is restricted by 

40"s. The fact is connected with the absence of meridional boundaries in the Southern ocean, 

which are responsible for the vertical overturning. The intensity of deep water formation in 

the northern hemisphere is about 35 Sv which is greater than indirect estimates and GCM 

results (15-25 Sv). The more intensive overturning is necessary to compensate for the 

absence of nonzonal mechanisms of the meridional heat transport in the model. 

3 -1 Figure 4.7. Vertical overturning stream function in Sv (1 Sv = lo6 m s ). 



4.3 Equilibrium Response to a Doubling of C02 

Equilibrium runs for a doubling of CO, have become a benchmark in climate change studies. 

An instantaneous and significant change in atmospheric CO, makes it easier to detect the 

response of the Earth's climate system to the prescribed forcing, as the response is expected 

to exceed the amplitude of the natural variability. 

Many doubling experiments were made using sophisticated GCMs. In almost all cases these 

runs were made using a slab or a mixed layer ocean. In this case the computer time needed 

for the computation of a new equilibrium state can be vastly reduced. On the other hand, 

potential changes in the thermal structure and circulation of the ocean are not accounted for. 

The IPCC reports (1990, 1992) discuss the results of such runs in detail. 

Recently the Geophysical Fluid Dynamics Laboratory (GFDL) in Princeton, USA (Manabe 

et al., 1990, 1991, 1992) carried out the doubling experiment using a 3-D ocean and both 

a synchronous (transient) and an asynchronous coupling to the atmosphere. In the latter case, 

in order to speed up the computations, the oceanic component was accelerated by a factor 

of approximately 150. As the 2-D ZCM also includes the deep ocean and a parameterization 

of the oceanic circulation, it is logical to compare our results with the results of the GFDL 

GCM. 

In the CO, doubling experiment with the 2-D ZCM the concentrations of all greenhouse 

gases except for CO, are the same as for current climate. The CO, content is increased from 

353 ppm to 706 ppm. The model was run for about 1000 oceanic years with the acceleration 

factor of 10 (the time step in the atmosphere is 3 days and 30 days in the ocean). It 

corresponds to 100 atmospheric years. The results at the end of the run are then compared 

with the initial state, i.e. the equilibrium for lxC02 (present climate). 

a) Temperature response 

The response of the climate system in terms of temperature to a doubling of C q ,  after the 

new equilibrium state has been reached, is shown in Figure 4.8. The global surface air 



temperature change or climate sensitivity realized in the model is 1.84 K. This value lies in 

the lower range of the IPCC estimate: 1.5 - 4.5 K. Hemispherically the temperature increase 

is slightly higher for the northern hemisphere (1.94 K) than for the southern hemisphere 

(1.74 K). Except for latitudes poleward of 70" the temperature increase in the northern 

hemisphere exceeds the increase at the respective latitudes in the southern hemisphere. Near 

the poles the opposite is true and the maximum values are near the South Pole. Generally, 

for a given latitude the temperature increase reaches its maximum near the surface and then 

decreases with height up to the tropopause. Only for latitudes close to the equator the 

maximum temperature increase is realized in the lower troposphere. 

GCMs usually predict that the maximum response descends from the upper troposphere at 

low latitudes to the surface level at high latitudes. Therefore, in comparison with GCMs 

results, the 2-D ZCM does not catch the secondary maximum near the equatorial tropopause. 

The reason for this drawback may be the highly simplified circulation in the tropics. In the 

stratosphere, the cooling is distributed rather evenly and varies between 3.6 K and 4.3 K (not 

shown in the figure). 

The distribution of the warming signal in the ocean is characterized by vertical uniformity. 

The temperature change increases from 1 K near the equator to 2 K in the subpolar region 

of the northern hemisphere and to 1.5 K in the southern hemisphere. In high northern 

latitudes the temperature increase is much smaller. The main reason is that salinity effects 

are not taken into consideration in the present version of the ocean model. As a result, deep 

convection develops in the entire Arctic region, impeding ocean warming. In reality, low 

salinity in the upper ocean layer in high northern latitudes suppresses convection and permits 

subpolar water masses to warm and penetrate poleward into regions beneath the Arctic upper 

layer. With this exception our results are qualitatively very similar to those of the GFDL 

GCM (Manabe et al., 1990) for the same C02 doubling experiment. 
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Figure 4.9 shows the latitudinal distribution of both the change of surface air temperature 

over continents and the change of the oceanic mixed layer temperature. The temperature 

change over continents is lowest in the tropics and increases poleward with the polar 

maximum of the southern hemisphere being slightly higher than that of the northern. 

Temperature changes in the oceanic mixed layer are lower than over continents. Also shown 

in the figure are temperature changes over continents for the GFDL model. The GFDL 

model reveals temperature changes that are similar to the ZCM, but the changes are greater 

in the GFDL model due its greater climate sensitivity of 4 K compared to 1.8 K for the 

ZCM. 
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Figure 4.9. Surface air above land and mixed layer temperatures response to a doubling 

of CO,. 



b) Precipitation response 

The change of the precipitation rate is shown in Figure 4.10. It reveals a strong latitudinal 

dependence for three models presented: the ZCM and the GCMs of the GFDL and of the 

Max-Planck-Institute (MPI) for Meteorology in Hamburg, Germany. The maximum change 

for all three models occurs near 65"s. Local maxima are near the equator and in mid 

northern latitudes. The minima are located at the boundaries of the Hadley cell. The 

differences in the magnitude of changes can be explained by the differences in the global 

precipitation increase which is highest for the GFDL GCM (8%) and lower for the other 

models (5.8% for the MPI GCM and 5 % for the ZCM). The considerable differences 

between the GFDL and MPI results indicate the uncertainty associated with the assessment 

of precipitation changes on both global and latitudinal (regional) scales. According to the 

PCC (1990), the estimations of the globally averaged precipitation response based on GCMs 

vary from 3 % to 15 %. 
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Figure 4.10. Precipitation response to a doubling of CO,. 



4.4 Tie-dependent Experiments 

The idea of integrated modelling of climate change is to analyze various policy-oriented 

scenarios beginning with calculating emissions and concentrations of greenhouse gases, after 

that the resulting climate change and, finally, environmental and socio-economic impacts. For 

this purpose, coupled atmosphere-ocean climate models, which are run in a synchronous way 

and take the huge thermal capacity of the oceans into account, are necessary. Only such 

climate models are capable of simulating the delay of the climate response to an increasing 

radiative forcing and the redistribution of heat by the oceanic circulation, and thus potential 

changes of the Earth's climate. Up to date, there is only a very limited number of scenarios 

available computed by the following four coupled GCMs: GFDL, MPI, NCAR (National 

Center for Atmospheric Research, Boulder, USA) and UKMO (the Hadley Centre of the 

United Kingdom Meteorological Office, UK). Due to this fact, it is not yet possible to make 

a consistent comparison of these results. At the same time, the time-dependent runs of the 

coupled GCMs are partly connected with severe problems as, for example, the so-called cold 

start problem and the application of a flux correction, which does not allow the coupled 

system to significantly drift away from real climate. However, because of the major effort 

devoted to the development of coupled GCMs, further improvements and updated scenarios 

are to be expected. 

a) Time-dependent experiments based on a C02-equivalent concentration scenarios 

(1985-2084) 

In this part we describe the results of the coupled 2-D ZCM, when atmospheric and oceanic 

components are integrated in a synchronous way using a scenario of increasing C02- 

equivalent concentrations. Even if the radiation code of the 2-D ZCM allows to treat 

greenhouse gases individually as described in Chapter 3, we use here only CQ-equivalent 

concentrations to be able to compare our results with recently published results of the MPI 

GCM (Cubasch et al., 1992). We also employed the 1990 IPCC Scenarios of C02-equivalent 

concentration A and D, which MPI kindly provided us with. These scenarios, starting in 

1985 and extending to one hundred years, are shown in Figure 4.11. They were used for the 

time-dependent runs described below. 
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Figure 4.11. 1990 IPCC Scenarios A and D of C02-equivalent concentration. 
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Figure 4.12. Time evolution of global surface air temperature. 



Figure 4.12 shows the time evolution of the globally averaged surface air temperature for 

Scenarios A and D and, also, for the transient experiment, i.e. an instantaneous doubling of 

the initial C02-equivalent concentration. The experiments were camed out in the following 

way: for a C02-equivalent concentration corresponding to the year 1985 the model was 

initially run for 1000 oceanic years in an asynchronous fashion. The run was then continued 

for 10 years in a synchronous fashion (with a time-step of three days for the atmosphere and 

the ocean). Then the three different options mentioned above were used for a 100 year 

integration up to the year 2084. To be sure that there was no drift from the initial state 

corresponding to the year 1985, the control run was continued for 1985 conditions as well. 

The model temperatures did not change within a precision of 0.01 K. 

In case of the transient experiment, the temperature change increases very fast during the 

first years, and then it increases much more slowly but monotonously. As mentioned above, 

the equilibrium response of the 2-D ZCM to a C02 doubling is 1.84 K. The shape of the 

curve is in agreement with the time evolution of the globally averaged surface air temperature 

change of the MPI GCM. Because of the higher climate sensitivity of the MPI model (about 

2.6 K), the response of the MPI model is slightly higher despite of the fact that the C0,- 

equivalent concentration was not really doubled in the MPI transient experiment (only 720 

ppm instead of 756 ppm). Comparing the corresponding temperature curves for Scenario A, 

we can see that after approximately the first 40 years (cold start problem) the curve of the 

MPI GCM becomes steeper, again due to the greater climate sensitivity of the MPI model. 

In case of Scenario D, which reveals a very weak temperature signal, the differences between 

both models are quite small. 



In Figure 4.13 the transient run is investigated in more depth by means of a transient 

response R defined by (see, e.g., Peng et al., 1987): 

The transient response indicates how quickly the zonal surface air temperature Ts approaches 

equilibrium. One can see that the transient response rapidly increases during the first years 

after perturbation, but then slows down. If we compare both hemispheres, it is evident that 

the northern hemisphere as a whole approaches the equilibrium warming faster than the 

southern hemisphere, due to the greater extent of continents. As in the case of the 2-D 

Multilayer Energy Balance Model of Peng et al. (1987), there are two local minima of the 

transient response: in the polar region of the northern hemisphere and around 50" to 75"S, 

which are the regions of strong albedo feedback, large ocean cover and descending surface 

water masses. However, the minima in the southern hemisphere in our case are substantially 

lower than in the case of Peng et al., which seems to be more realistic taking into account 

the great extent of oceans in this region and the delay of the climate reaction due to the 

oceanic thermal capacity. 

The transient reaction, which reflects an instantaneous doubling of C02-equivalent 

concentration - although important for our understanding of the behavior of the climate 

system - is still far from reality. In the following, we deal with the reaction of the ZCM to 

scenarios of increasing C02-equivalent as shown in Figure 4.1 1. In Figure 4.14, the time 

evolution of the globally and hemispherically averaged surface air temperature is shown using 

Scenario A. The northern hemisphere evidently warms faster, by about 0.3 K compared to 

the global mean at the end of the run. The huge thermal capacity of the oceans is again the 

reason for this effect: 81% of the southern hemisphere is covered by ocean, while this 

fraction in the northern hemisphere is only about 61 % . 
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Figure 4.13. Transient relative response of surface air temperature. 
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Figure 4.14. Time evolution of hemispheric air temperatures. 



In Figure 4.15, the latitudinal distribution of surface air temperature change for Scenarios 

A (above) and D (below) is shown. The y-axis gives the cumulative change (in K) with 

respect to the starting year 1985. The background shading indicates the speed of change 

(KIlOy). Three time cuts are shown for the years 2005, 2045 and 2085. In case of Scenario 

A, the speed of change in high latitudes exceeds 0.4W10y at the end of the run with no 

tendency of a stand-still or a decrease. In case of Scenario D, the values are substantially 

smaller and the maximum does not exceed 0.2WlOy. These values are, of course, connected 

with the climate sensitivity of the model, which is in the lower part of the IPCC range (see 

Section 4.2). At the end of the Scenario D, the speed of change does not increase any more 

and reveals a decreasing tendency. In both scenarios the changes are higher in the northern 

hemisphere than in the southern, especially near the poles. It shows a lower sensitivity of the 

Antarctica region in the time-dependent runs. 

Profiles of temperature change in the atmosphere (above) and in the ocean (below) at the end 

of Scenario A are shown in Figure 4.16. In comparison with the equilibrium field (Fig. 4.8), 

two features can be mentioned with respect to the response of the atmosphere. Firstly, the 

different behavior between both hemispheres is more pronounced in Scenario A than for the 

equilibrium response. Secondly, the response of the South Polar region is much less in 

Scenario A than for the equilibrium response. This indicates that the southern hemisphere as 

a whole, and the South pole in particular, react with a long response time. As in the case of 

the equilibrium response, we miss the local maximum of warming beneath the equatorial 

tropopause due to an oversimplified Hadley circulation. 

The distribution of temperature change in the ocean at the end of Scenario A is characterized 

by two pronounced tongues of positive anomalies, associated with downwelling regions. The 

penetration depth of the temperature anomalies (see Manabe et al., 1991), which is 

determined by 

exceeds 1500 m in the subpolar regions. This depth is only about 500 m in the tropical 

region where upwelling takes place. The positive temperature anomaly is approximately twice 
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Figure 4.15. Latitudinal distribution of surface air temperature change. The y-axis is the 

cumulative change while the shading indicates the speed of change per decade. 



Figure 4.16. Vertical profiles of temperature change at the end of Scenario A. 



as great in the northern hemisphere than in the southern hemisphere, which is a typical 

feature of all models with a realistic distribution of oceanlland fractions. Comparison of our 

results with Manabe et al. (1991) and Cubasch et al. (1992) shows that the anomaly pattern 

in our model for the northern hemisphere is more similar to the GCM results of the North 

Atlantic, while for the southern hemisphere our anomaly pattern is closer to GCM results of 

the Pacific. As a consequence our results are qualitatively similar to GCM results when 

zonally averaged, but their anomalies are characterized by a greater rate of downward 

propagation. In the tropical deep ocean the negative anomaly (but very small in absolute 

terms) is located. It is connected with the global decay of vertical overturning (see below). 

The presence of this negative anomaly is typical for many GCM results. For Scenario D (not 

shown) the results are qualitatively very similar with the absolute values about three times 

smaller. 

In Figure 4.17, the time evolution of the precipitation rate changes with respect to the 

equilibrium in the year 1985 is shown for Scenarios A and D. The three time cuts again 

correspond to the years 2005, 2045 and 2085. In case of Scenario D, the changes are much 

smaller than for Scenario A, but the distribution of local minima and maxima is the same in 

both scenarios. In comparison with the equilibrium response (Fig. 4. lo), the absolute 

maximum of precipitation change in the latitude belt 60"-70"s is now missing (only a slight 

local maximum can be seen in Fig. 4.17). This is in agreement with the conclusion drawn 

with respect to temperature changes, namely that the response of high southern latitudes is 

very slow in time. On the contrary, the location of local maxima in the equatorial region and 

in mid northern latitudes agrees well with the location as given by the equilibrium response. 

As result of decreasing temperature differences between the equator and the subpolar regions 

the meridional pressure gradient decreases and the vertical overturning decays (Figure 4.18). 

The most pronounced decrease of vertical overturning takes place in the northern hemisphere 

and reaches 10% at the end of Scenario A. This result is qualitatively very similar to the 

GFDL and MPI GCMs but the last two models demonstrate a more significant decrease of 

the vertical overturning (up to 30%) for the same time period and a similar forcing. To 

account for this fact it is necessary to take into consideration that our model does not include 

two additional mechanisms that are responsible for the change of circulation, namely, the 



change in zonal wind stress and salinity. The analysis of GCM results demonstrates that both 

processes lead to an additional decrease of the vertical overturning. The inclusion of salinity 

could especially be important in connection with the recently discussed problem of instability 

of the thermohaline circulation and with the existence of a set of different stable and 

metastable climate regimes (Bryan, 1986; Marotzke and Willebrand, 199 1). 

As for the C02-equivalent doubling experiment, the change of meridional heat flux in the 

ocean is very small for Scenario A (a few percent). A careful analysis of the components of 

the meridional heat transport shows that the small decrease of the horizontal diffusive heat 

flux is compensated by the increase of the advective heat transport. It may seem that this is 

in contradiction with the above described decrease of the vertical overturning. But proper 

allowance must be made for the increase of temperature between surface and bottom layers. 

The horizontal advective heat transport can be easily estimated by 

where T,, is the surface ocean layer temperature and T,, the temperature of the bottom 

ocean layer. Since the bottom temperature does not change significantly during a century, 

the vertical temperature difference increases. The sign of the change of advective heat 

transport depends on the relation between the change of the intensity of vertical overturning 

and the change of the vertical temperature difference. In our case the increase of the vertical 

temperature difference is slightly greater than the decrease of the intensity of vertical 

overturning in relative terms. As the result, the advective heat transport increases. In case 

of a more significant decay of overturning, the entire meridional heat transport will decrease 

as it takes place in the GFDL experiment (Manabe et. al, 199 1). 
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Figure 4.17. Time evolution of precipitation change under Scenarios A and D. 

Figure 4.18. Change of the vertical overturning in the ocean at the end of Scenario A in Sv 

- 
/ - - 0 

, , 
/ ' 

I / 

- / I 
1 

I i 
I I 

,' ! 

- I I 

) 

\ i i 

I 
i 

I -2C3C 
\ 

I 
I 

I 
1 I 

i 

' I  I -  - i 
I 

- o 1 -3OOC 
0 ' /  

- 

, I I I I I I -1000 
70 -60 -50 -4C -30 -20 -10 3 10 20 30 40 50 60 7C 80 9C 

LATITUDE (SOUTH TO IVORTH) 

\ / 
\ / X 
--I/ 1 

h I I I I I - I 



Figure 4.19 demonstrates one of the consequences of global warming, namely sea level rise. 

There are several factors which contribute to sea level rise, but the thermal expansion of the 

oceans is the most important one. It strongly depends on the geographical location. In the 

figure the latitudinal contributions to the global sea level rise due to thermal expansion are 

shown at the end of the 100 year runs according to Scenarios A and D. It is not surprising 

that the thermal expansion is maximal in the downwelling region where the oceanic warming 

penetrates much deeper in comparison with other regions. The globally averaged values of 

sea level rise are 0.24 m for Scenario A and 0.08 m for Scenario D. These values are only 

slightly higher than the corresponding values computed by the MPI GCM (0.15 m for 

Scenario A and 0.05 m for Scenario D, respectively) (Cubasch et al., 1992). However, there 

is still a great uncertainty in these estimates; the MPI GCM results are approximately 50% 

lower than the values referred to by the IPCC (1990). 

- Scenario A - - - - -  Scenario D 

Figure 4.19. Sea level rise due to thermal expansion at the end of Scenarios A and D. 



b) A time-dependent experiment based on scenarios of individual greenhouse gases 

(1900 - 2100) 

The radiative code of the model also allows to force the ZCM by a scenario, in which the 

most important greenhouse gases are taken into account explicitly. In the experiment 

presented below, a time-dependent run was performed, starting from equilibrium 

corresponding to the year 1900 and ending in 2100. The model was steered with time- 

dependent concentrations of C02, N20, CH,, CFC-11 and CFC-12 according to 1990 IPCC 

Scenario A (Business-As-Usual; as generated by IMAGE 1.0). As an example, the 

concentrations of C& for Scenarios A and D are shown in Figure 4.20. For the other 

greenhouse gases we give only the initial (referring to 1900) and final values (referring to 

2100) used in Scenario A: 0.9 ppm and 5.5 ppm for CH,, 280 ppb and 406 ppb for N20, 

0 ppt and 640 ppt for CFC 11, 0 ppt and 1400 ppt for CFC 12. The concentration of ozone 

remained the same during the whole experiment, corresponding approximately to the year 

1990. 

- Scenario A Scenario D 

Figure 4.20. 1990 IPCC Scenarios A and D of CO, concentration as generated by 

IMAGE 1.0. 



An advantage of such a run starting in the past is that the behavior of the climate model can 

be validated against climatological records. According to the IPCC (1990), the global mean 

surface air temperature has increased by 0.3 to 0.6 K over the last 100 years. The ZCM 

gives 0.4 K for the period 1900 to 1990, which agrees well with the given range. 

With respect to estimates of future global warming, the average rate of increase of the global 

mean'temperature during the next century is estimated to be about 0.3 K per decade (with 

an uncertainty range of 0.2 K to 0.5 K) (IPCC, 1990). The ZCM gives about 0.2 K per 

decade, which is at the lower limit of the IPCC estimate. It is directly connected with the 

climate sensitivity of the model (about 1.8 K) which is close to the lower limit of the range 

estimated by the IPCC. 

With respect to this 200 model year run we present only Figure 4.21, which shows the ratio 

of latitudinal change of surface air temperature to global temperature change versus time. 

The areas with the ratio greater (less) than one indicate the regions which warm faster 

(slower) than the globe on the average. In case of the northern hemisphere, the maximal ratio 

is near the pole and the ratio decreases towards low latitudes. Another interesting feature is 

that the ratio remains more or less constant during the 200 year simulation. In case of the 

southern hemisphere, there is a well pronounced minimum between mid and higher latitudes 

connected with the large ocean extent in this region. Near the South Pole, the ratio increases 

slowly with time. It supports the conclusion drawn in previous sections that the warming in 

this region is relatively slow. 



Figure 4.21. Time evolution of the latitudinal response of the surface air temperature. 
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5. INTEGRATED ASSESSMENT OF CLIMATE CHANGE IMPACTS ON 

EUROPEAN F'ORESTS (ICCF) - A PROJECTED APPLICATION TO 

INTEGRATED MODELLING OF CLIMATE CHANGE IMPACTS 

5.1 Description of the Study 

The initialization of a study with the above title was the outcome of a 1992 Working 

~eeting'  at IIASA. The overall objective of the Study is to carry out an integrated 

assessment of the impacts of climate change on the European forests for a variety of 

greenhouse gas emission scenarios. The Study has the following sub-objectives: 

to assess emphysiological impacts of forests on yields and carbon sequestering due 

to climate change; 

to identify optimal forest policies for efficient carbon sequestering; 

to assess the overall socioeconomic impacts of climate change on European forest 

resources; 

to recommend changes required of the forest management; and 

to assess the climate change resulting from changes in regional and European forest 

cover affecting surface characteristics (feed back). 

The ICCF Research Study is a three and a half-year effort (mid 1993-1996) of six research 

teams from Australia, Finland, Sweden and IIASA. It has been submitted to the GCTE 

(Global Change Terrestrial Ecosystems) Core Project Office of the IGBP (International 

Geosphere-Biosphere Programme) for recognition as a GCTE Project. For the realization 

of the Study a number of models from different disciplines need to be modified and linked 

in an integrated fashion (Fig. 5.1). The models to be employed are as follows: 

A policy-oriented emission-concentration accounting model framework for natural and 

man-made greenhouse gases. The front end of IMAGE 1.0 will be used for this 

' Working Meeting on the Effect of Climate Change and Forest Productivity held at 
IIASA, 28 November - 4 December 1992. 



purpose. It has to be modified to meet the requirements of the other models involved 

by the Study, possibly in connection with a more advanced atmospheric chemistry 

model, the Atmospheric Composition Model (ACM) of IMAGE 2.0. 

IIASA's 2-dimensional Zonal Climate Model (2-D ZCM) and 2.5dimensional 

Dynamical-Statistical Climate Model (2.5-D DSCM). At the Working Meeting 

support was given for a step-wise climate model approach. The initial use of the 

ZCM (employing some superimposing technique in connection with observations) was 

favored because of its more prompt availability and, also, because of the insufficient 

spatial resolution of GCMs and their current low confidence in regional predictions. 

In the next step of the modelling hierarchy the DSCM will be used after various 

medium-term improvements are introduced (see Section 5.2). 

Detailed ecophysiological models, a forest management model and a Timber 

Assessment Model (TAM) developed in Australia, Finland and Sweden respectively. 

These models will be discussed briefly below. Several models are needed to cover 

the broad spatial and temporal resolution scales involved when dealing with the 

ecophysiology of a single plant up to aggregated forest ecosystems. The BIOMASS 

model, e.g., provides a detailed understanding of the mechanisms behind plant 

responses to CO, and temperature changes but it does not account for any long-term 

changes in nutrient availability (i.e., the feedback through the soil system) when 

describing the development of a forest stand. Other physiological models, e.g., 

G'DAY, Q as well as SIMA, can be used to generate appropriate response functions 

that refer to longer time scales because the detailed physiology in these models is 

replaced by more phenomenological formulations. G'DAY and Q allow for different 

levels of temporally aggregated physiological processes, thereby focusing on long- 

term feedbacks in the plant-soil system, while SIMA is the only model capable to 

explicitly represent the structure and the regeneration of a forest stand undergoing 

climate change. The TAM, on the other extreme, can only deal with regional and 

European-wide equilibrium analyses of the future wood supply. To make it be 

responsive to changing climatic conditions the TAM needs to be fed with information 

and knowledge of the ecophysiological models. This transfer of knowledge will be 

realized via a hybrid model which will aggregate the information generated by the 





detailed models and then act as a physiological interface to the TAM and, also, to the 

supporting SIMA model. 

Tentative impact analyses with available tools indicate that the effects on the 

European forest resources may be dramatic. It is expected that the future wood- 

supply distribution may change significantly in Europe due to a changing climate. 

The overall objective of the socioeconomic analysis is to identify the main 

socioeconomic impacts. This will help decision makers to determine how to adjust 

forest policies in different regions of Europe to new conditions. It is important to 

find a balance between the production of industrial wood, the carbon-sequestering role 

of forests, and the offsetting of fossil fuels by wood for energy production. Another 

important part of the socioeconomic analysis is to identify how the non-wood values 

of European forest resources can be maintained. It is expected that tools available 

at IIASA can be modified for this purpose. 

In the next section we will discuss the different ecophysiological and forest production model 

requirements for both test sites and climate models and, also, how the requirements for the 

climate models will be met. 

5.2 Ecophysiological and Forest Production Model Requirements for Test Sites and 

Climate Models 

This section reflects the outcome of the 1992 Working Meeting and will experience a 

continuous update parallel to the progress of the Study. 

To link, say, two computer models which originate from different fields of science, is usually 

a difficult task. Typical problems which arise can be pointed out by referring to the ICCF 

Study as an example in which a series of ecophysiological and forest production models are 

being linked to a climate model. Some of the difficulties are as follows: 

the different terminology used by the scientific groups with different backgrounds; 

a the need to bridge the gap in regard to the different spatial and temporal resolutions 



employed by the different models; 

the agreement on a common set of parameters which is shared by the different models 

for the exchange of information, i.e. during an integrated run; and 

the transfer of model inherent uncertainties from model to model. 

In Table 5.1 we listed the requirements of the ecophysiological models that are involved in 

the Study for test sites. Test sites are needed for calibrating and testing the detailed 

ecophysiological models and the hybrid model (see Fig. 5.1). For this Study test sites will 

be selected from permanent experimental plots throughout Europe. They will be located 

along a North-South and along a West-East gradient and will cover both poor and good site 

conditions. Table 5.1 reflects the surroundings, in which the ecophysiological models are 

typically used, and therefore nicely sheds light on the type of ecophysiological information 

which needs to be ultimately amalgamated with the information of the climate models at the 

other end of the involved resolution scales. 

In Table 5.2 we try to follow the ecophysiological and forest related information in terms of 

model input and output from model to model and thus from one set of spatial and temporal 

resolution to the next down to that of the TAM. As it becomes obvious, the hybrid model 

will play a crucial role in dovetailing the output information of the more detailed 

ecophysiological models with the input information of the SIMA model and the TAM. The 

output of the TAM, finally, will be handed over to a climate model. 

Table 5.3 complements Table 5.2 listing the model input and output of the 2-D ZCM and of 

the 2.5-D DSCM in view of the ecophysiological and forest production models. Obviously 

still a lot of work is needed, e.g., to let the climate models start from greenhouse gas 

emissions which are policy-driven and, also, to develop a superimposing technique of lower 

resolved climate model results over higher resolved results of the TAM and the other models 

mentioned in Table 5.2. The work schedule for modifying and improving both the ZCM and 

the DSCM follows three phases which will match the overall work schedule and time horizon 

of the ICCF Study. The phases are as follows: 





Table 5.2. Description of ecophysiological and forest production models and their flow of information in terms of model input and output. 

Informa- 
tion 

Model 

BIOMASS 

spatial resolution: forest stand (gridpoint) 

net ecosystem production 
to a range of different forest tree species and C contents; soil texture; litter lignin 
spatial resolution: forest stand (gridpoint) content; light use efficiency evaluated using 
temporal resolution: daily or seasonal BIOMASS; annual N deposition; N fixation 

the decomposition of soil carbon and mineralization of 
nitrogen (Bosatta and Agren, 1985, 1991a, b; Agren and 

Model description 

process-based model of forest growth incorporating sub- 
models for radiation absorption, canopy photosynthesis, 
partitioning of assimilate between plant organs, litterfall, 
and stand water balance (McMurtrie et al., 1990, 1992a; 
McMurtrie, 1992; McMurtrie and Landsberg, 1992) 

Input 

atmospheric C02 concentration; daily total 
shortwave radiation; daily maximum and 
minimum surface air temperatures; daily 
precipitation; water holding capacity of the 
rooting zone; canopy structure; foliar N 

Output 

daily canopy photosynthesis; 
biomass productivity; soil 
water content; net primary 
production; light use 
efficiency (required input to 



Table 5.2. continued: 

subroutines for light availability, water and nitrogen for 
regeneration, growth and mortality 
spatial resolution: forest stand (gridpoint) 
temporal resolution: annual environment and the dynamics of a tree growing stock); totals of 

biomass of leaves, stems and 

simulates the development of the European forests under 
different forest management regimes and under current 
climatic conditions; consists of two parts: a detailed reaction of forest to changes 

and a matrix-type (volume by age) simulation model factors like air pollution, etc. the land-base allocated to 
(Sallnis, 1990; Nilsson et al., 1992a, b) 
spatial resolution: major forest ecosystems in countries or 
subregions of countries 
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Table 5.3. Climate model description, model input and output in view of the ecophysiological and forest production models listed in Table 5.2. 

2-D ZCM 

Informa- 
tion 

describes the atmosphere and land and sea 
ice surfaces following the principles of 
energy balance modelling, and the ocean 
in advective-diffusive fashion; temperature 
is the only prognostic variable of the 
model (for further details see Table 3.1) 
spatial resolution: 18 latitude belts of 10" 
width each and up to 18 layers vertically 
for radiation transfer processes 
temporal resolution: annual 
climate statistics: annual means 

greenhouse gas concentrations (H20, 
CO,, CH,, N20, 03, CFC-11 and -12); 
albedo of vegetation covered and bare 
land; their area fractions; water 
availability 

Model description 

surface air and surface tempemture; 
solar radiation; precipitation; 
evaporation; snow cover 

2.5-D DSCM 

Input 

describes the atmospheric, oceanic, sea ice 
and land components following the 
concept of dynamical-statistical modelling; 
temperature and specific humidity are the 
only prognostic variables of the model (for 
further details see Table 3.1 in Part I1 of 
the Working Paper) 
spatial resolution: 4.5" latitude x 18" 
longitude (3 atmospheric, 3 oceanic and 2 
soil layers; 8 types of vegetation cover 
and soil texture) 
temporal resolution: seasonal 
climate statistics: seasonal means and 
synoptic variability parameters 

Output 

greenhouse gas concentrations (H,O, 
CO,, CH,, 03); albedo of vegetation 
covered and bare land (for dry and 
saturated conditions, for A < 0.7 and A 
r 0.7 pm); their area fractions; 
roughness parameter describing the 
vegetation covered surface; stomata1 
resistance; leaf area index; leaf size; 
stem area index; light sensitivity factor; 
depth of upper and lower soil layer; 
rooting depth; porosity; maximum soil 
suction; saturated hydraulic 
conductivity; saturated thermal 
conductivity; moisture content at which 
evapotranspiration ceases 

surface air and surface temperature; 
specific humidity; solar radiation; 
precipitation; evaporation and 
evapotranspiration; run-off; wetness 
of soil layers 



Phase 1: Work on the policy-oriented emission-concentration accounting model 

framework.. . 

Modification of some of its geochemical components, e.g., of its global C-cycle 

module or N20 module to meet the requirements for the climate models and for the 

ecophysiological and forest production models. These modifications will be described 

elsewhere since we did not describe the emission-concentration accounting tool in this 

Working Paper. 

. . . and on the 2-D ZCM 

Introduction of a seasonal cycle. So far, the ZCM simulates only annual means. 

Seasonality facilitates to reasonably parameterize ice cover and thickness, and the 

depth of the mixed layer which vary seasonally. The seasonal changes of the climate 

variables listed in Table 5.3 (especially of temperature and precipitation) is highly 

needed by the ecophysiological and forest production models. Among them 

BIOMASS is the only model (see Table 5.2) which has a higher temporal resolution 

and will therefore require some superimposing technique (see below) in order to 

exploit the climate model information temporally. 

Introduction of more land surface types which reflect the distribution of forests. A 

preliminary test showed that the model is sensitive to changes in surface albedo 

resulting from changes in forest cover (see below and also Otterman et al., 1984). 

Modification of the radiation code with respect to the treatment of clouds. The 

effective cloud layer in the radiation code should be replaced by more layers: e.g., 

low, middle and high clouds. This should lead to a more realistic description of the 

cloud-temperature feedback. 

Introduction of orography. By taking into account surface heights, more realistic 

surface temperatures should be simulated, especially over Antarctica where elevations 

are significant. So far, the lowest level in the atmosphere is 1000 hPa. 



A superimposing technique of climate change model results over local test site data 

or observations to meet the higher spatial and partly higher temporal resolution of the 

ecophysiological and forest production models. 

The main idea behind choosing a superimposing techniques is connected with the 

expectation that the combination "climate change information of lower resolving 

climate models superimposed over observations" does not exceed the uncertainty of 

a GCM (the spatial resolution of which is also not sufficient and would therefore 

entail a similar superimposing or nesting technique). On top of it, it must always be 

kept in mind that the uncertainties involved in ecophysiological modelling, with which 

we have to deal in this Study and which are mainly due to missing knowledge, are 

at least in the same order of magnitude as the uncertainties inherent in climate 

modelling. 

Phase 2: Work related to both the 2-D ZCM and the 2.5 DSCM (transition period) 

Introduction of a water cycle by treating the water vapor mixing ratio as a prognostic 

variable in connection with a hydrologically sound soil model and, also, a vegetation 

model. Both the soil model and the vegetation model must meet the requirements for 

the ecophysiological and the forest production models as well as the requirements for 

the emission-concentration accounting model framework (e.g., the requirements for 

its global C-cycle module). In the first instance it is envisaged to review the 

Biosphere-Atmosphere Transfer Scheme (BATS) of Dickinson et al. (1986), which 

is implemented in the DSCM. 

Optimization of the radiation transfer calculations with respect to computing time. 

The radiation codes employed by the ZCM and the DSCM each reveal its own 

characteristic strengths which can possibly be combined. 

Introduction of a sulfate aerosol layer into the troposphere to account for 

backscattering of solar radiation under cloud-free conditions, i.e., the direct radiative 

effect. As it has been shown, the cooling effect of anthropogenic aerosols may offset 



the enhanced greenhouse warming in large areas of the globe (Charlson et al., 1991). 

A simple mass balance equation for S@ could provide a preliminary link between 

SO2 emissions and their climate forcing effect. 

Wase 3: Work on the 2.5-D DSCM. See Chapter 5 of Part I1 of the Working Paper. 

An important question which still remains to be answered is how to account for regions other 

than Europe? The present understanding is that a two-step approach will satisfy the overall 

objective of the Study. In the first step we will only be concerned with European forests and 

with the global response which they might bring about due to a climate change (i.e., the rest 

of the world's surface cover will be kept constant). In the second step we will try to also 

integrate the rest of the globe into the Study and thus put the global response of step one into 

a proportionate global warming perspective. This has to be done by conducting sensitivity 

tests because of the geographical restrictions of the TAM to Europe. 
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Figure 5.2. Difference in surface air temperature over land between integrations I1 and I 
in 2100. 
I: reference run (1900-2100), forced by 1990 IPCC Scenario A (IMAGE 
1.0); 
11: like reference run but with instantaneous 5% increase in forested areas 
(40" -70°N) in 1900. 



Figure 5.2, which shows the results of a preliminary climate model experiment (conducted 

during the Working Meeting mentioned), gives an example of the sensitivity of the ZCM to 

surface albedo changes induced by changes in forest cover. For this sensitivity experiment 

the ZCM was simply modified in such a way that its land parts between 40" to 70°N were 

additionally subdivided into forests (conifers, deciduous trees, mixed species) and non- 

forested areas (tundra). These land parts mainly reflected Swedish-Finnish conditions, but 

applied to the entire latitude belts. For its first run the ZCM was started from equilibrium, 

which corresponds to 1900, and was then forced by the 1990 IPCC concentration Scenario 

A (as generated by IMAGE 1.0) for 200 years. In the second run an instantaneous 5 %  

increase in forested areas in 1900 was assumed, and the model was again forced by the same 

scenario. The increase in forested areas leads to a decrease in effective (zonal) albedo 

because of the lower albedo of forests compared to that of nonforested area, as an average 

over the year. This results in an additional warming of the climate system. Figure 5.2 

shows the difference in surface air temperature over land between the two integrations in 

2100. As expected a significant temperature difference occurs in those latitude zones in 

which the surface albedo was affected by changes in forest cover but due to meridional heat 

transport a temperature difference also becomes noticeable outside these latitude belts, 

especially in the northern polar region. 



6. CONCLUSIONS 

The objective of Part I of the Working Paper is twofold: first, to summarize the present 

status of IIASA's 2-D ZCM; and, secondly, to describe the envisaged position of this climate 

model and that of the 2.5-D DSCM, also available at IIASA and presented in Part 11 of the 

Working Paper, in the context of an integrated model of climate change. The latter model 

aims at a holistic approach that helps policy analysts to rapidly assess time-dependent changes 

in regional ecology, with feedback, resulting from various greenhouse gas emission policies. 

Special attention must be paid to the climate module of an integrated model of climate 

change,i.a. because it can easily play a dominant role within the integrated model in terms 

of running time. Attempts were made to facilitate the understanding of the needs of both 

environmental impact modellers or assessors on the one hand and policy analysts on the other 

hand. In fact, even among themselves their requirements for an integrated model of climate 

change can be antagonistic to each other. For example, ecological impact models might 

require a spatial resolution, which is beyond that of GCMs, and, at the same time, an 

uncertainty in climate model output that can only be satisfied by GCMs or less sophisticated 

climate models on a coarser resolution scale, while policy experts are essentially asking for 

the possibility in assessing the impact of a wide variety of emission strategies, i.e., for a 

quick turnaround time of the integrated model. 

For many applications this problem can be solved by creating a set of climate models of 

graded complexity that are computer-efficient and suitable for a wide variety of policy and 

impact analyses. Two independent approaches, the top-down and the bottom-up approach, 

were identified in regard to the design of the climate module. In our opinion both 

approaches complement each other and seem to be worthwhile pursuing in parallel. 

Carefully considering the pros and cons of both approaches, especially the fact that the top- 

down approach requires frequent access to a GCM, we wme to the conclusion that IIASA 

ought to pursue the bottom-up approach, albeit a somewhat reduced flexibility. The bottom- 

up approach seems to offer a more restricted choice with respect to diversity of climatic 

information and its spatial and temporal resolution than the top-down approach. However, 

this might be compensated for by some advantages of the bottom-up approach, e.g., the 



somewhat easier implementation of new feedbacks, if appropriate pararneterizations exist or 

can be derived. The 2-D ZCM and the 2.5-D DSCM are meant for integrated modelling of 

climate change impacts which makes use of the bottom-up approach. Both climate models 

are at the upper level of complexity (in terms of spatial and temporal resolutions) out of a 

set of four climate models that are available or under development at IIASA. 

A number of model experiments have been performed which document the present status of 

the 2-D ZCM. It simulates today's zonal means of the basic climatic characteristics 

(temperature, precipitation, evaporation, meridional heat transport and others) reasonably 

well. For a doubling of atmospheric C02 the ZCM reveals a climate sensitivity of about 1.8 

K and an increase of the globally averaged precipitation rate of about 5 %. The climate 

sensitivity lies within the range estimated by the IPCC (1.5 to 4.5 K) and the ratio of 

precipitation increase to climate sensitivity agrees well with GCM results (IPCC, 1990). 

Two 100 year integrations (1985-2084) employing IPCC's 1990 (C02-equivalent) 

concentration Scenarios A and D and a 200 year integration (1900 - 2100), employing 

Scenario A (which is generated by IMAGE 1.0 and also accounts for greenhouse gases other 

than Cod,  were made. In the first case, our results could be compared with the recently 

published results of the MPI GCM in terms of zonal annual means. The temperature 

response of the ZCM for Scenario D is close to the respective response of the MPI GCM and 

somewhat less pronounced for Scenario A. This is because of the lower climate sensitivity 

of the ZCM. The ZCM reproduces quite well the interhemispheric asymmetry of the 

temperature response, the zonal speed of temperature change and, also, the depth of 

temperature anomaly propagation into the deep ocean. The projected sea level rise due to 

the thermal expansion of the ocean is 0.24 m for Scenario A and 0.08 m for Scenario D, 

respectively, which is also in good agreement with the latest MPI GCM results and IPCC 

estimates. 

In case of the 200 year integration, the performance of the model in simulating past climate 

could be verified as well. According to the IPCC, the global mean surface air temperature 

has increased by 0.3 to 0.6 K over the last 100 years. The ZCM gives 0.4 K for the period 

1900 to 1990, which agrees well with the given range. 



Finally, Part I of the Working Paper sheds light on an Integrated Assessment of Climate 

Change Impacts on European Forests, a projected application to integrated modelling of 

climate change impacts. The integrated model comprises a series of models - from policy- 

oriented accounting tool for greenhouse gas emissions and concentrations to climate model 

to sequence of dovetailing ecophysiological and forest production models to socioeconomic 

tools, with feedback. 

An important feature of the integrated assessment is that the ecophysiology of a single plant 

up to that of aggregated forest ecosystems will be considered. A two-step approach 

employing both the ZCM and the DSCM, in combination with a suitable superimposing 

techni.que aiming at bridging the spatial resolution gap between the climate models on the one 

hand and the ecophysiological and forest production models on the other hand, was outlined. 

Such a superimposing technique (or nesting technique in regard to GCMs) will always be 

necessary if the spatial or temporal resolution of the climate model does not meet the 

respective resolution needs of an ecological model. In addition, the technique is inherently 

connected with an uncertainty that adds up to the already existing one of the climate model. 

However, the combined uncertainty is expected not to exceed the respective uncertainty of 

a GCM. Also, this problem might turn out to be purely academic in view of the not yet 

quantifiable uncertainties that are involved in large-scale ecophysiological modelling and are 

mainly due to missing knowledge. The ICCF Study tries to make a contribution to reducing 

some of the missing knowledge. 
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