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Breface

A central concern of the Human Settlements and Services
research group at IIASA has been the analysis of the dynamics
of multiregional population growth and distribution. Recently
this activity has stimulated a concerted effort to extend and
expand the applicability of mathematical demographic models in
the study of such dynamics. This paper, the fifth of a series
addressing the general topic of spatial population dynamics,
considers the fundamental problem of reducing the dimensionality
of large-scale population projection models by means of aggre-
gation and decomposition.

A fuller version of this paper will be forthcoming in
Environment and Planning.
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Abstract

During the past two decades social scientists have come
to model dynamic socioeconomic systems of growing size and
and complexity. Despite a heavy reliance on ever more sophis-
ticated high-speed digital computers, however, computer
capacity for handling such systems has not kept pace with the
growing demands for more detailed information. Consequently,
it is becoming ever more important to identify those aspects
of a system which permit one to deal with parts of it inde-
pendently from the rest or to treat relationships among
particular subsystems as though they were independent of the
relationships within those subsystems. These questions are,
respectively, those of aggregation and deccmposition, and
their application toward "shrinking" large-scale population
projection models is the focus of this paper.
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1. Introduction

Imagine a demographer faced with the problem of projecting,
in a consistent manner and in age-specific detail, the future
populations of the 265 Standard Metropolitan Statistical Areas
(SMSA's) of the contemporary United States. Such a large-scale
system is beyond the data processing capabilities of his digital
computer and, moreover, would be needlessly cumbersome in light
of certain observed weak connectivities between several sub-
systems of SMSA's. Consequently, it is important to find methods
for "shrinking" the computational requirements for such a task,
and the two most obvious methods for effecting such a reduction
are aggregation and decomposition.

1.1 Aggregation

The need to use aggregates arises out of sheer necessity
in most social science research involving large systems. Theo-
retical abstract reasoning and numerical empirical computation
both rely on the conceptual clarity and efficient manipulation
of variables afforded by aggregation. In economic modelling,
for example, the many producers and consumers of a national or
regional economy are aggregated into a relatively small number
of sectors, and the interaction among these sectors is then
studied as though it were free of influences arising from intra-
sectoral interaction. A typical example of this occurs in input-
output analysis, and indeed it was the increasing world-wide
numerical application of such models that first stimulated much
of the interest in aggregation among social scientists (e.g.,
Ara, 1959; Fisher, 1969; Rogers, 1969).

Aggregation generally introduces inconsistencies between
the outputs of the disaggregated and aggregated models. The
conditions for aggregation without such inconsistencies, that is,
for perfect aggregation, are very severe and therefore are al-
most never met 1n practice. However, since any model is at
best only an approximate description of reality, we remain inter-
ested in establishing the conditions under which perfect aggre-
gation may be carried out. These conditions suggest the criteria,
or rules, for selecting which variables to aggregate and help
to identify the circumstances under which such an aggregation
will yield results that are consistent with those of the original
disaggregated model.

Aggregation of large scale problems, therefore, has two
fundamental aspects. The first is the process of consolidation
itself. Here the two sets of variables that are connected by
a system of relations are grouped into aggregates and a new
smaller system of relations is developed which connects the two
sets of aggregates. The second fundamental aspect of the aggre-
gation process is the selection of the consolidation scheme that
most closely satisfies the conditions necessary for perfect aggre-
gation, while at the same time meeting whatever informational
requirements and additional constraints that may have been specified



a priori. 1In short, consolidation is an operation that expresses
a set of "new" variabl s as weighted averages of the set of
original "old" variables, such that there are fewer new variables
than old variables. Criteria for perfect aggregation, on the
other hand, are rules that indicate which variables to consoli-
date, for example, the rule that variables which always move
together may be consolidated into a single variable without
introducing an aggregation error.

Two particular forms of aggregation are frequently employed
in demographic analysis. The first is a consolidation across
age groups. When carried out over all age groups, this form of
consolidation transforms a cohort-survival model into a components-
of-change model (Rogers, 1971, Ch.1). We shall, therefore, refer
to aggregations of this sort as components-of-change aggregations.
Such aggregations retain the geographical areal units of the
original cohort-survival model but sacrifice all age-specific
details.

The second form of aggregation that is frequently used is
a division of a multiregional population system into two regions:
a particular region under study and "the rest of the world."
Such consolidations will be called biregional aggregations in
this paper. They sacrifice considerable geographical information
but preserve details about age compositions. However, if applied
in sequence to each and every region of a multiregional system,
they permit a collection of aggregated projections to completely
preserve the levels of detail found in the original unconsoli-
dated projection.

1.2 Decomposition

The idea of decomposing a large and complex problem into
several smaller subproblems in order to simplify its solution
is not new and indeed has been used for well over a century in
the physical and social sciences, as well as in engineering.
However, the development and use of high-speed computers to
solve these problems during the past two decades has stimulated
a focused interest in decomposition techniques in such various
fields of application as process control, structural engineering,
systems optimization, electrical network theory, and a wide
variety of seemingly unrelated problems in economics, mathematics,
design, and operations research (e.g., Himmelblau, 1973; Rose
and Willoughby, 1972; Tewarson, 1973; and Theil, 1972).

The central principle of decomposition analysis is that the
solution of a large systems problem, involving many interacting
elements, often can be broken up and expressed in terms of the
solutions of relatively independent subsystem problems of lower
dimensionality. The solutions of the subsystem problems then
can be combined and, if necessary, modified to yield the solution
of the original large-system problem. A well-known illustration
of this approach is provided by the Dantzig and Wolfe decomposition
algorithm in mathematical programming (Dantzig and Wolfe, 1960).



This algorithm breaks up a large linear programming problem
into several smaller linear programming problems and imposes
additional constraints on each of the latter in order to en-
sure that their solutions combine to yield the optimal solution
for the large scale problem.

Decompositions of large-scale problems generally proceed
in two stages. First there is the partitioning stage in which
a large system of variables and relations is rearranged and
reordered in a search for disjoint subsystems, that is, subsets
of relations which do not contain any common variables. If such
subsystems exist, then each one can be treated independently of
the rest. 1In this way the relational structure of the original
large-scale problem can be exploited to produce a more efficient
solution method.

Systems that can be partitioned into independent (disjoint)
subsystems are said to be completely decomposable, and their
matrix expression can be transformed into what is known as a
block-diagonal form. The rearrangement and reordering of the
relations to identify and delineate the disjoint subsystems is
called permutation, and the actual separation of the large system
into disjoint subsystems is called partitioning.

Partitioning of a large system into disjoint subsystems
obviously cannot be accomplished if each relation in the system
contains every variable. Such systems are said to be indecompos-
able. Fortunately, the relations in most mathematical models of
socioeconomic phenomena contain only a few common variables.
Moreover, when complete decomposition cannot be achieved, a
partial decomposition that rearranges and reorders the relations
into a block-triangular form may stil.l be possible.

A block triangular structure defines an information flow
that is serial and without loops. Causal sequences in such
systems, therefore, run one-way and permit feedbacks only upward
in the triangular hierarchy. An example of such a structure is
afforded by a hierarchy of migration flows in which people migrate
only to larger urban regions. If the regions are ordered according
to their size in the population projection process, then the growth
matrix assumes a block-triangular form.

Once a large system of variables and relations has been
either completely or partially decomposed into indecomposable
subsystems, further simplification of the problem can only be
achieved by a process called tearing. This is the second stage of
the decomposition procedure and consists of deleting variables
from one or more of the relations in which they appear. Thus
tearing represents an attempt to solve a system problem by a
"forced" partitioning of that system into supposedly disjoint
subsystems. The partitioning is forced because the subsystems
are not truly disjoint and are rendered so only through a dis-
regard of certain connecting relationships which are held to be
insignificant. If the impacts of these connecting relationships
are not completely disregarded but are allowed somehow to affect




the solution of the system problem, then we have an instance of
compensated tearing.

2. Shrinking by Aggregation

Aggregation in demographic analysis may be carried out
by consolidating:

1) population characteristics, for example, combining
several sex, color, or age groups;

2) time units, for example, dealing with five-year inter-
vals of time instead of annual ones; and

3) spatial units, for example, aggregating the fifty
states of the USA into its nine Census Divisions.

In each case, the consolidated projection produces results that
are coarser with regard to levels of detail than those provided
by the original unconsolidated model.

Consider, for example, the two multiregional population
systems illustrated in Figure 1: the nine Census Divisions of
the US and the corresponding four Census Regions. A spatial
consolidation of the nine Census Divisions into the four Census
Regions permits a considerable shrinkage of the original model,
but the process introduces some aggregation error and, more
importantly, leads to population projections that are less
detailed geographically than those obtained from the uncon-
solidated model. This can be seen by examining Tables 1 and 2,
which give the nine-region and four-region projections, respec-
tively, of the total US population in the year 2008 if the age-
specific mortality, fertility, and migration schedules of 1958
were to remain unchanged over the fifty-year projection period.

A comparison of the population projections summarized in
Tables 1 and 2 indicates the magnitudes of the aggregation
errors that are introduced by the consolidation of the nine
Divisions into the four Regions. For the US as a whole one
finds, for example, that a fifty-year projection of the 1958
population to the year 2008, on the assumption of an unchanging
growth regime, produces an over-projection of almost 400,000
people. But, curiously enough, further projection of the same
population until stability does not appreciably alter the in-
trinsic rate of growth (r) of the multiregional system. A
difference of 0.00008 is all that distinguishes the intrinsic
rate of growth of the four-region projection from that of the
nine-region projection.

Aggregation over regions preserves age-specific details
at the expense of geographic details. If the latter are of
greater interest than the former, one may instead consolidate
all age groups into a single variable and retain the original
set of geographical areas. The application of such an aggregation



*$93BAS POITUN 9yl IO SUOTSTATIP OorTydeabosb pue suoibed ‘*evp axnbrg

SNASN3J 3HL 40 MNv3HNE 'S°N -30MNOS

A =
0 o .

1HIVMVYH




*sS93e3S PIa3TUN 93 JO UOISTATIP OTyaeabosb pue suorbhay °q| =2anbra

snsue) °9y3 JO neaing
‘UOT3RIFSTUTWPY SOTISTILIS OTWOUODF pue TRIDOS ‘odoIsuwo) JO juswiiedsaqg °*S°n :20IN0S

sTum

A

S¥X3l

com |eAua] YINos ysapm

;;mﬂ?h?$ikWI

X3INN

2Ziyy
€luny w
INNHEON! Hyin
‘HB3N
27 YUON 15€3 S
jeaudd W [euad [YLON jsom LS =3
THOIW R oA
/\/ NMVYQ'S | T
‘NNiIW /
HVa N “INOW




0000° 1 ¢9¢£Z°0 089070 %201°0 ¢6%0°0 SEST°0 L2L0°0 61L1°0 €101°0 L9%0°0 (= ) %

7812070 (o)

00001 7eL1"0 1%50°0 6560°0 8.50°0 6191°0 6£L0°0 16170 €o71°0 £150°0 (800Z) %

£€91°298°12% | ££5°991°¢L 818°G08°CT 988°99% 0% #LT*%6E° 7T G90°€8T 89 8LTCLITIE 690°19L°08 O¥1“L81°6S 6£0°Y%9°1T (8002) X
0000°1 Z111°0 69€0°0 0%60'0 %890°0 8EHT 0 8180°0 LLOZ 0 LT61°0 9.50°0 (8S61) ¢

000°%GT°ZLT | 000“T1%T“61 000°6%€‘9 O000°LI1°9T 000°69L°11 O000°6%7L°9%T 000°#T11°ST OQ00°€9.°GSE O000°I8TI‘EE 000°T16°6 (8S61)

s1233welIRd

S1108q - 1ei13ua) 1e13jua) DTIUBRTIV 1e13ua) 1ea3ua) JTIUBIIY puel3ugy 4Im015
TVI0L i : yanog 1saM Yyinog 3seq yinog ylioN 3IsaM  Yy3laopN 3Iseq 31PPIN maN 519835 pue
6 8 L 9 S i € 4 1 suor303l01d

dONAAISTY 40 NOISIAIA

‘uot3oaload uorbax-sutu
‘gggl ‘uorizerndod Te303 s33EIS DPIITUN
:A3T11Tqe3ISs 03 suoriosfoad TeuoTbaxr3TON "L SIJRL




0000°1 2e0¢€e°0 9f10€°0 L6tz 0 LeEnL®o ( =) %
Z6L20°0 ( =) X
0060°1L 96¢C°0 9fLe* 0 t169Z°0 1061°0 (8002) %
89z‘'6Gz'zCTh 801656796 60z‘€n8’zelL Sel'LLO'TZLL LGL'€8E708 (8002) ¥
0000°1L L817L°0 L90€"0 G66C°0 €062 0 (8G61) %
000‘msL‘zZLL 000°061 ‘G2 000°669°2S 000°LL870G 000°260°¢€H (8G6l) M
sI93sweIed
. i . . Uamoan
TYLOL L SHM HLOOS TYILNID HIMON LSYJHILIYON oTqe3s pue
f € z L suotj3oaloxgq
dONIAISHY J0 NOIDHEY
*uot3oalfoad uorThaa-inog
‘gca| ‘uorzerndod Tel01 s=23BAC pelTun
:A3TTTIge3Ss 03 suorjoaload TeuolbaaTaTny °z o9T19eBL



to the cohort-survival model associated with Table 1 yields a
components-of-change projection model that produces the multi-
regional projections in Table 3.

Table 3 reveals that a components-of-change aggregation of
the original cohort-survival model leads to a substantial under-
projection of total population growth, but a relatively accurate
projection of the spatial distribution of that growth. The
total US population in the year 2008, for example, is underpro-
jected by over fifty-one million people, and the intrinsic rate
of growth is underprojected by more than six per 1,000. Yet
the Pacific Division is allocated approximately 17% of the total
population in the year 2008 by both models.

The divergence between the projections in Tables 1 and 3
increases exponentially over time. Figure 2 shows that the two
models project similar population totals during the first decade,
start to diverge shortly thereafter, and then grow increasingly
further apart. This suggests that shrinking by components-of-
change aggregation is most effective for short-run projections.

We have seen that aggregation is generally accompanied by
loss of detail. This, however, need not always be the case.
One can, for example, obtain a biregionally aggregated popu-
lation projection for every region of a multiregional system
and thereby retain the same level of detail in the resulting
collection of consolidated projections as originally existed
in the single unconsolidated model. By way of illustration,
consider the projections summarized in Table 4, which were ob-
tained using nine biregionally aggregated versions of the cohort-
survival model that produced the results in Table 1. A compari-
son of the projections in Table 4 with those in Table 1 suggests
that an exhaustive collection of biregional aggregations is a
reasonably accurate substitute for a large-scale population pro-
jection model. '

Although biregional aggregations may be applied with some
success to shrink a large model, they can be computationally
demanding if it is necessary that they be applied as many times
as the number of regions in a multiregional system. In such
instances, a more efficient and effective shrinking technique
often can be developed using decomposition methods.

3. Shrinking by Decomposition

Decomposition procedures have been used often in demo-
graphic analysis, although they have not been specifically identi-
fied by that name. Perhaps their most common application is
manifested in representations of multiregional population systems
by collections of single-region models which assume that each
regional population is undisturbed by migration. Such an assump-
tion is, of course, equivalent to the premise that the multi-
regional population system is completely decomposable into in-
dependent single-region subsystems arranged in block-diagonal
form. A modification of the no-migration assumption is often
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introduced into the single-region model by including the impact
of net migration in the survivorship proportions, that is, by
treating an out-migrant as a "death" and an in-migrant as a
replacement for a death. Such a modification of the complete
single-region decomposition was adopted to derive the projections
in Table 5.

Table 5 presents the summary results of nine single-region
cohort-survival population projections. The regions are those
delineated in Figure 1, and the results correspond to the ones
set out earlier in Table 1. Thus Table 5 may be viewed as the
output produced by a particular shrinking of the "large-scale"
population projection model associated with Table 1. The dis-
crepancies between the two sets of results may be attributed
largely to the representation of interregional migration as
net migration in the decomposed model.

Table 5 reveals that the representation of internal migration
as a net flow can introduce serious errors into the population
projection process. Net migration is defined with respect to
the particular regional population being projected. If that
population is currently experiencing an excess of in-migrants over
out-migrants, this feature will be built-in as part of the pro-
jection process, and its effects will multiply and increase
cumulatively over time. The converse applies, of course, to
regions experiencing net out-migration. 1In short, regional popu-
lations with a positive net migration rate are likely to be over-
projected and those with a negative net migration rate are likely
to be underprojected. The projections in Table 5 support this
argument. Only the populations of the three Census Divisions
that experienced a positive net migration in 1958 are over-
projected in the year 2008, that is, the South Atlantic, the
Mountain, and the Pacific Divisions); the populations of the
remaining six Census Divisions are underprojected.

The original nine-region population projection model and
its complete single-region decomposition represent opposite
extremes of the decomposition spectrum. A large number of
alternatives lie in between, two of which appear in Figure 3.

Figure 3 describes two complete decompositions of the
nine-regicon population system. Both decompositions reflect the
particular structure of interregional migration levels observed
in the data, and both were defined by an essentially arbitrary
decision to delete interregional linkages that exhibited migration
levels below 8%. Since in both cases this procedure still did
not produce a complete decomposition, four additional migration
levels (those lying outside of the block-diagonal submatrices
in Figure 3) were also deleted in each decomposition.

1Migration levels were measured as the fraction of an
individual's expected lifetime that is expected to be lived
in a particular region other than the individual's region of
birth (Rogers, 1975). ‘
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Figure 3A illustrates a decomposition of the nine-region
population model intc three smaller multiregional models con-
taining two, four, and three regions, respectively. Internal
migration 1is treated as a place-to-place flow among regions
within each diagonal block and as a net flow elsewhere. Thus
we have here an example of compensated tearing in which the
conceptual approaches at both extremes of the decomposition
spectrum are represented. Table 6 summarizes the multiregional
population projections produced by this particular model.

Figure 3B depicts an alternative decomposition. In this
instance, a permutation of the rows and columns of the migration
level matrix and a decision to delete a different set of four
migration levels yields a different connectivity structure and
associated decomposition. This decomposition partitions the
nine-region system into three three-region subsystems and results
in the projections set out in Table 7.

The two alternative decompositions both overproject the
total US population in 2008. The individual regional shares of
this total population follow the general pattern exhibited by
the single-region decomposition of Table 5. That is, regional
populations experiencing positive net migration in 1958 are
accorded a larger than warranted regional share, and vice-versa.
This pattern arises out of the particular method of compensated
tearing used in the projections, that is, compensation by means
of net migration, and reflects the same biases that were found
in the single-region decomposition.

Another contributor to the discrepancies between the re-
sults of the two decomposed models and those of the original
model is the insufficiently weak degree of connectivity between

the various sets of multiregional subsystems. Recall that, for
illustrative purposes, we arbitrarily deleted internal migration
flows associated with migration levels below 8%. It is likely

that this is much too high a value for a threshold level, and
its adoption undoubtedly contributed something to the overall
projection error. That contribution, however, is surely small
compared to the one introduced by the representation of internal
migration as a net flow. Both sources of error are, of course,
interrelated. The level of compensation which is required in
the form of net migration is intimately related to the amount

of net migration which is to be treated in that way, and this
amount in turn depends on the volume of migration that falls
below the threshold level.

Aggregation and decomposition techniques are not mutually
exclusive methods of shrinking a large-scale population model.
They can, of course, be combined in various ways to reduce the
dimensionality of such a model without incurring a major sacri-
fice in accuracy or level of detail in the process. We now turn
to an examination of one of the more obvious ways in which they
may be combined and compare its empirical performance with that
of an equally obvious alternative.
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4. Aggregation and Decomposition Combined

The idea that it might be useful to model different parts
of a large system at different levels of detail received one of
its first formal mathematical treatments two decades ago in a
seminal paper read by Herbert Simon and Albert Ando at the
meetings of the Econometric Society in December of 1956 and
subsequently published in Econometrica five years later (Simon
and Ando, 1961) .2 The essence of their basic argument is neatly
captured by the following physical illustration:

Consider a building whose outside walls provide
perfect thermal insulation from the environment. The
building is divided into a large number of rooms, the
walls between them being good, but not perfect, insu-
lators. Each room is divided into a number of offices
by partitions. The partitions are poor insulators. A
thermometer hangs in each of the offices. Suppose that
at time t, the various offices within the building are
in a staté of thermal disequilibrium--there is a wide
variation in temperature from office to office and from
room to room. When we take new temperature readings at
time tq, several hours after tp, what will we find? At
t1 there will be very little variation in temperature
among the offices within each single room, but there
may still be large temperature variations among rooms.
When we take readings again at time ty, several days
after t1, we find an almost uniform témperature through-
out the building; the temperature differences among
rooms have virtually disappeared.

A temperature equilibrium within each room will be
reached rather rapidly, while a temperature equilibrium
among rooms will be reached only slowly,...as long as
we are not interested in the rapid fluctuations in
temperature among offices in the same room, we can learn
all we want to know about the dynamics of this system
by placing a single thermometer in each room--it is un-
necessary to place a thermometer in each office [Simon
and Ando, 1961, pp. 70-71].

4.1 The Simon-Ando Theorem

Recognizing that complete decomposability is relatively
rare in socioeconomic systems, Simon and Ando (1961) examine
the behavior of linear dynamic systems with "nearly" completely
decomposable subsystems. They show that, in the short-run,

2A recent revival of interest in this fundamental idea
has produced several interesting articles, one of which
specifically suggests an application to migration modeling
(Batty and Masser, 1975).
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- such systems behave almost as though they were in fact com-
pletely decomposable and that, in the middle-run, their be-
havior can be studied by consolidating the variables of each
subsystem into a single variable and ignoring the interrelation-
ships within each subsystem.

The crux of the Simon-Ando theorem is the assertion that
the equilibrium of a nearly completely decomposable dynamic
linear system may be viewed as a composite growth process which
evolves in three temporal phases. During the first phase, the
variables in each subsystem arrive at equilibrium positions
determined by the completely decomposed system. After a longer
time-period, the system enters its second phase, at which point
the variables of each subsystem, maintaining their proportional
relationships, move together as a block toward equilibrium values
established by the third phase of the growth process. In this
final phase, all variables approach the ratée of growth defined
by the largest characteristic root of the matrix associated with
the original nearly completely decomposable system.

The Simon-Ando theorem suggests a shrinking procedure for
large-scale population projection models that combines aggre-
gation and decomposition in a particularly appealing way. One
begins by partitioning the large multiregional system projection
model into smaller submodels in a way that effectively exploits
any weak interdependencies revealed by indices such as migration
levels. The growth of the original multiregional system then
may be projected by appropriately combining the results of dis-
aggregated intra-subsystem projections, in Which within sub-
system interactions are represented at a relatively fine level
of detail, with the results of aggregate inter-subsystem pro-
jections, in which the between subsystem interactions are modeled
at a relatively coarse level of detail. For example, within
each multiregional subsystem, the projection model could focus
on the full age composition of every regiongl population and
examine its evolution over time; between each multiregional
subsystem, the projection model would suppress the regional
age compositions and would deal only with total populations.

In the short-run, the within subsystem interactions would domi-
nate the behavior of the system; in the long-run, the between
subsystem interactions would become increasingly important and
ultimately would determine the behavior of the entire system.

4.2 Simple Shrinking by Aggregation and Decomposition

The Simon and Ando theorem suggests the following simple
method for shrinking large-scale population projection models.

3In a subsequent paper, Ando and Fisher (1963) extend the
Simon-Ando theorem to nearly block-triangular (that is, nearly
partially decomposable) linear systems. Although we do not
consider such systems in the rest of this paper, it should be
clear that our exposition could be appropriately expanded to
cover this more general case of near decomposability.
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We begin by partitioning a multiregional system into its con-
stituent single regions and projecting their growth and change
as if they were independent closed population subsystems un-
disturbed by migration. The first stage, therefore, corresponds
to a single-region decomposition with zero net migration. We
then suppress all age-specific details and project the multi-
reyional population using a components-of-change model. The
results of the latter stage determine the total multiregional
population and its spatial distribution; the results of the
first stage define the individual regional age compositions.

In this way, within subsystem interactions (that is, changes in
age structure) are modeled at a fine level of detail, whereas
between subsystem interactions (that is, changes in spatial
structure) are modeled at a coarse level of detail. If the
original multiregional system is sufficiently close to being
nearly decomposable, the approximate (two-stage) projection
should produce a reasonably accurate multiregional population
projection.

The shrinking procedure described above may be applied to
the "large-scale” nine-region population projection model of
Table 1. Table 8 sets out the principal results generated by
such a shrinking of the original model. The growth of the total
population and its spatial allocation are taken from the pro-
jection in Table 3; the individual regional age compositions
(consolidated into three age groups for ease of presentation)
were obtained by recomputing the single-region projections of
Table 5 with net migration set equal to zero. The combined
results indicate that regional age compositions and regional
shares are projected moderately well, but that the total multi-
regional population is seriously underprojected. (The latter is
no surprise since it already was observed and discussed in con-
nection with Table 3.)

In applying the above shrinking procedure we adopted the
regional age compositions of the single-region (no-migration)
projections and the regional shares of the components-of-change
projection. For the total multiregional population we chose
the level projected by the latter (364,608,685); we would have
done much better to have used that of the former (419,173,278).
In the remainder of this paper, therefore, we shall modify the
shrinking procedure accordingly and shall define the resulting
modified version to be the cohort-components method of simple
shrinking. This method adopts the regional age compositions
and total multiregional population projected by a collection of
single~-region cohort-survival models that ignore migration, and
then spatially allocates this total population according to
the regional shares projected by a components-of-change model.

The accuracy with which the biregionally aggregated models
of Table 4 approximated the original projection in Table 1 sug-
gests another method of simple shrinking, one which we shall
call the cohort-biregional method of simple shrinking. In this
method, the tearing occasioned by complete decompositions of
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the kind defined in Figure 3 are compensated not by net migra-
tion but by biregional aggregation. Specifically, each multi-
regional subsystem is augmented by an additional "rest-of-the-
world" region which serves as the destination of all migration
out of the subsystem and as the source of all migration into the
subsystem. Table 9 presents the results produced by the appli-
cation of such a method of shrinking to the projection model

of Table 1. The particular decomposition scheme adopted was
that of Figure 3B.

According to Table 9, cohort-biregional shrinking is a
more accurate method of shrinking than cohort-components shrinking,
at least with regard to the particular data set examined in this
paper. The former projects regional age compositions that are
virtually identical to those projected by the original large-
scale model. The total multiregional population and its regional
distribution are somewhat less accurately approximated, but
nevertheless are, in general, closer approximations than those
advanced by the cohort-components method of Table 8. Finally,
the cohort-biregional shrinking can be more readily transformed
into a method for approximating the intrinsic rate of growth and
related stable growth parameters of the multiregional population
system.

The cohort-compconents and the cohort-biregional methods of
simple shrinking appear to be the most desirable shrinking methods
among those examined in this paper. Table 10 indicates that they
are the most accurate in projecting the total multiregional popu-
lation. With the possible exception of the less-efficient bi-
regional aggregation method of shrinking, they also appear to be
the most accurate in projecting the regional shares and age com-
positions of the multiregional population. The accuracy with
which the cohort-biregional method projects regional age compo-
sitions is especially remarkable and is well illustrated in
Table 11, which presents the alternative projections of the age
composition of the Pacific Division by way of example.

5. Conclusion

An increasing number of social scientists currently find
themselves in the somewhat frustrating position of being asked
to provide accurate projections at very fine levels of detail
with resources that are scarcely sufficient for carrying out
such projections at much more aggregate levels of resolution.
Prominent among them are demographers who are called upon to
produce consistent projections of regional populations dis-
aggregated by age, color, race, sex, and such indicators of class
and welfare as employment category and income. Since the com-
putational requirements of this task are staggering, the need for
developing improved methods for "shrinking" population projection
models by reducing their dimensionality is an urgent one. The
projections summarized in this paper suggest the following general
conclusions:
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1) Components-of-change models are unreliable genera-
tors of middle and long-run projections of population
totals, but seem to be reasonably accurate in projecting
regional shares of such totals.

2) Biregional aggregation is an effective and relatively
efficient method for shrinking projection models of a
small to modest scale and may be used in situations
where only gross out-migration and in-migration data
are available for each region.

3) Modelling internal migration as a net flow can intro-
duce serious biases into the projection process. Such
biases are inevitably introduced in treating immigration
and emigration as a net flow, but in most countries
they tend to be relatively small.

4) Effective decompositions are not unique and may be diffi-
cult to identify in large systems. Consequently algo-
rithms such as those discussed in Tewarson (1973) need
to be adapted and applied in searches for decompositions
that are in some sense "optimal."

5) The simple cohort-components method of shrinking is a
reasonably accurate procedure, is easy to apply, and
has the distinct advantage of not requiring age-specific
migration flow data for its implementation. It there-
fore is the obvious choice for shrinking large-scale
projection models of population systems for which such
data are either unavailable or too costly to obtain.

6) The simple cohort-biregional method of shrinking appears
to be very accurate and seems to be an effective compro-
mise between biregional aggregation and single-region
decomposition, combining the best features of each.

It is especially well-suited for shrinking large-scale
projection models of population systems that are com-
prised of several weakly connected subsystems.

The two principal approaches for shrinking examined in this
paper have been aggregation and decomposition. They have been
combined to define two fundamental methods of shrinking, both of
which reflect the proposition that strongly interconnected regions
should be modelled as separate closed subsystems using the cohort-
survival model. The two methods differ in the way that they
connect these subsystems together. The cohort-components method
uses a components—-of-change model to establish such connections;
the cohort-biregional method relies instead on a residual "rest-
of-the-world" region. Each alternative differs with respect to
data inputs and outputs, computational efficiencies, and projection
accuracy. Yet little can be said about the trade-offs between
these attributes in the abstract, because they depend so much on
the specifics of each empirical situation. The particular connec-
tivity structure of an observed multiregional population, the
particular data availability with regard to age-specific migration
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flows, the particular purposes for which the projections are
being generated, all =re important considerations in a rational
choice between the two alternatives. Yet such considerations
will vary from one situation to another, and will combine in
different ways to suggest the superiority of one alternative
over the other. 1In consequence, each particular situation re-
quires a specific evaluation.

This paper represents a first and therefore preliminary
examination of shrinking large-scale population projection
models. Consequently it only outlines the fundamental problem
and identifies what appear to be fruitful means for dealing with
it. Much more remains to be done. For example, it is likely
that further research could establish conditions for perfect
decomposition" akin to those already established for perfect
aggregation (Rogers, 1969 and 1975). The relative computational
efficiencies of the two alternative methods in shrinking certain
prototype connectivity structures could be examined profitably.
More complex hierarchical extensions of the simple shrinking
methods could be investigated, such as the extension of the
simple cohort-components method to include several multiregional
(no-migration) cohort-survival submodels, and the disaggregation
of the "rest-of-the-world" region in the simple cohort-biregional
method. Efficient algorithms for approximating the intrinsic
rate of growth and other related stable growth measure using
shrinking methods appears to be another promising direction for
research. The potential applicability of the cohort-components
and cohort-biregional methods of shrinking as approaches to
multiregional 1life table construction when age-specific migration
flow data are unavailable needs to be explored. The assumption
of no interregional differentials in fertility and mortality
has been used before to shrink a large-scale population pro-
jection model and deserves to be reconsidered in the context of
this paper (Rogers, 1968, Ch. 3). Finally, the possibility of
shrinking data input reguirements by means of "model" schedules
also merits careful examination (United Nations, 1967, Rogers,
1975, Ch. 6).
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