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Credible Interval Temperature Forecasting:

Some Experimental Results*

Allan H, Murphy** and Robert L. Winkler*#**

Abstract

This paper describes the results of an experiment
involving credible interval temperature forecasts. A
credible interval is an interval of values of the variable
of concern, in this case maximum or minimum temperature,
accompanied by a probability which expresses a forecaster's
"degree of belief" that the temperature will fall in the
given interval. The experiment was designed to investi-
gate the ability of forecasters to express the uncertainty
inherent in their temperature forecasts in probabilistic
terms and to compare two approaches (variable-width and
fixed-width intervals) to credible interval temperature
forecasting.

Four experienced weather forecasters participated
in the experiment, which was conducted at the National
Weather Service Forecast Office in Denver, Colorado. Two
forecasters made variable-width, fixed-probability fore-
casts using 50% and 75% intervals, while the other two
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forecasters made fixed-width, variable-probability fore-
casts using 5°F and 9°F intervals. On each occasion the
forecasters first determined a median, and the variable-
width and fixed-width intervals were then centered at the
median in terms of probability and width, respectively.

The results indicate that, overall, the medians
determined by the forecasters were good point forecasts
of maximum and minimum temperatures. Further, a compari-
son of the average errors for the forecasters! medians
with the average errors for the medians derived from
climatology reveals that the forecasters were able to
improve greatly upon climatology. The variable-width
credible intervals were very reliable in the sense that
the observed relative frequencies corresponded very close-
ly to the forecast probabilities. Moreover, the variable-
width intervals were more reliable and much more precise
than the corresponding forecasts derived from climatology.
The fixed-width intervals, on the other hand, were assign-
ed probabilities that were, on the average, considerably
iarger than the corresponding relative frequencies.

In summary, the results indicate that weather
forecasters can use credible intervals to describe the
uncertainty contained in their temperature forecasts.
The implications of these experimental results for prob-

ability forecasting in general and temperature forecast-
ing in particular are discussed.

1. Introduction

Probability forecasts in meteorology serve two basic
purposes: 1) they provide forecasters with a means of ex-
pressing the uncertainty inherent in their forecasts and
2) they provide potential users of such forecasts with infor-
mation needed to make rational decisions in uncertain situa-
tions. For these reasons, the National Weather Service (NWS),
in 1965, initiated a nationwide program in which probability
of precipitation (POP) ferecasts were formulated and issued to the
general public. This program has now been in existence for
almost a decade, and the evidence presently available sug-

gests that the POP forecasts are considered, by both fore-
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casters and the general public, to be an important and inte-
gral part of the NWS's public weather forecasts (e.g. American
Telephone and Telegraph Company, [2], Bickert, [3], and
Murphy and Winkler, [6]).

Precipitation occurrence has received the greatest
attention in terms of probability forecasting. On the other
hand, subjective probability forecasts of other meteorologi-
cal variables have been prepared on an experimental basis
(see, for example, Sanders, [8], Stael von Holstein, [10]).
Moreover, probability forecasts of a variety of meteorologi-
cal variables are currently being prepared on an operational
basis using the model output statistics approach and these

"objective forecasts are routinely provided to NWS fore-
casters as guidance (see Klein and Glahn, [5]). However, the
forecasts of these variables disseminated to the general
public are still expressed in categorical terms, a situation
which is due in part to the lack of suitable modes of expres-
sion for the uncertainty contained in these forecasts. In
this regard, the ranges of continuocus variables such as tem-
perature have generally been divided into several (often five
or more) categories. As a result, a single forecast consists
of several probabilities, one for each category. Clearly,
this mode of expression makes effective communication of the
uncertainty inherent in forecasts of such variables very
difficult.

One possible (and promising) format for probability

forecasts of continuous variables such as temperature involves



the concept of a credible interval, which is an interval of
potential values of the variable together with a probability
that the actual value of the variable will fall in the inter-
val. Peterson, Snapper, and Murphy [7, p.969] recently con-
ducted an experiment to investigate the feasibility of cred-
ible interval temperature forecasting and concluded that
"weather forecasters can use credible intervals to describe
the uncertainty inherent in their temperature forecasts."

In this paper the results of an experiment involving
credible interval temperature forecasts are presented. The
experiment was designed to investigate further the ability
of forecasters to express the uncertainty in their tempera-
ture forecasts in probabilistic terms and to compare two
approaches (variable-width credible intervals and fixed-width
credible intervals) to credible interval temperature fore-
casting. In Section 2 the concept of credible interval fore-
casts is defined and discussed. The experiment itself is
described in Section 3, and the results of the experiment
are presented in Section 4. Section 5 contains a discussion
of some implications of the experimental results for temper-
ature forecasting in particular and for probability forecast-

ing in general.

2. Credible Interval Temperature Forecasts

As indicated in the Section 1, uncertainty exists in the
forecasts of all the variables presently included in public
weather forecasts. Yet these forecasts, with the exception

of those relating to precipitation occurrence, are still ex~



pressed in categorical terms., Precipitation occurrence, of
course, lends itself quite well to the use of probabilities
since this variable is a simple dichotomy. As a result,

only a single probability is needed to express a forecaster's
uncertainty about the occurrence of precipitation. On the
other hand, a continuous variable such as temperature requires
either a forecast consisting of several probabilities (see
Section 1) or a completely different type of probability
forecast, Ideally, an entire probability distribution would
be assessed, but assessing such a distribution is not prac-
tical either in terms of the time required of the forecaster
or in terms of reporting to the general public. Credible
intervals represent a mode of expression that provides some
probabilistic information without necessitating the assess-
ment of an entire distribution. We will introduce this dis-
cussion of the concept of credible intervals and their use

in forecasting maximum (high) and minimum (low) temperatures
by first considering the mode of expression currently used

to describe temperature forecasts operationally.

Weather forecasters usually give point forecasts when
forecasting high and low temperatures, The point forecast
may, on occasion, be replaced by an interval forecast that
specifies a range of temperatures, but the usefulness of the
interval forecast is severely limited by the fact that the
probability that the forecaster associates with the interval
is not given. For example, an interval forecast such as

"the high tomorrow will be between 70° and 76°" (all tempera-



tures referred to in this paper are in °F) may mean different
things on different occasions. If meteorological conditions
are relatively stable, the forecaster may feel almost certain
that the maximum temperature will be between 70° and 76°. On
the other hand, if conditions are highly variable, the fore-
caster may feel that the probability is only, say, about one-
half that the maximum temperature will fall in this interval.

0f course, the forecaster can vary the width of the in-~
terval forecast. On some occasions, an interval forecast
such as "the high temperature will be between 70° and 76°"
may seem reasonable to the forecaster, while on other occa-
sions a forecast such as "the high temperature will be be-
tween 72° and 74°" may seem more appropriate. The user would
no doubt feel that the former forecast suggests more uncer-
tainty about the high temperature tomorrow than does the
latter forecast, and in this sense such interval forecasts
may be of some value. Nevertheless, although users may
attempt to make inferences concerning the relative uncertain-
ty expressed by different interval forecasts, they cannot,
from the information given above, "measure" the uncertainty
expressed by a particular interval forecast.

Probability can be thought of as the language of uncer-
tainty. Therefore, in order to convey the amount of uncer-
tainty in an interval forecast, the forecaster must report
a probability together with the interval. This probability
represents the forecaster's subjective "degree of belief"

that the high or low temperature, as the case may be, will



fall in the given interval, When accompanied by a probability,

an interval forecast is called a credible interval., For

example, a forecaster might say that "the probability is 0,50
that the high tomorrow will be between 72° and 74°."
Peterson, Snapper, and Murphy [7, p.966] state that "the
advantage of credible interval forecasts is, then, that they
enable forecasters to quantify the uncertainty inherent in
their temperature forecasts and to communicate information
which may be important to potential users of these forecasts."
Just as a precipitation probability serves as a measure
of a forecaster's uncertainty concerning the occurrence of
precipitation, a credible interval serves as a measure of a
forecaster's uncertainty concerning maximum or minimum temper-
ature. The two situations differ, however, in that a single
precipitation probability completely describes a forecaster's
uncertainty, whereas, at least in theory, an infinite number
of potential credible intervals for high or low temperature
exist, each of which only partially describes a forecaster's
uncertainty. To completely represent a forecaster's uncer-
tainty concerning high or low temperature, an entire probabil-
ity distribution is needed. Unfortunately, an entire distri-
bution is not only difficult to assess (e.g. see Winkler,[ll]),
but such a distribution is inconvenient for reporting pur-
poses, both because it cannot, in general, be expressed in a
short, simple, nontechnical fashion and because most users
would be unable to understand or to properly utilize such a

forecast. 1In this regard, a credible interval can be thought



of as a summary measure of a probability distribution.

Given that a credible interval is to be used in fore-
casting high or low temperature, the next question concerns
the selection of a particular interval. 1In order to make
such forecasts at least somewhat comparable (as well as to
increase their usefulness), certain restrictions must be
placed upon the interval, instead of giving the forecaster
complete freedom in the selection of a credible interval on
each occasion. One possible restriction that seems reason-
able is to limit the forecaster to reporting central credible
intervals, which are intervals taken from the "center" of
the forecaster's distribution in terms of probability. For
instance, the interval from 72° to 74° is a 50% central
credible interval if the probability that the high will be
between 72° and 74° is 0.50, the probability that the high
will be above 74° is 0.25, and the probability that the high
will be below 72° is 0.25. Another interval with probability
0.50 may be found such that the probability that the high
will be above the upper limit of the interval is, say, 0.30
and the probability that the high will be below the lower
limit of the interval is 0.20. Such an interval would be a
50% credible interval but not a 50% central credible inter-
val.

Restricting the forecaster to credible intervals that
are central in terms of probability seems particularly reason-
able when a restriction on the probability of the interval

is added. For instance, the forecaster might be asked to



always report a 50% central credible interval or a 75% central
credible interval. TIn this case, the probability of the in-
terval is fixed but the width of the interval will vary from
situation to situation. Sometimes a 50% credible interval

for high or low temperature will be only 3° wide, while at
other times such an interval may be 7° wide. For obvious
reasons, we will call a forecast of this nature a variable-
width credible interval.

An obvious alternative to variable-width forecasts is a
restriction that fixes the width of the interval but allows
the forecaster to vary the probability associated with the
interval. For instance, the forecaster might be asked to
report a credible interval that is exactly 50 wide. In some
cases the probability of such an interval might be 0.50,
whereas in other cases it might be 0.90. A forecast of this
nature will be called a fixed-width credible interval. In
the experiment described in this paper, both variable~width
credible intervals and fixed-width credible intervals were
considered. In the Peterson, Snapper, and Murphy [7] experi-
ment, only variable-width credible intervals were investigat-

ed.

3. Design of the Experiment

The subjects in the experiment were four experienced
weather forecasters from the NWS's Weather Service Forecast
Office (WSFO) at Stapleton International Airport, Denver,

Colorado. The forecasters, all of whom possessed Bachelor's
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degrees in meteorology, ranged in age from 47 to 57 vyears.
They averaged 26 years of weather forecasting experience
(range: 18 to 31), 17.5 years of experience at the Denver
WSFO (range: 12 to 27), and 5.75 years of probability fore-
casting experience (range: 4 to 8).

Each time they were on public weather forecasting duty
during the period of the experiment, the forecasters made
credible interval forecasts of high and low temperatures for
Denver. On the day shift, the forecasts were for "tonight's
low" and "tomorrow's high," whereas on the midnight shift the
forecasts were for "today's high" and "tonight's low." Be-
cause the forecasters’ schedules rotated them to other duties
(e.g., aviation forecasting) on a regular basis and because
of vacations and other leaves, approximately five months were
required to obtain at least 30 sets of forecasts from each
participant. The forecasts analyzed in this paper were col-
lected over a period from August 1972 to March 1973, and the
four participants formulated 32, 34, 30, and 31 sets of fore-
casts, respectively.

Two of the forecasters worked within the framework of
variable-width, fixed-probability forecasts, using 50% and
75% central credible intervals. To obtain these intervals,
each forecaster was asked to make a total of five "indifference
judgments" at equal odds. The first indifference judgment
determines the median of the forecaster's probability distri-
bution (i,e., the temperature that the forecaster feels is

equally likely to be exceeded or not exceeded by the actual
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high or low temperature), The second indifference judgement
determines the 25th percentile of the forecaster's distribu-
tion by asking the forecaster to specify a temperature value
that divides the interval below the median into two equally
likely subintervals, just as the median divided the entire
range of temperatures into two equally likely intervals. The
third indifference judgment determines the 12-1/2th percentile
of the forecaster's distribution by asking the forecaster to
specify a value that divides the interval below the 25th per-
centile into two equally likely subintervals. The fourth

and fifth indifference judgments are analogous to the second
and third indifference judgments, except that they are con-
cerned with the interval above the median and with specifying
the 75th and 87-1/2th percentiles rather than the 25th and
12-1/2th percentiles. For a more detailed explanation of the
indifference judgments involved in formulating the variable-
width interval forecasts, see the Appendix.

Once the five indifference judgments are made, the 50%
central credible interval is the interval from the 25th per-
centile to the 75th percentile, and the 75% central credible
interval is the interval from the 12-1/2th percentile to the
87-1/2th percentile. Thus, the 50% and 75% central credible
intervals are convenient to determine in the sense that they
require only five simple, equal-odds indifference judgments,
whereas, for example, a 95% credible interval would require
man? additional equal-odds indifference judgments or one or

more indifference judgments involving unequal odds. As noted
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by Peterson, Snapper, and Murphy [7], unequal-odds judgments
are more difficult to make than equal-odds judgments, partic-
ularly for forecasters who are inexperienced in making cred-
ible interval forecasts. Alternatively, of course, the
forecaster could simply be asked directly to give a 50% cen~
tral credible interval or any other credible interval. The
indirect procedure used here provides the forecaster with a
systematic procedure for determining credible intervals. 1If
this procedure is followed, then the forecaster can examine
the resulting intervals and determine whether they seem
reasonable. 1In the experiment, the forecasters were asked
to check their responses as follows:

Looking at your responses, do you feel

that it is equally likely that the max-

imum temperature will be in the inter~

val from your 25th to 75th percentiles

or outside this interval? Also, do you

feel that it is three times as likely

that the maximum temperature will be in

the interval from your 12-1/2th to

87-1/2th percentiles as that it will be

outside this interval? If not, you

should reconsider your responses and

make any changes that seem necessary.

As noted above, only two of the four forecasters made
variable-width interval forecasts. The other two forecasters
worked within the framework of fixed-width, variable-probabil-
ity forecasts, using intervals of width 5° and 9°, First,
the median of the forecaster's distribution was determined,
just as in the case of the variable-width forecasts. Then,

the forecaster was asked to determine probabilities for in-

tervals of width 5° and 9° centered at the median. All inter-
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vals were assumed to include their end points, and all temper-
atures were recorded to the nearest degree (e.g. the inter-
val from 63° to 67° is of width 5°, since it includes all
temperatures from 62.5° to 67.5%°). Thus, if the median is
70°, for example, the two intervals of concern in the fixed-
width situation would be the interval from 68° to 72° and

the interval from 66° to 74°.

Although the fixed-width intervals are symmetric about
the median in terms of width, they will not always be sym-
metric about the median in terms of probability. For example,
when the forecaster's probability distribution is asymmetric,
fixed-width intervals will not, in general, be symmetric about
the median in terms of probability. In such cases, the in-
tervals will not be central credible intervals, and the degree
to which these intervals deviate from central credible inter-
vals will be a function of the degree of asymmetry of the
forecaster's distribution. Of course, the forecaster could
be asked directly for a central credible interval of width
5° or 9° instead of using the more indirect approach that
involves centering all of the intervals at the median of the
forecaster's distribution. Once the median is determined,
however, a fixed-width credible interval centered at the
median only requires the forecaster to report a probability
for that interval. TIf the interval is not centered at the
median, then the forecaster must report both a probability

and at least one end point of the interval.
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Prior to the start of the experiment, the authors met
with the forecasters from the Denver WSFO (including some
forecasters who did not take part in the experiment) and
discussed the concept of credible interval temperature fore-
casts. Following this meeting, lengthy sets of instructions
vere given to the participants, who were encouraged to read
the instructions, to make several "practice" forecasts, and
to discuss any difficulties with the experimenters. The
instruction sets included discussions of how credible inter-
vals describe a forecaster's uncertainty when making temper-
ature forecasts; careful definitions of the terminology to
ne used in the experiment; hypothetical dialogues between an
"experimenter” and a "forecaster" to illustrate the procedures
and 'o answer anticipated questions; and brief summaries of
the procedures to insure understanding on the part of the
forecasters. Since the instruction sets were gquite important
in this experiment and since a brief description fails to
capture the essence of such instruction sets, the instructions
for the variable-width approach are presented in the Appendix
of this paper. No difficulties arose after the instruction
sets were distributed, and we believe that the participants

understood the experimental procedures.

4. Results of the Experiment

a) Medians

Whether they were concerned with variable~width or fixed-

width intervals, the first task on each forecasting occasion
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for all of the participants in the experiment was to determine
a median. A comparison of these median temperatures (MTs)
with the corresponding observed temperatures (OTs) is present-
ed in Table 1. For the entire sample (n=254), MT equalled
OT 12.6% of the time, MT was greater than OT 39.4% of the
time, and MT was less than OT 48.0% of the time. Thus, a
slight tendency existed for the MTs to underestimate the OTs.
A careful examination of Table 1 reveals that this result is
due largely to Forecaster 4, who underestimated more than
twice as often (59.7% to 25.8%) as he overestimated. The
other three forecasters exhibited little systematic bias of
this nature, for their frequency of underestimation approxi-
mately equalled their frequency of overestimation. Forecaster
4's tendency to underestimate also explains the differences
(in terms of underestimation versus overestimation) between
variable-width forecasts (Forecasters 1 and 2) and fixed-
width forecasts (Forecasters 3 and 4). Since all of the
participants formulated forecasts of both maximum and minimum
temperature, however, a tendency to underestimate minimum
temperatures (56.7% underestimates, 31.5% overestimates) and
a lesser tendency to overestimate maximum temperatures (47.2%
overestimates, 39,4% underestimates) cannot be explained in
terms of any individual forecaster.

The discussion in the preceding paragraph is further
supported by the average difference between MT and OT (see
Table 1). Forecasters 1, 2, and 3 had average differences

ranging from -0.3° to O.OO, whereas for Forecaster 4 the
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average difference was ~-1,5°. Once again, Forecaster 4's
forecasts explain both the overall tendency for MT to under-
estimate OT and the difference between variable-width and
fixed-width forecasts. Also, the above comments comparing
forecasts of maximum and minimum temperatures are supported
by the average differences between the median and observed
temperatures.

Of course, even if the average difference is close to
zero, the actual differences may tend to be quite large in
both directions. However, most of the points in Figure 1,

a scatter diagram MT versus OT, are close to the diagonal

45° line for which MT equals OT. Furthermore, the average
absolute difference between MT and OT was 3.8° (standard
error = 0.2°) and the averaged squared difference was 24.0(°)%
tstandard error = 2.1(0)2]. These results are remarkably
consistent across forecasters and different types of fore-
casts (see Table 1), although some differences do exist

[e.g. as expected, the average values of |MT-OT| and (MT--OT)2
were slightly smaller for the 12-hour forecasts than for the
24-hour forecasts]. Scatter diagrams (not presented here)
suggest that the average absolute error was not a function
of the observed temperature. In general, then, the medians
seem to be good point forecasts.

For comparative purposes, the official temperature fore-
cast (FT) issued to the public was recorded on each occasion.
The average difference between FT and OT was —0.20, and the

corresponding average absolute difference was 3.9° (see Table 1).
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Thus, the medians determined by the forecasters for the pur-
poses of the experiment were, on the average, comparable to
the official forecasts as point forecasts of maximum and
minimum temperatures. Of course, we would not expect the
medians and official forecasts to differ a great deal, since
both were determined by the same forecaster on almost all
occasions.

The climatological median temperature (CT) provides a
convenient standard with which to compare MT as a point fore-
cast.l The climatological data for the Denver WSFO for the
five years preceding the experiment were used to define CT.
Thus, for example, for the 150 September days in the five-
year period from 1967 to 1971, the median maximum temperature
was 79°, and this value was used as CT for all of the September
forecasts of maximum temperature., The results for CT are
presented in Table 2, and they appear to be similar in many
respects to the MT results, For example, on those occasions
on which Forecaster 4 was on public weather forecasting duty,
CT tended to underestimate OT in a manner similar to that
exhibited by MT. In addition, a tendency to underestimate
minimum temperatures and a lesser tendency to overestimate
maximum temperatures were exhibited by the CT "forecasts."

The similarities between the results for CT and the
results for MT suggest that tendencies such as a tendency
to underestimate or overestimate may be due in part to un~
usual temperatures during the experimental period. For in-

stance, the results for the climatological forecasts indicate
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that minimum temperatures were unusually high, on the average,
during the period of the experiment, and the forecasters did
not "correct" for this situation in formulating their MTs.

On the other hand, the MTs were clearly much better point
forecasts than the CTs. The average absolute difference
between CT and OT was 8.90, as compared with an average
|MT—OT| of 3.80, and the average squared difference between
CT and OT was 143.8(0)2, as compared with an average (MT--OT)2
of 24.0(0)2. In formulating point forecasts, therefore, the
forecasters were able to improve greatly upon climatology.

b) Variable-Width Credible Intervals

The results presented in Table 3 indicate that the
variable-width forecasts were very reliable, in the sense
that the observed relative frequencies below, in, and above
the variable-width intervals were extremely close to the
probabilities of the intervals. For the 50% intervals, the
relative frequencies were 0.258, 0.455, and 0.288, respec-
tively, as compared with probabilities of 0.25, 0.50, and 0.25.
For the 75% intervals, the relative frequencies were 0.106,
0.735, and 0.159, and the probabilities were 0.125, 0.750,
and 0.125. Thus, despite the reasonably large sample size
(n=132) , goodness-of-fit tests yield very small chi-square
values for both the 50% and the 75% intervals. Moreover,
the observed relative frequencies below, in, and above the
intervals do not appear to be functions of the width of the

credible intervals (see Table 4).
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As in the case of the point forecasts, climatology can
be used as a standard with which to compare the forecasters'
variable~width interval forecasts. To generate 50% and 75%
central credible intervals from the climatological data, the
appropriate percentiles were determined for each month from
the maximum and minimum temperatures during that month for
the five-year period preceding the experiment. Table 3 in-
cludes the results for the climatological forecasts, and
these intervals do not appear to be as reliable as the in-
tervals determined by the forecasters. Furthermore, the
average widths of the intervals were much greater for cli-
matology (14.83° and 24.15° for the 50% and 75% intervals,
respectively) than for the forecasters (6.23° and 11.67°).
Thus, the forecasters were able to use the information
available to them to formulate interval forecasts that were
very reliable and were much more precise than the interval
forecasts derived from climatology.

Table 3 also indicates that for forecasts of minimum
temperature, OT was above the interval more often than would
be expected (37.9% of the time for the 50% intervals and
22.7% of the time for the 75% intervals). Of course, this
result is consistent with the tendency for the forecasters'
MTs to be underestimates of the OTs for minimum temperature
forecasts. Similarly, for forecasts of maximum temperature,
OT was below the interval slightly more often than expected
(28.8% of the time for the 50% intervals and 15.2% of the

time for the 75% intervals). Furthermore, the results in
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Table 3 indicate that these tendencies were shared by the
climatological intervals. As in the case of the point fore-
casts, tendencies such as a tendency to underestimate or
overestimate in assessing credible intervals may be due in
part to the nature of the weather during the experimental
period.

Another result of interest is the occurrence of more
temperatures outside of the intervals for the 24-hour fore-~
casts than would be expected from the probabilities. Only
39.4% of the observations fell within the 50% intervals and
only 66.7% of the observations fell within the 75% intervals
(see Table 3). 1In the terminology of previous subjective
probability forecasting experiments conducted in different
contexts (e.g. Alpert and Raiffa, [l],Stael von Holstein, [9]),
too many "surprises" occurred with respect to the 24-hour
credible interval forecasts. This result suggests that the
intervals were too narrow and that the forecasters failed to
allow for the additional uncertainty in 24-hour forecasts as
compared with 12-hour forecasts. Note, in Table 3, that the
average widths of the 50% forecasts were only slightly great-
er for the 24-hour forecasts (6.36°, as compared with 6.11°
for the 1l2-hour forecasts), and the same is true for the 75%
forecasts (11.890, as compared with 11.440).2

Finally, some small differences between the forecasters
can be observed (see Table 3). Only 37.5% of the observations
fell within Forecaster 1l's 50% intervals, while 52.9% of the

observations fell within Forecasters 2's 50% intervals. Note
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also that the average width of the 50% intervals was almost
one degree less for Forecaster 1 than for Forecaster 2 (5.750,
as compared with 6.690). For the 75% intervals, the two
forecasters were much closer to each other and Forecaster 1
was much closer to the expected percentage of observations
in the interval (even slightly above this expected percen-
tage) than was the case with the 50% intervals.

The average absolute difference, or error, |MT-OT|, was
expected to be an increasing function of the width of the
50% intervals and the width of the 75% intervals (see
Peterson, Snapper, and Murply, [7, p.969]). While the
results presented in Table 4 do not indicate a strong rela-
tionship, a weak positive relationship seems to hold for the
range of widths for which a reasonable number of cases exists
(e.g., widths of 5° and 7° for the 50% intervals and of 11°
and 13° for the 75% intervals). 1In addition, the relation-
ship between the 50% intervals and the corresponding 75%
intervals is of some interest. We would expect the width of
the 75% intervals to be an increasing function of the width
of the 50% intervals, and the results in Table 5 indicate
that, on the average, such a relationship does indeed exist.

Although the variable-~width credible intervals were con-
strained to be symmetric about the median in terms of prob-
ability, they need not be symmetric about the median in terms
of width. That is, the difference between the 75th (87%th}
percentile and the median need not equal the difference be-

tween the median and the 25th (12%) percentile. For the 50%
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Table 5. Width of 75% intervals as a function of width
of 50% intervals for variable-width forecasts.

Width of Average Width of 75% Intervals
50% Intervals Number of (Standard Deviation of Width)
(°F) Forecasts (OF)
3 7.00 (1.41)
4 8.00 (0.71)
5 22 10.14 (1.32)
6 44 11.34 (1.06)
7 42 12,76 (1.19)
8 6 13.67 (1.51)
9 6 15.67 (1.63)
10 0 -—-
11 1 21.00 (=-=---)

Total/Average 132 11.67 (2.23)
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credible intervals, the difference between the 75th percen-
tile and the median was less than (equal to) (greater than)
the difference between the median and the 25th percentile of
36 (67) (29) occasions. For the 75% intervals, the difference
between the 87%th percentile and the median was less than
(equal to) (greater than) the difference between the median
and the 12%th percentile on 43 (41) (48) occasions. In both
cases, equality implies an interval symmetric in width about
the median. Thus, only 51% of the 50% intervals and 32% of
the 75% intervals were symmetric in this sense, and the asym-
metries appeared to be approximately equally likely to be in
either direction. Furthermore, when each interval was divided
at the median (such a division yields two equally likely sub-
intervals), the average absolute difference in width between
the two subintervals was 0.57° for the 50% intervals and
1.23° for the 75% intervals (see Table 6). This absolute
difference would be 0° for an interval that is symmetric in
terms of width. The preponderance of asymmetries among the
central credible intervals suggests that fixed-width credible
intervals that are constrained to be symmetric in width are
not likely to be central credible intervals. Moreover, Table
6 indicates that the climatological forecasts were also asym-
metric, which suggests that an underlying meteorological
basis for asymmetric intervals may exist on many occasions

in Denver.
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Table 6. A comparison of the difference between the upper limit of the
interval and the median (D.,) and the difference between the
median and the lower limit of the interval (D_) for variable—
width forecasts (the figures in parentheses are for climatology).

Iy~ 3, |
-]
Set of Number of "

Forecasts Forecasts 50% Intervals 757 Intervals

All 132 0.57 (2.09) 1.23 (3.77)

Maximum 66 0.50 (3.01) 1.32 (5.92)

Minimum 66 0.64 (1.16) 1.13 (1.62)

12-Hour 66 0.53 (2.30) 1.26 (4.00)

24-Hour 66 0.60 (1.88) 1.20 (3.54)

Forecaster 1 64 0.71 (2,24) 1.66 (3,98)

Forecaster 2 68 0.39 (1.94) 0.76 (3.56)
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c) Fixed-Width Credible Intervals

The results presented in Table 7 indicate that the
average probabilities assigned by the forecasters to the 5°
and 9° fixed-width credible intervals differed considerably
from the relative frequencies with which OT fell in these
‘intervals. The average probabilities were 0.60 and 0.80 for
the 5° and 9° intervals, respectively, and the corresponding
relative frequencies were 0,46 and 0.66. In both cases, the
average probability was 0.14 higher than the relative fre-
quency. These results suggest that the probabilities assign-
ed by the forecasters to the fixed-width intervals were, on
the average, larger than the observations indicate that they
should have been. This situation also existed for the clim-
atological fixed~-width intervals, but to a lesser degree;
climatology yielded forecasts that were more reliable than
those of the forecasters in the fixed-width situation. 1In
contrast, the results presented in 4.b reveal that the
correspondence between the probabilities and the relative
frequencies was quite close for the variable-width credible
intervals and that the intervals determined by the fore-
casters were more reliable than those generated by climatology.
Thus, the variable-width forecasts were much more reliable
than the fixed-width forecasts.

Note that the average width of the 50% variable-width
intervals was 6.230, whereas the 5° fixed-width intervals
were assigned an average probability of 0.60; the 75%

variable-width intervals averaged 11.67° in width, whereas
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the 9° fixed-width intervals averaged 0.80 in probability.
On the average, then, the fixed-width intervals have higher
probabilities for narrower intervals when compared with the
variable-width intervals. Narrow intervals are desirable
provided that they are reliable, but the fixed-width inter-
vals were not very reliable because they were too narrow on
the average.

The discrepancies between the probabilities and relative
frequencies were much larger for forecasts of maximum tempe-
rature (average probabilities 0.61 and 0.82; relative fre-
quencies 0.39 and 0.59) than for forecasts of minimum tem-
perature (average probabilities 0.59 and 0.79; relative fre-
quencies 0.52 and 0.72). On the other hand, the 12-hour
and 24-hour forecasts were very close in this respect, and
noticeable differences between Forecasters 3 and 4 occurred
only for the 9° intervals.

In order to evaluate the fixed-width interval forecasts,
the Brier score (B) (Brier, [4]) was computed for each fore-
cast, and the average scores are presented in Table 7. The

score on each occasion is given by

2(1 -r)2 if OT in interval,
2r2 if OT not in interval,

where r is the probability assigned to the interval. Since
a lower score is "better," the forecasts of minimum tempera-
ture were better in terms of average scores than the fore-

casts of maximum temperature. This result is consistent with
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the discrepancy between average probabilities and relative
frequencies for forecasts of maximum temperature. With re-
gard to length of forecast, the 12-hour and 24-hour forecasts
had identical average scores for the 90 intervals, but the
12-hour forecasts were somewhat better than the 24~hour fore-
casts for the 5° intervals. The difference between the fore~
casters was large and somewhat surprising in the sense that
Forecaster 3 verformed much better than Forecaster 4 for the
9° intervals, but the reverse was true for the 5° intervals.,
Further, note that, according to the average Brier scores,
the fixed-width forecasts were slightly better than the clim-
atological forecasts for 9° intervals (0.47 versus 0.49),
while the climatological forecasts were considerably better
than the fixed-width forecasts for the 5° intervals (0.30
versus 0.46). This latter, apparently negative result can be
explained in terms of the characteristics of the Brier score.
In this regard, the expected Brier score is equal to
2r(1 - r)2 + 2(1 - r)r2, and the expected scores correspond-
ing to the average probabilities assigned to the 5° intervals
by the forecasters and climatology are 0.48 (for r = 0.60)
and 0.35 (for r = 0,23}, respectively. Thus, the climatolog-
ical intervals would be expected to receive a considerably
better average score than the forecasters' intervals because
the proabilities assigned to the 5° intervals were, on the
average, further from 0.50 for climatology than for the fore-
casters.3 Moreover, on the occasions of concern in this ex-

periment, a large number of observed temperatures fell just
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outside of the climatological intervals. Only slight changes

in some of these observed temperatures would have increased

the average score for climatology considerably. The differ-

ence between the average scores for the forecasters' 5° inter-

vals and the climatological 5° intervals, then, does not necessar-

ily reflect unfavorably upon the fixed-width interval forecasts.
In Table 8 the relative frequency of observations in the

intervals is given as a function of the proability assigned

to the intervals., A weak positive relationship appears to

exist, but if these values were graphed, many of the points

would lie far from the "ideal" diagonal 45° line for which

the observed relative frequency for each probability exactly

equals that probability. In addition, the average absolute

difference between MT and OT is given in Table 8 as a func-

tion of the probability assigned to the interval. The

average error was expected to be a decreasing function of

the probability, and, although the number of forecasts was

limited for some probabilities, the results in Table 8 indi-

cate that the average error did tend to decrease as the

probability, increased.

5. Summary and Discussion

In this paper we have described the results of an exper-
iment involving credible interval temperature forecasts. The
results indicate that, overall, the medians determined by
the forecasters were good point forecasts of maximum and

minimum temperature. Moreover, the forecasters were able to
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improve greatly upon climatology, as evidenced by the much
smaller average error for the forecasters' medians than for
the medians derived from climatology. Although one fore-
caster did exhibit a tendency to underestimate the observed
temperatures, forecasts based upon climatology exhibited a
similar tendency on those occasions, indicating that the
underestimation may be explained in part by the temperatures
on the particular occasions of concern. With regard to the
maximum and minimum temperature forecasts, the forecasters
underestimated minimum temperatures and slightly overestimat-
ed maximum temperatures on the average.

The variable-width credible intervals were very reliable
in the sense that the observed relative frequencies corre-
sponded very closely to the forecast probabilities. Although
some specific instances existed where the correspondence was
not as good (e.g. too many observations fell outside the
intervals for 24-hour forecasts, indicating that the inter-
vals should have been wider), overall the forecasters who
formulated variable-width interval forecasts performed
admirably. Furthermore, the variable~width interval fore-
casts were much more precise than the corresponding fore-
casts derived from climatology. The fixed-width intervals,
on the other hand, were assigned probabilities that were,
on the average, considerably higher than the corresponding
relative frequencies, This lack of reliability of the fixed-
width intervals was observed for all of the specific "strati-

fications" that were studied, with the discrepancy being the
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greatest for forecasts of maximum temperature.

We realize that care must be taken when generalizing
results based upon only four forecasters. However, despite
the small sample, we believe that these experimental results
have important implications for temperature forecasting.
First, the use of probabilities, via credible intervals, in
temperature forecasting allows the forecaster to express his
degree of uncertainty concerning the maximum or minimum temp~-
erature. Point forecasts do not describe uncertainty, and
interval forecasts without probabilities only describe un-
certainty in a vagque, informal manner. Second, to the extent
that these experimental results indicate that' credible inter-
val temperature forecasting is feasible and that the proce-
dures investigated here (particularly the variable~width pro-
cedure) yield reasonable results, these procedures could be
very useful in temperature forecasting in practice. In this
regard, further experimentation would be quite valuable in
order to provide a larger sample of forecasts from which to
make inferences and to investigate the use of these proce-
dures in different meteorological and climatological regimes.
In addition, the study of some considerations of interest
(e.g. learning effects) requires a more extensive experiment.
If possible, experiments in a fully operational setting in-
volving both the formulation and the dissemination of credible
interval temperature forecasts would be most desirable.

Although the experiment and the discussion have been

oriented toward temperature forecasting, the procedures con~
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sidered in this paper are quite general and can be used to
determine credible interval forecasts of other continuous
variables. As a result, the implications of the experiment
extend far beyond temperature forecasting to forecasting of
other meteorological variables and variables of interest in
other fields (e.g. economic indicators). 1In this regard,

the experiment reported upon in this paper was conducted in
an operational setting and the participants were experienced
weather forecasters. Thus, this experiment was much more
realistic than most experiments that have been conducted in
the area of subjective proability forecasting (e.g. see
Winkler and Murphy, [12]L and with some instfuction and
"practice," the participants apparently had little difficulty
understanding the task. We also see implications for further
experimentation in the area of subjective probability fore-
casting, since we believe that more experiments should be
conducted in realistic (preferably operational) settings

with true experts serving as subjects.



APPENDIX

Instructions for Variable-Width Interval Forecasting of

Maximum and Minimum Temperature

In forecasting the maximum (max) and minimum (min)
temperature, you undoubtedly are somewhat uncertain about
what the actual max and min will be. It is possible to give
a point forecast (i.e., a single value) that represents your
"best estimate" about the max or min, but point forecast
alone does not completely represent your uncertainty. A
convenient way to convey this uncertainty is -through the use
of interval forecasts (i.e., intervals of values, as opposed
to the single values used as point forecasts). Specifying
an interval and the probability that the max (or min) tem-
perature will be within the interval conveys a considerable
amount of information about your uncertainty. On some days,
you may feel that the odds are even that the max will be in
a particular five degree interval; on other days, you may be
much more uncertain, so you feel that the odds are even that
the max will be in a particular ten degree interval. In
this experiment you will be asked to determine an interval
such that the probability is 50% that the max (or min) tem-
perature will be in the interval, and you will be asked to
determine an interval such that the probability is 75% that
the max (or min) temperature will be in the interval. An

interval is assumed to include its end points; for example,

-39
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the interval 72~760F is a five degree interval (it includes
72, 73, 74, 75, and 76). Note that in determining your in-
terval forecasts, you will be working with intervals that

are of fixed probability (50% and 75%), and you will have to

determine the end points of the intervals; hence, the inter-

vals are of variable width (the width depending on how uncer-

tain you are on a given occasion). Other participants in
the experiment will be working with intervals that are of

fixed width but variable probability —— you need not concern

yourself with this procedure, since all of your forecasts
will involve the fixed probability-variable width approach.
The first step in determining the interval forecasts

is to determine a median, which will be used as a mid-point

for the variable width intervals. A median is a value that

you feel is equally likely to be exceeded or not exceeded.

For example, if you feel that it is equally likely that the

max temperature tomorrow will be above 74 or below 74, then

74 is your median. The following dialogue should illustrate

how you might arrive at a median.

Experimenter: What is your best intuitive estimate of to-
morrow's max temperature?

FQrecaster; About 90 degrees.

Experimenter: My first step will be an attempt to sharpen
up that initial estimate. If we were both to
wager the same amount of money, would you
rather bet that the max temperature will be
above 90 degrees or below?

Forecaster: Above 90 degrees.

Experimenter: Would you rather bet that it will be above 94
degrees or below?
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Forecaster: Below.

Experimenter; Above or below 21 degrees?

Forecaster: Hmmm. ..probably above.

Experimenter: Above or below 92 degrees?

Forecaster: It doesn't make much difference there.

Experimenter: Above or below 93 degrees?

Forecaster: Below.

Experimenter: Fine. Then we will select 92 degrees as your
indifference judgment. You think that it is
just as likely that tomorrow's max temperature
will be above 92 degrees as that it will be
below 92 degrees. Is that right?

Forecaster: That seems right.

Experimenter: In a sense, 92 degrees, which-'is a median, is
is your best estimate of tomorrow's max temper-
ature; it can be viewed as a point forecast.

The next step is to determine your 25th percentile (the
median is sometimes called the 50th percentile). The 25th
percentile is the value that divides the interval below the
median into two equally likely subintervals. Note that the
median divided the entire set of possible values into two
equally likely intervals, so the procedure for determining
the 25th percentile is very similar to the procedure for
determining the median. For example, suppose that your medi-
an for the max temperature tomorrow is 74. Then if you feel
that it is equally likely that the max temperature tomorrow
will be below 71 or between 71 and 74, then 71 is your 25th

percentile. The following continuation of the dialogue pre-

sented above illustrates the determination of a 25th percentile.



Experimenter:

Forecaster:

Experimenter:

Forecaster:

Experimenter:

Forecaster:

Experimenter:
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In a sense, 92 degrees, which is a "median,"
is your best estimate of tomorrow's max tem-
perature. The next series of questions that
I'1l ask is designed to explore just how cer-
tain you are that tomorrow's max temperature
will be near 92 degrees. First, assume that
all bets are off in case the max temperature
is greater than 92 degrees. Do you think that
it is more likely that tomorrow's max temper-
ature will fall below 80 degrees or between
B0 and 92 degrees? I am after two equally
likely intervals below 92 degrees.

It is more likely to be between 80 and 92
degrees.

Below 85 degrees, or between 85 and 92 degrees?

That's pretty difficult. Probably below 85
degrees.

Below 84 degrees or between 84 and 92 degrees?

That's about it. I can't choose between the
two intervals.

Fine-- then we will accept 84 degrees as your
25th percentile.

Next, it is necessary to go through this type of proce-

dure once more on the "low" side (the side below the median),

in order to determine your 12-th percentile. As you can

probably guess by now, the 12%th percentile divides the in-

terval below the 25th percentile into two equally likely sub-

intervals.

The dialogue continues:

Experimenter:

Now that you've decided that 84 is your 25th
percentile, let's assume that all bets are
off if tomorrow's max temperature is above
84 degrees. Do you think that it is more
likely that tomorrow's max temperature will
fall below 70 degrees or between 70 and 84
degrees?



Forecaster:
Experimenter:
Forecaster:
Experimenter:

Forecaster:

Experimenter;

Forecaster:

Experimenter:

Forecaster:

Experimenter:
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Between 70 and 84 degrees.
Below 75 degrees or between 75 and 84 degrees?
Between 75 and 84 degrees.
Below 80 degrees or between 80 and 84 degrees?

That's pretty close, but I'd say below 80 de-
grees.

Below 78 degrees or between 78 and 84 degrees?

Between 78 and 84 degrees, but it's pretty
close again.

Below 79 degrees or between 79 and 84 degrees?

I guess those intervals are about equally
likely.

Then we will select 79 degrees as your 12%th
percentile.

The next step is to determine your 75th percentile, the

value that divides the interval above the median into two

equally likely subintervals. As you might suspect, the pro-

cedure for determining the 75th percentile is like the pro-

cedure for determining the 25th percentile. Let's go back

to the dialogue.

Experimenter:

Forecaster:
Experimenter:
Forecaster:
Experimenter:

Forecaster:

Now let's move on to the upper range, the
range above the median. Assuming that all
bets are off if tomorrow's max temperature is
below 92 degrees, do you think that it is more
likely to be between 92 and 100 or above 100?
Definitely between 92 and 100.

Between 92 and 95 or above 95?2

Still between 92 and 95.

Between 92 and 94 or above 94?

Now I am indifferent.
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Experimenter; In that case we will take 94 as your 75th
percentile.

Finally, it is necessary to determine your 87%th per-

centile, the value that divides the interval above the 75th

percentile into two equally likely subintervals. The proce-

dure is similar to that for determining the 12%th percentile,

so the dialogue might be as follows:

Experimenter: If I can "push" you to determine one more in-
difference point, let's assume that all bets
are off if the max temperature tomorrow is
less than 94, which we just determined to be
your 75th percentile. Do you think that the
max temperature is more likely to be between
94 and 96 or above 967

Forecaster: Between 94 and 96.

Experimenter: Between 94 and 95 or above 95?2

Forecaster: That's pretty difficult, but I guess I'm
about indifferent.

Experimenter: These are difficult judgments to make. Since
you're about indifferent, we'll take 95 as
your 87%th percentile.

The median, the 25th percentile, the 12%th percentile,
the 75th percentile, and the 87%th percentile have been
determined, in that order. These values can be used to
determine interval forecasts. The probability is 50% that
the max temperature will be between the 25th percentile and
the 75th percentile, and the probability is 75% that the max
temperature will be between the 12%th percentile and the 87%th
percentile. Thus, we have one interval forecast with prob-

ability 50% and one with probability 75%. It is useful to
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reconsider the values that have been determined to make sure
that they coincide with your best judgments. To illustrate

this, we return to the dialogue one more time.

Experimenter: Now let's carefully consider the values that
you have estimated. First, consider the in-
tervals A, B, C, and D, where A is below 84
degrees, B is between 84 and 92, C is between
92 and 94, and D is above 94. Assume that
there is a four-way bet this time and you can
pick only one of the intervals. Which one
would you prefer?

Forecaster: Hmmm...Clearly not B or C, I guess I like A
the best, but D looks pretty good, too.

Experimenter: People occasionally squeeze the outside bound-
aries in too closely when making judgments
like this for the first time.

Forecaster: I must have done that because now I clearly
like the outside two intervals better than
the middle ones.

Experimenter: Then move the outer boundaries out one degree
each so that the boundaries are at 83 degrees,
92 degrees, and 95 degrees. Now which inter-
val would you prefer to bet on?

Forecaster: These estimates are better now. Any one of
the intervals looks just as good as any other
one to me. Also, I think that the max temper-
ature is just as likely to fall inside the
interval between 83 and 95 degrees as it is
to fall outside that interval.

Experimenter: Good. Now let's consider the intervals P, Q,
R, and S, where P is below 79 degrees, Q is
between 79 and 83, R is between 95 and 96,
and S is above 96. I have taken the liberty
of shifting your 87%th percentile up to 96,
since the 75th percentile is now 95. 1In a
four-way bet amonj these four intervals, which
one would you prefer?

Forecaster: The outside intervals look better again, so
perhaps I need to move the 12%th and 87%th
percentiles. Let's see-- suppose they were
78 and 97. The 97 seems okay, but the 78 might
still be a little high. I guess 77 and 97 would
make me indifferent.
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Experimenter: Fine. Then your interval estimate with prob-
ability 50% is from 83 to 95, and your inter-
val estimate with probability 75% is from 77
to 97. It is interesting that the boundaries
are spread out asymmetrically around 92 degrees.
The lower bound of 83 degrees has been pushed
much farther away than the upper boundary of
95 degrees.

Forecaster: I was thinking about that when making my esti-
mates. A weak cold front is moving in from
the northwest. It may reach here early to-
morrow morning, but it may take until tomorrow
night. If it gets here before morning, then
it won't get very warm tomorrow. But, it the
front is delayed, then the max temperature
should be around 92 degrees.

Experimenter: Then that explains why the upper boundary is
so much closer to 92 degrees. There is little
chance for any change in conditions to produce
much of an increase above your median of 92.

Forecaster: That's right. Looked at that way, these inter-
vals display a lot of what I know about tomor-
row's max temperature. They don't indicate
why the max temperature could drop but they
certainly show that it can. I wouldn't ex-
pect to always have such asymmetric intervals
when compared with the median, but it sure
seems reasonable in this particular situation.

For convenience, here is a summary of the procedure.

First, consider the maximum temperature in degrees Fahrenheit

(on the day shift, this refers to tomorrow's maximum; on the

midnight shift, this refers to today's maximum) and complete

the following steps:
1. Determine your median.
2. Determine your 25th percentile.
3. Determine your 12%th percentile.

4. Determine your 75th percentile.

5. Determine your 87%th percentile.

6. Look at the resulting intervals to make
sure that they agree with your judgments,
making any changes you deem necessary.
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Next, consider the minimum temperature in degrees Fahrenheit
(on both the day and midnight shifts, this refers to tonight's

minimum), and repeat the six steps listed above.4
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Footnotes

lCT represents only one of a set of possible "models,"
any of which could be used as a standard of comparison.
Other models involving climatology and/or persistence can,
of course, be formulated.

2Of course, in certain weather situations the credible
intervals for 24-hour forecasts may be smaller than those
for 12-hour forecasts. However, the results of this
experiment indicate that, on the average, the widths of the
24-hour forecasts were, as expected, greater than the widths
of the 12-hour forecasts.

3Ironically, the climatological forecasts are being
"rewarded" by the Brier score for being "less certain" about
the high and low temperatures, since the expected score
decreases as r shifts away from 0.50 in either direction.

4The set of instructions provided to the forecasters
concluded with response sheets to be used for "practice"
forecasts. To conserve space, these response sheets are
not included inthe Appendix.
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