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Preface

This book addresses a question of interest to many cities in both developed and
developing countries in the East and the West:

What benefits can a city realistically expect to receive from solving its
present and future traffic problems by technological innovations, and
especially by implementing large-scale computerized traffic and transpor-
tation control systenis?

This question consists of two major parts:

(1)  What basic concepts and methods for control and automation have been
proposed, developed, and implemented?

) What experience with these concepts and methods has so far been gained
in real applications in different cities and nations?

This monograph is the first publication that tries to present a consistent survey
of both parts, ie., of concepts and methods as well as of international experiences,
considering all modes of urban transportation in a unified manner.

Part One analyzes the role of automation and computer control within the
framework of general urban and transportation development policies, with special
attention to the differences and similarities between the control problems occurring
in the individual transport modes.

Parts Two to Four present detailed analyses of automobile traffic control
(Part Two), control and monitoring of public transport systems (Part Three), and
new modes of urban transportation (automated guideway transit and the dual-mode
concept) (Part Four). Each part consists of three categories of chapters: (1)
methodology (concepts and methods), (2) international experiences, summarized in
specially prepared case descriptions, and (3) a summary of major findings.
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A reader who is mainly interested in methodological aspects may simply skip
the case descriptions (printed in smaller type, in order to limit the size of the book).
On the other hand, if international experiences are of interest, he may read the cor-
responding case descriptions independently of the remaining parts of the book.

This structure and the chosen style of writing fit with the interdisciplinary
character of the subject and will be of interest for a broad audience, including

® policy makers, managers, planners, and technical advisers dealing with
urban and transportation planning problems (cf. Part One and chap-
ters on basic concepts, international experiences, and findings and
summary ), as well as

L scientists, engineers, and students of disciplines like transportation
planning and engineering, control theory, and engineering and com-
puter science (with special reference to the methodological oriented
chapters where the remaining part of the book could serve as useful
background information on the practical relevance of methodology)
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Introduction

MOTIVATION

Many cities face serious urban passenger transport problems caused by increasing
use of motorcars. The environmental, economic, and social impacts of these prob-
lems are well known:

e The average risk of being killed or injured as a result of an automobile
accident is far larger than that for natural catastrophes, fire, explosions, etc.: world-
wide, about 150,000-200,000 human beings, corresponding to the population of a
medium-sized city, are killed in automobile accidents every year.

o Traffic congestion causes time delays, which represent large economic losses.

® The urban environment is endangered by increasing air and noise pollution
levels.

o limited resources, in terms of energy and land, are used ineffectively.

@ The attractiveness and effectiveness of public transport systems are decreasing.

Urban traffic problems of this type are occurring more or less in all industrialized
nations of both the East and the West as well as in an increasing number of develop-
ing countries. They are exerting a considerable influence on the quality of urban life.

What solutions can be offered? Roughly, the known proposals are of three
kinds: (1) change the rules of the game, that is, change peak demands by staggering
working hours, limit fuel consumption, create pedestrian zones, and so forth; (2)
improve existing transportation systems; and (3) provide new technological options.

This monograph aims to analyze the role of new technologies in the last two
approaches.

In the past, new technologies such as the wheel, the sail, the steam engine, the
electric motor, the internal combustion engine, the jet engine, and others (cf.
Figure 1) have created breakthroughs to entirely new modes of transportation,
resulting in significant changes in the structure of cities and in the way of urban
living. Where formerly cities grew up along waterways, railroads, and streetcar
lines, they now grow up along highways or around airports.

It seems reasonable to ask whether the fundamental new technology of our age—
modern automation and computer technology—could contribute to a new break-
through or, at least, to basic improvements in urban transportation (Figure 1). But
what contribution can one realistically expect from extensive application of advanced
automation and computer technology?

1
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FIGURE 1 New technologies that have or probably will create breakthroughs to
new modes of transportation, resulting in essential changes in urban structure and
the quality of urban living (cf. Cannon 1973).
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This new and fast developing technology seems to offer for the first time the
possibility of changing from extensive to intensive development of transportation
systems. What does this mean? Most of the earlier developments in transportation
systems were achieved by brute force—more and bigger traffic areas using more
concrete, stronger engines, and more vehicles—at higher cost. In principle, it is
becoming impossible in more and more cities to continue in this manner, and the
digital computer and related automation technology provide a promising alternative.
The extensive use of automation in urban transportation systems is supposed to lead
to a new level of transportation service, to an increase in capacity, to a decrease in
operating costs (including a decreased impact on energy reserves and environment),
and to new standards of safety.

It is reasonable to assume (cf. Cannon 1973) that this new systems technology
will give an impulse to improving urban transportation similar to that given by the
magnetic compass to extending sea transport from the local to the global arena, or
by the telegraph and telephone to developing nationwide railway dispatching
systems (cf. Figure 1).

SUBJECT AND PURPOSE

This monograph addresses the following two questions:

1. What benefits may a city expect from implementing computerized control
systems for existing modes of urban transportation?

2. During the next ten years or so, will it be possible to create entirely new and
highly automated urban transportation systems characterized by their potential for
a demand-oriented, safe, pollution-free, and resource-conserving operation (cf.
Figure 1)?

In dealing with such questions one is faced with truly interdisciplinary problems
ranging from rather general to very specific topics:

® general urban transport development strategies
® planning and operating principles used in the individual transport system
® concepts and methods of control, monitoring, and automation

Therefore, it is believed that a comprehensive analysis of these two questions is
of interest for scientists, engineers, and practitioners coming from various disciplines:

urban and transportation planning
traffic engineering

control engineering

computer science
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This audience will be dealing with corresponding problems in urban or national
government offices, planning and operation offices of transport companies (high-
way departments, railways, and other public transit authorities), traffic and urban
research institutes, different branches of industry (e.g., in computer and auto-
mation departments), and universities.

With this prospective audience in mind, the following framework was chosen for
dealing with the above-mentioned questions.

Part I of the monograph presents a review of basic problems and concepts by

® summarizing the various impacts of urban traffic problems (Chapter 1)

® discussing the resulting general urban and transport development concepts
(Chapter 2)

® analyzing the specific contributions of advanced computer and automation
technology (Chapter 3)

Parts II-IV present an analysis of computerized transport and traffic control
systems used for

e freeway and area traffic control and guidance (Part II)
® controlling and monitoring public transport systems (Part III)
e automation and control of completely new modes of urban transport (Part IV)

Parts II-IV are each structured in the same way:

1. A survey is presented first of the basic system concepts dealing with funda-
mental features of the different automation and control principles proposed and
used for the individual transport modes.

2. The methodology developed for control and automation is then discussed. In
order to limit the size of the book, only the most important methods are presented.

3. The general considerations are supplemented by presenting a survey of the
international experience gained so far in real applications. For this purpose, case
descriptions on advanced or interesting projects have been prepared by 30 scientists
from eight countries: USA, USSR, Japan, FRG, France, UK, Eire, and Kenya.

The case descriptions were selected by considering geographical aspects (covering
experience gained in North America, western Europe, eastern Europe, Japan, and a
developing country), and the different philosophies used in designing, implementing,
and operating the various systems.

4. Finally, each part concludes with a survey of major findings and a summary.

REFERENCE

Cannon, R. H. 1973, Transportation, automation, and societal structure. Proceedings IEEE, 61
(5): 518-525.



Part One

Transportation,
Automation, and Urban
Development: Review
of the Basic Problems
and Concepts

Part 1 of this monograph analyzes the contribution of advances in computer
control technology to the solution of urban passenger transport problems within
the framework of general strategies for coordinated development of urban trans-
portation systems and the urban area as a whole. Chapters 1 and 2 present a survey
of the various impacts of urban traffic problems and the resulting general transport
and urban development concepts. Chapter 3 analyzes the specific contribution of
computerized control systems with respect to both short- and long-term strategies
and summarizes basic transport control concepts. Finally, the basic technical and
economical feasibility of these short- and long-term strategies is discussed by review-
ing the various impacts of the revolutionary developments in computer technology.






1 Urban Traffic Problems

The serious social, economic, environmental, and other effects of urban traffic
problems are well known. A brief discussion of these problems is, however, useful,
for two reasons: (1) to illustrate the size and character of the problems facing many
cities all over the world, and (2) to provide the necessary background information
for analyzing the potential of advanced computer and automation technology
within general transport- and urban-development concepts. For this purpose, the
following five categories of problems will be discussed: (1) mobility, (2) traffic
safety, (3) environment, (4) resources, and (5) effectiveness and attractiveness of
public transit.

1.1 MOBILITY

Traffic congestion represents the best-known problem caused by the increasing use
of motorcars in cities. It is estimated that the time losses caused every day by con-
gestion in Paris are approximately equal to the daily working time of a city with
100,000 inhabitants. The Road Research Laboratory has found (Holroyd and
Robertson 1973) that in Britain the loss to the community from delays in a city
with about 100 intersections is of the order of £4 million per year. For Tokyo it
has been estimated that the annual overall losses caused by inefficient traffic flow
through the main 268 intersections amount to 57 billion yen, i.e., about $200
million (cf. Toyota 1974b). These values do not take into account the fact that
traffic congestion also results in a remarkable increase in air pollution.

Traffic congestion causes a significant decrease in both traffic throughput and
travel speed. This is illustrated for freeway-type traffic by the so-called fundamental
diagram of traffic flow shown in Figure 1.1, which describes the relations among the
three basic macroscopic traffic-flow variables under stationary flow conditions
(Gazis 1974):

o traffic volume x¢ (in number of cars per hour per lane)
o traffic-flow speed xg (in kilometers per hour)

o traffic density xp (in number of cars per kilometer per lane)

7
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FIGURE 1.1 Fundamental diagram of traffic flow (curve a) and corresponding
tolerances (curves b) for various free-flow speeds x¢ (100-140 km/h) and jam
concentrations Xp max (75-85 cars/km/lane). (cf. Gazis 1974.)

Typical traffic-flow states, depending on the traffic density xp and indicated by
points A-F in Figure 1.1, can be distinguished:

® state A, free traffic flow, with no interaction between the individual vehicles

® state B, operation at slightly reduced flow speeds caused by interactions
between vehicles, and at traffic volumes near the lane-capacity limit

® state C, operation at the lane-capacity limit

® state D, congestion, i.e., significantly reduced flow speeds, reduced traffic
throughput (compared with state C), and increased sensitivity to small distur-
bances like speed changes of a leading car

® state E, serious congestion, i.e., stop-and-go driving regime characterized by
frequent alternations between acceleration and deceleration maneuvers, including
short-time stops
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e state F, complete traffic breakdown, i.c., traffic speed and throughput are
approaching zero, since the density reaches the critical jam concentration xp .«

The impact of congestion on travel time is illustrated by the following example
for vehicles in the stop-and-go driving regime surrounding point E in Figure 1.1.

If a motor-car is accelerated and decelerated between 7 km/h and 88 km/h, one
thousand times in a cyclic manner, then an average time loss of 6 h results. In the
case of a truck, this can amount to 21 h (Neuberger 1971, Curry and Anderson
1972). Moreover, the traffic throughput decreases by a factor of about two or more
(cf. Figure 1.1). Therefore, it is important to find a means of keeping the traffic
flow near the optimal state, i.e., in a range near the points B and C in Figure 1.1,
otherwise a large part of the physical capacity of the limited traffic areas will be
lost. This holds true for freeway-type traffic, and also in a modified form for urban
street traffic.

Increased congestion also causes a dispersion of travel time, thus leading to
uncertainties in estimating travel time, and to irregularities in the operation of
public transport means (buses, streetcars), which are not able to keep to prescribed
timetables.

1.2 TRAFFIC SAFETY

In many countries the average risk of being killed or injured as a result of an auto-
mobile accident is far larger than that for natural catastrophes, fire, explosions, etc.
The size of this safety problem is illustrated by the number of human beings
killed every year: 46,000-56,000 in the USA, 14,000-19,000 in the FRG, 13,000~
17,000 in France, 2,000-3,000 in Austria, 14,000-17,000 in Japan, 2,000-2,500 in
the GDR, 3,000-4,200 in Poland, about 2,000 in the CSSR, 1,400-1,800 in Hungary,
3,600-4,500 in Yugoslavia, and about 90,000 in the whole of Europe (ECE 1974ab
and 1976).

In the heavily motorized countries of North America and western Europe, the
annual fatality rate, expressed as the number of persons killed per 10,000 inhabi-
tants, reached values within the range 2-3.6 during the period 1962-1974. In
Japan, this parameter lies between 1.4 and 1.6 and for most of the eastern European
countries is in the range 0.6-2.0. This is illustrated in Figure 1.2, which shows the
relations between the following three aggregated variables for selected countries:*

® number of fatalities per 10,000 inhabitants per year
e number of fatalities per 100 kilometers of the road network per year
® the relative road network length in kilometers per 100 inhabitants

* For reasons of data availability, in Figures 1.2 and 1.3 the length of all roads of a particular
nation is used instead of the length of the urban streets alone. The conclusions drawn from
Figures 1.2 and 1.3 also hold true, however, for urban traffic situations.



10

197
1972  Austria /p-l—— 1972 0
/
1974 / ,_/}/
N | L f/ FRG _ 7 \
France /13/1 / Pt
39 1969 / - x’n:':‘:..x. X |
M Usa 7y //.co// ."/_1959 S
8 1ps T A L N
> ;7 11914 7 S8 / / X
g X /P0G A BT 1972
=% / /j{’-' / /‘< N~ 1962
bt} Wy
< 1962—4xx/ £/ .
c % / r
2, s 1962 1969 4
E 192 on / y 1974 ..
£ ; 1974 1975 1962 CSSE TP )\
. /am\ Japan -y
N / @mn\ Jap ///A‘A {/.".. / 1970
" ./ GDR ~¥iy 7’ " 22
[0 SRR A Pt 2
a o ~ " _En Yugoslavia
9 Hungary 1974 LR (; %
. — & P /’
= 1 ! Poland x X / 1968
G| X 1962 1964 /
= 1962 GO /
S -o-" Year
o A
P B
E B 1962
=3
z T T T i .
0 1 2 3 4 5

Number of fatalities per 100 km per year ——»

FIGURE 1.2 The annual fatality rate from 1962 to 1974 as a function of the
length of the road network for selected countries (cf. ECE 1976, IRF 1976, Fischer
and Barthel 1974); tan 8 = relative road network length (km per 100 inhabitants);
tan AB = change of relative road network length.

The safety problem, as characterized by the number of fatalities per inhabitant,
is currently less serious in the eastern European countries than in the USA and in
western European countries. However, the rapidly increasing number of registered
automobiles in East Europe (Figure 1.3a) may eventually cause similar difficulties,
if future developments are not analyzed and controlled carefully (CMEA 1975).
This is made obvious by considering the traffic space available per vehicle, which
may be measured by the aggregated variable “length of all auto roads divided by
the total number of automobiles” (Figure 1.3b). In the early sixties this parameter
was 5-20 times larger in Japan and in most of the eastern European countries than
in the countries of the West. However, in the middle of the seventies this situation
changed fundamentally: in 1974, for example, the road-network length that was on
average available for a motorcar reached the same order of magnitude (50-80 m per
automobile) for many eastern and western countries like Austria, CSSR, France,
GDR, Japan, USA, and Yugoslavia (cf. Figure 1.3b).

The aggregated variable for traffic space introduced above does not distinguish
between urban and rural roads or one-lane and multi-lane roads. Thus, it character-
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FIGURE 1.3 Time-dependent development of (a) the number of registered auto-
mobiles (cf. ECE 1976), and (b) the traffic space available on average per registered
automobile (the length of all roads according to the statistics in IRF (1976)).

izes the available traffic space only roughly on a nationwide scale. Nevertheless, it
serves as an indicator, i.e., if the relative length of the road network decreases to
values of the order of 100 m per automobile, then the occurrence of traffic prob-
lems—among them safety problems—on a nationwide scale becomes very likely.
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Figure 1.3b shows that countries from both the East and the West have already
reached that status. The resulting problems may, therefore, be classified as being
truly universal.

In developing policies for improving traffic safety it is necessary to consider
typical features of this safety problem. One important feature concerns the relation
between traffic-flow conditions and the following:

® accident frequency, expressed, for example, by the number of accidents per
108 car-km

® fatality frequency, which may be described, for example, by the number of
persons killed per 108 car-km

Rough estimates of these two parameters have been derived from statistical data
given by Beatty (1972) for the following traffic-flow states:

® free traffic flow at a very low density of 7 cars/km and at high speeds (cf.
point A in Figure 1.1)

® heavy but smooth-flowing traffic at a density of 20 cars/km (cf. optimal
operation range marked by point B in Figure 1.1)

® congestion characterized by frequent acceleration and deceleration maneuvers
and a low travel speed resulting from a high density of about 55 cars/km (cf. points
D and E in Figure 1.1)

The accident and fatality frequencies are presented with the fuel consumption
rate and selected environmental parameters in the form of a so-called star diagram*
in Figure 1.4. It can be seen that no large differences exist between the accident
rates for free-flowing and heavy but smooth-flowing traffic (cf. points A and B in
Figure 1.1); the occurrence of congestion, however, leads to an increase of the
accident frequency by a factor of about 100.

The fatality frequency, measured as the number of fatalities per 10? accidents,
reaches a maximum at the highest speed, i.e., for free-flowing traffic. The total
number of fatalities per car-km is, however, maximal under congested traffic-
flow conditions because of the very high accident rate (cf. Figure 1.4).

These relations are derived here for freeway-type traffic. It is, however, justified
to assume the existence of similar but more complicated relations between the
accident rates and the traffic-flow conditions in urban street networks controlled
by traffic lights.

1.3 ENVIRONMENT

Increasing levels of air pollution and noise, vibration of buildings, and visual intru-
sion and severance of the urban area by more and bigger freeways and arterial

* The scales of this star diagram have been chosen in such a way that values characterizing
undesirable states are located near the centre, ie., the most favorable state of the system is
given by the curve that covers the largest area.
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FIGURE 1.4 Relation between traffic-flow conditions and traffic safety (cf. Beatty
1972), environmental quality (cf. Marcus 1974, Ullrich 1973, Ullrich and de Veer
1974, Baerwald 1976, Dare 1976), and energy consumption (cf. Baerwald 1976):
0—o0, congestion; O- - -0, optimum operation point; A- - - -A, free flow,

streets form the third negative factor caused by the increased use of automobiles
(cf. Curry and Anderson 1972, Chreswick 1973, Watkins 1973, Horowitz 1974,
Toyota 1974, Afanasyev 1975, Hirao 1975, Windolph 1975).

The air pollution problem concerns the increase in the atmosphere of toxic
substances like carbon monoxide CO, hydrocarbons C,H,,, nitrogen oxides NO,,
aldehydes, and lead, as well as the abstraction of more oxygen from the air. It is
important to consider the existing relation between traffic-flow conditions, on the
one hand, and parameters characterizing the environmental quality, on the other
hand. This relation is illustrated in Figure 1.4 for the same traffic-flow states con-
sidered above (cf. points A, B, D, E in Figure 1.1). Rough estimates of the following
parameters have been estimated using results published by Baerwald (1976), Koshi
and Okura (1974), Ullrich (1973), Ullrich and de Veer (1974), Marcus
(1973, 1974), and Weiss (1970):
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® the concentration of the pollutants* CO and G,H,, in the air at a distance of
20 m either side of a fourlane highway and for a longitudinal wind component of
5 mfs

e the noise level at a distance of 40 m either side of the highway in so-called
A-weighted decibels, i.e., dB(A) (cf. Watkins 1973), for a traffic stream containing
17.5 percent trucks

It can be seen that the increase of traffic density from point A (free flow) to the
optimal point B (cf. Figure 1.1) does not lead to a dramatic rise in air pollution levels.

The occurrence of medium-sized congestion according to point D in Figure 1.1,
however, results in an increase in the concentration of CO and C,H,, pollutants by
a factor of about 3-6.

If even more severe congestion arises, for example, of the stop-and-go type
illustrated by point E in Figure 1.1, then the CO and C,H,, air pollution levels
will rise further. This is illustrated by the following data: it has been estimated that
a single motorcar sets free, on average, 27 kg carbon monoxide (CO) and 11 kg
hydrocarbon (G,H,,) if it has to be decelerated and accelerated a thousand times
between 0 and 88 km/h (cf. Masher et al. 1975).

Air quality standards are already violated in densely traveled areas of many
cities all over the world (cf. Watkins 1973, Horowitz 1974, Sawaragi et al. 1974,
Toyota 1974a, Hirao 1975, Windolph 1975).

Noise levels increase with increases in driving speeds. Thus congestion does not
lead to an increase in noise levels. The air and noise pollution problems discussed
here motivate the migration of people from city centers to suburban areas, thus
creating more traffic and undesirable land-use patterns (cf. Ward et al. 1977).

14 RESOURCES

The fourth main problem concerns ineffective consumption of resources, i.e.,
energy and land (cf. Chreswick 1973).

Energy consumption: 1t is well known that a remarkably large part of all energy
consumed in heavily motorized countries is devoted to the highway transportation
system. This is especially true for liquid resources in the form of petroleum. In the
USA, for example, about 38 percent of all petroleum is used by highway vehicles,
27 percent by cars, and 11 percent by buses and trucks (cf. Ward et al. 1977,
Chreswick 1973, French 1974, Pierce 1974). In other countries less energy is used
for motor vehicles, although with the increase in the rate of motorization shown in
Figure 1.3a, an ever increasing part of the available energy resources has to be
assigned to the highway transportation system.

*The author would like to thank Dr. H. B. Kuntze for computing these parameters by means
of the renewal model introduced by Marcus (1973).
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It is important to mention that energy consumption is highly dependent on the
operational state of the highway transportation system. There is a significant
increase in the mean rate of fuel consumption with increase in driving speed. How-
ever, travel under congested conditions can raise fuel consumption rates even
more because of ineffective acceleration and deceleration maneuvers. This is illus-
trated in Figure 1.4. Driving under congested flow conditions according to points
D and E in Figure 1.1 can result in fuel consumption rates that are twice as high as
those for heavy, smooth-flowing traffic given by point B. Two other figures taken
from Claffey (1971) characterize the size of the problem: the fuel consumption of
a motorcar can increase by about 60 liters if it has to accelerate and decelerate
1,000 times between 7 km/h and 88 km/h; a truck needs an additional 144 liters.
Similar results were obtained by Haslbéck and Huttmann (1977) for downtown
traffic conditions in ten large cities of the FRG. Using a VW Minibus equipped with
a special fuel-consumption measuring device, they made trips through the individual
city centers covering distances of 8-15 km during both the off-peak and the rush-
hour periods.

Figure 1.5 shows that the total consumption rates for off-peak trips were 1.4-
2.1 times higher than the nominal consumption rate; for rush-hour traffic these
factors increased to 1.9-3.3, and reached maximal values of 3.5-8.8 in short,
heavily congested sections of the driving route. According to the estimates made
by Haslbéck and Huttman ineffective traffic flow caused by congestion results in
an additional fuel consumption of about 2.5 million liters per day for the ten
cities considered.

Land consumption: About 28 percent of the area of US cities is on average
devoted to highway vehicles. In the city of Atlanta (Georgia), 54 percent of the
downtown area is reserved for parking and driving; this is often still insufficient
during rush hours (cf. Volpe 1969, French 1974, Hirten 1974). Experience gained
during the last 25 years shows that the construction of more and bigger traffic
areas, like urban freeways, only provides a reduction in traffic problems for a
limited time period. This is illustrated in Figure 1.2 for the relation between the
number of fatalities and the increase in the length of the road network (cf. angle
B). The reason is that the number of cars and the resulting traffic demand is growing
faster than the potential of a city to provide the necessary traffic space. In Japan,
for example, the number of automobiles increased from 2.2 million to 12.5 million,
i.e., by a factor of 5.7, during the period 1965-1972 (cf. Figure 1.3a). During
this seven-year period it was obviously not feasible to create the space needed for
the operation of the increased numbers of vehicles, although remarkable highway
construction programs were started, leading among other things to urban freeways
in Tokyo and Osaka (Toyota 1974a). Congestion occurred more frequently and to
a larger spatial extent. Between 1969 and 1970 the Tokyo Metropolitan €{Shuto)
Expressway experienced about six complete traffic breakdowns every day (cf.
Spring 1974). These phenomena were first observed in the USA at the end of the
fifties (cf. Figure 1.3a). In the mid-sixties the same development made progress
in western Europe (FRG, France, UK, Italy) (cf. Carter et al. 1968, ECE 1974).
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FIGURE 1.5 Relation between fuel consumption and travel speed from measure-
ments by Haslbock and Huttmann (1977) for 10 large cities in the FRG: E, Essen;
M, Munich; B, Bremen; §, Stuttgart; D, Diisseldorf; N, Nuremberg; H, Hamburg;
h, Hannover; F, Frankfurt; K, Cologne.

Most East European countries are presently faced with the beginning of a
similar development, as discussed earlier in Section 1.2 with reference to Figure 1.3b.

1.5 EFFECTIVENESS AND ATTRACTIVENESS OF PUBLIC TRANSIT

The automobile not only changed the extent to which the city area is used for
parking and driving, it also changed the land-use patterns in many countries, i.e.,
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the locations of residential and industrial zones. Since World War 11, in the USA and
in many other countries, suburban areas have been growing faster than central
cities (cf. Ward 1977). Jobs and activities have followed people to these suburbs,
decentralizing the functions once largely confined to a single central business dis-
trict. However, conventional public transport systems like fixed-route bus, trolley,
streetcar lines, or urban railway systems were designed to serve city structures
typical of the pre-war period, when more than two-thirds of the urban population
lived in the high-density central city. Thus, the changing land-use patterns caused
by the automobile produce a situation where conventional fixed-route transit is
more and more incompatible with the spatial distribution of activity and population
in many cities with large, multinucleated suburbs and diffuse trip patterns.

Changing land-use patterns and increased use of the private car caused a decrease
in the ridership of public transportation systems in many countries. This often
resulted in less frequent services, which again supported the decision of another
group of public transit users to prefer private cars for their daily trip to work. The
loss of attractiveness of public transit, however, is not only produced by decreases
in service frequency: since buses and streetcar lines are using the same traffic areas
as motorcars, they will experience the same time losses connected with irregularities
with respect to timetables. Moreover, most public transport companies are faced
with increases in personnel costs and/or labour shortages.

What solutions can be offered for the problems summarized in this chapter? This
question represents the subject of Chapter 2.
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2 Transport and Urban Development:
General Concepts

It is obvious that the complexity of urban traffic problems requires the application
of a set of approaches in the sense of a general combined transport and urban
development strategy. Elements of such a strategy are discussed here with reference
to (1) objectives, (2) options, and (3) constraints.

2.1 OBIJECTIVES

The transport development task represents by nature a multiobjective decision-
making problem. Three groups of conflicting objectives have to be considered (cf.
Figure 2.1):

e the objectives of the public transit travellers and private-car drivers
® the objectives of the inhabitants of the city, i.e., of the city as a whole
® the objectives of public transit companies

Public transit users and private-car drivers. “The success of the auto should be a
lesson” (Kieffer 1972)in dealing with the development of concepts for the reduction
of urban traffic problems. This success indicates that relatively small gasoline-
powered vehicles fulfill to a great extent the expectations and requirements of its
users. Therefore, every car owner compares the service delivered by the available
public transit systems with the potential provided by his car. From sociological
studies it is known (cf. Demag/MBB 1974) that the decision to use a private car or
public transit, respectively, depends mainly on the following criteria:

® independence with respect to departure time and destination (no need for
using more than one transport mode for a trip, i.e., no vehicle changing, availability

around the clock)

19
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FIGURE 2.2 The attractiveness of private-car travel versus public transit judged by
automobile owners using a nondimensional scale ranging from 1 (poor attractive-
ness) to 7 (high attractiveness) (derived from results of an inquiry carried out by
INFAS in Hamburg, Bremen, and Dortmund in the FRG in 1968; cf. Demag/
MBB 1974): —, private car;- - - -, bus, tram; - - - - - ,subway, bus, tram.,

® convenience (comfortable seats, air-conditioning, car radio)
® speed

Figure 2.2 illustrates that most car owners consider private-car travel to be much
more attractive, especially with respect to these criteria. Therefore, most of them
prefer using their own automobile, even though it is more expensive and less safe
than public transit (cf. Figure 2.2).

The city. From the viewpoint of the inhabitants of the city or the city govern-
ment, fulfilling the objectives of the private-car users can only be accepted if basic
social, economic, environmental, and other criteria of the whole population of the
city are not violated. This leads to unsolvable conflicts, as illustrated in Chapter 1.
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Therefore any urban transport development concept has to consider the following
basic objectives of the urban city as a whole:

® preserving the social function of the city as a political, social, cultural, and
economic centre, i.e., creating a city-oriented transport system and not an auto-
oriented city

® protecting the urban environment, for example, limiting the noise- and air-
pollution levels

e ecffective use of resources, i.e., supporting energy-efficient transport tech-
nologies and limiting land consumption by the transportation systems, especially
by the automobile

Public transit companies. Any urban transport development concept has to take
into account public transit and the basic objectives and requirements of public
transport organizations. These objectives are:

® reducing operational expenses, i.e., limiting or reducing personnel
® ensuring traffic safety and operational reliability
® integrability of new systems in existing ones

Now the question arises: What options have to be taken into consideration with
regard to fulfilling the three categories of objectives summarized here? This question
is considered in the following.

2.2 OPTIONS

The gap between automobile transportation demand and supply can only be
reduced by means of complex policies to control (cf. Figure 2.3 and MITI 1975):

® the transportation demand, which changes in time and space
® the transportation supply, characterized by the capacity of roads, parking
lots, and other transport facilities

In developing such control policies, the time span between their formulation and
the benefits realized from them must be considered carefully, i.e., a distinction is
necessary between short-term, medium-term, and long-term policies.

2.2.1 CONTROL OF DEMAND (FIGURE 2.3)

Long-term strategies. Automobile transportation demands arise and are concen-
trated as a result of the configuration of urban land use and activities. The first
level of policy to control demand, therefore, is to implement controls on the
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FIGURE 2.3 Long- and short-term transportation supply and demand policies (cf.
MITI 1975).

spatial distribution of origin-destination demands generated in the city. These
include measures such as urban redevelopment, construction of new towns, factory
and market relocation, and reorganization of other urban facilities. These measures
are long-range and require sustained expenditures over long periods of time to
implement.

Medium-term strategies. The second level of policy to control demand is to
implement controls on demand volumes. Given the existing configuration of
urban land use and activities, these controls aim to reduce the use and ownership of
the automobile. Such controls could take the form of increased automobile taxes,
stricter requirements for automobile ownership, curbs on driving into the central
business district, increased gasoline taxes, etc. In addition to these steps to dis-
courage driving, measures could be taken to encourage people to use public trans-
portation or to use the telephone instead of travelling. Unfortunately, existing
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public transportation systems cannot, in many cases, provide an attractive alternative
to private cars, as has already been discussed.

Short-term strategies. The third level of policy to control demand is to institute
measures aimed at controlling the time distribution of transport demands in the
city — for example, those generated by commuting to work and school. In general,
traffic congestion is caused merely by excessive concentration of demand. By con-
trolling the time distribution of demand, therefore, a better balance between supply
and demand can be achieved. Included in this category are measures such as stagger-
ing work and school hours.

2.2.2 CONTROL OF SUPPLY (FIGURE 2.3)

Long-term strategies. The first and most basic level of policy to control the supply
of transportation concerns the structure of the system, e.g., road networks, subway
lines. By constructing new roads, bypasses, overpasses, and parking lots, and by
abolishing old roads, it is possible to change the overall structure of the road net-
work and thereby the flow of traffic over it. However, because of the reasons
discussed in Section 1.4 increased construction of more and bigger highways alone
will not present an acceptable solution. Moreover, as mentioned above (cf. Figure
2.2), changing the structure of existing modes of public transportation will not in
all cases lead to a reduction of automobile traffic demand. Therefore, one basic
long-term policy consists of developing entirely new (automated, demand-oriented)
public transportation systems.

Medium-term strategies. The second level of policy to control the supply of auto-
mobile transportation concerns the physical capacity of the system to link origin
and destination points. Included in this category are measures that alter the capacity
of the road network, such as widening roads and enlarging parking facilities.

Short-term strategies. The third level of policy to control supply concerns the
operation of the various parts of the transportation system as well as of the whole
system. Included in this category are measures that restrict or limit the use of a
link or its connection with other links, e.g., establishing one-way roads and speed
limits. Moreover, the optimization of system operation by automation and computer
control belongs to this level. Policies of this kind focus on short time units of weeks,
months or even a few years.

2.3 CONSTRAINTS

It is quite obvious that the feasibility of the supply and demand control policies
summarized here depends on constraints that differ from country to country. For
example, measures of the first (long-term) levels mentioned above aim at fundamen-
tally restructuring transportation supply and demand by changing the configuration
of urban land use and activities, and thus will require many years to formulate,
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implement and realize. It is equally difficult to restructure transportation demand,
since demand is closely related to the pattern of land use, the location of urban
functions, and social customs and practices.

The medium-term measures for controlling the demand volumes of automobile
traffic provide the advantage that they can be implemented with very low invest-
ments. This is especially true for such measures as increasing automobile and gasoline
taxes. It is obvious, however, that the feasibility of these measures depends on the
socioeconomic system in the specific country, i.e., on special institutional, social,
and political constraints (cf. Figure 2.1).

The problems already discussed, related to the enlargement of the urban road
network, i.e., long- and medium-term measures for changing the structure and
capacity of the urban highway transportation system (cf. Figure 2.3), have led to a
so-called “no-action philosophy” in several countries (cf. Loder 1974). This school
of thought believes that any enlargement of the street network in the downtown
area attracts more traffic, creating traffic congestion after a certain period of
improvement. Therefore, this no-action school of thought recommends that nothing
be changed with respect to the structure and capacity of the urban street network
in the downtown area; the congestion will stimulate many drivers not to use their
cars to go to the city center. This could lead to an equilibrium between traffic
demand and available traffic supply. It is an open question whether an equilibrium
based on congestion can be accepted from the point of view of the danger to the
urban environment, the increase in energy consumption, and the other objectives
summarized in Section 2.1. However, it is very uncertain, for the reasons discussed
above (cf. Figure 2.2), whether long- and medium-term measures for increasing the
capacity of existing public transportation systems (cf. Figure 2.3) will provide a
feasible alternative to this no-action philosophy.

Because of this situation, more and more urban traffic experts have come to the
conclusion that a simple extensive further development of the existing urban highway
and public transport systems will in the long run lead to a dead end (cf. Bahke
1973, BMFT 1974, 1975, Brand 1976, Carroll 1976, Day and Shields 1973, DHUD
1968, DOT 1974, Filion 1975, Hamilton and Wetherbee 1973, Hamilton and
Nance 1969, Loder 1974, Kieffer 1972, Ross 1969, Volpe 1969).

Qualitative changes are needed with regard to the structure of the urban trans-
port system, as well as concerning the operation of the existing systems. Now the
question arises: How can these qualitative changes be achieved? The answer is:
Mainly by extensive use of advanced systems technology, i.e., that of computers
and automation (cf. Figure 1, Introduction).

Chapter 3 analyzes these new technology options in more detail.
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3 New Technology Options: Towards
Computerized Transport Control

The possible contribution of new technologies is restricted to the following two
levels of the general urban and transport development hierarchy according to
Figures 2.1 and 2.2:

® introduction of operational innovations into existing transport systems (short-
term supply strategies with a time horizon of several months or years)

® creation of completely new public transportation systems that meet the three
categories of objectives summarized in Section 2.1 in the sense of an optimal com-
promise (long-term supply strategies with a time horizon of one to several decades).

3.1 SHORT-TERM STRATEGIES: OPERATIONAL INNOVATIONS

Chapter 1 illustrated that congestion, especially in the form of the so-called stop-
and-go driving regime (cf. point E in Figure 1.1), can lead to a dramatic increase
in accident frequency, as well as in the levels of fuel consumption, air pollution
(cf. Figure 1.4), and time losses. Thus, the question arises whether the flow condi-
tions can be improved for given automobile-traffic-demand patterns and volumes in
such a way that congestion will not occur or will occur less frequently and less
severely.

One promising way of reaching this target is to operate the urban highway system
so that the capacity of the road network is automatically adapted, as far as possible,
to the automobile transportation demand changing in time and space. This would
required a solution to the following three tasks (cf. Figure 3.1):

® measuring the state of traffic flow in the various parts of the network by means
of automatic traffic detectors
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FIGURE 3.1 Simplified diagram of a traffic control system.

® transmitting this information to a control center where it is analyzed and
used to determine an optimal control strategy that will allow the most effective use
of the available traffic areas

® displaying the optimal control instructions to the drivers by means of traffic
lights, speed signals, route signals, etc.

All three tasks have to be solved for a large area within seconds, i.e., in a real-
time operation mode. High speed control computers, with the capability of hand-
ling a large amount of data in a short time are obviously needed for this purpose.
These computers became available during the sixties and led to the first traffic-
responsive computerized traffic-flow control systems.

The creation of such systems is one of the major efforts within the framework of
new technology based short-term supply strategies, which aim to optimize the
operation of the urban highway transportation system (cf. Figure 2.3). This appli-
cation of modern computer control technology represents the subject of Part 2 of
this monograph.

A second category of short-term measures concerns the following improvements
in the operation of public transport systems:
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® in the case of buses and trams, to reduce time losses and deviations from time-
tables caused by the automobile traffic
® to increase the efficiency and attractiveness of public transport

Two possibilities have to be taken into account in reaching the first target:

® giving priority to public transport at intersections controlled by traffic lights

® supervising the operation of the whole rail, bus or streetcar system by a dis-
patching center that should have the capacity to identify the positions of all trans-
port means, detect irregularities, and take measures for reducing or avoiding such
irregularities.

Both concepts need the automated measurement of a large amount of data and
the determination of control actions in a real-time operation mode. Thus, their
feasibility also depends on the availability of powerful computer surveillance and
control systems.

The second target mentioned above concerns improvements in the operation of
public transport systems that could lead to a reduction of operational costs, includ-
ing personnel levels and energy consumption, as well as to an increase in line and
station capacities and in service frequency. One approach for reaching these objec-
tives is to apply advanced automation and computer technology extensively, especi-
ally to urban railway systems.

Another way of increasing the attractiveness of public transport is to introduce
operational innovations. Transport service in terms of bus routes and schedules can
be adapted to stochastically changing trip demands, i.e., trip origins, destinations,
and starting times. Such demand-responsive bus systems, known under the names
“demand-bus”, “‘dial-a-bus”, or ‘“‘dial-a-ride”, require the implementation of a dis-
patching center with the potential to solve the following tasks within a short period
of time: (1) collect trip requests sent to the dispatching center by telephone calls or
other means; (2) prepare optimal routes and schedules for the available fleet of
vehicles (buses, taxis); (3) transmit these routes and schedules to the vehicles.

If the number of buses exceeds a certain limit, then it is necessary to use advan-
ced communication and computer technology. This is analyzed along with other
topics in Part 3, which is devoted to computer control and automation problems
occurring in connection with urban public transport systems such as streetcar lines,
bus systems, and urban railways.

3.2 LONG-TERM STRATEGIES: TOTAL SYSTEMS INNOVATIONS

What role will or can advanced computer and automation technology play in the
framework of long-term supply strategies in accordance with Figure 2.3?
The expected contribution of this technology is concerned with the creation of
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completely automated, computer-controlled public transport systems, which are
supposed to motivate many car drivers not to use their own cars, especially for their
daily work trips, and which will have the potential of a demand-responsive, pollu-
tion-free, resource-conserving, and safe operation (cf. Figure 2.3). The reason why
automation and computer contol are of vital importance for the creation of these
new modes of urban transport becomes obvious if one tries to identify the domin-
ant features of a hypothetical public transportation system, which should be able to
fulfill the three categories of objectives described in Section 2.1. Figure 3.2 illus-
trates that the objectives independence, convenience, and travel speed of the public
transit user lead to:

e small and comfortable vehicles that have a comparable size with the auto and
can be used individually

® a guideway separated from the ordinary street network

® a dense traffic network with short walking distances to the stations

® a demand-responsive operation with nonstop origin-destination travel and
small waiting times at stations, as well as operation around the clock

The objectives of the city, to preserve its social function, protect the environ-
ment, and conserve resources, require:

pollution-free, quiet and energy-efficient vehicles

narrow guideways

a network that can be adapted to an existing city structure
energy-saving operation

These objectives of the traveller and the city can only be met by a system that
does not violate the basic criteria of the public transport company, namely, the
required number of employees, the operational costs, safety and reliability, and
integrability into existing transport systems. This leads to the following dominating
features for the essential components of the new system (cf. Figure 3.2):

1. Vehicles: A large number of small vehicles cannot be operated economically
by any public transport company if one employee has to be assigned to each
vehicle. It follows that implementing the desired new system is only feasible if
driverless, i.e., completely automated, operation of these vehicles is possible.

2. Network: A dense network with a large number of stations leads to a large
number of employees dealing with various tasks such as ticket selling, watching
vehicle operation and pedestrian traffic. Therefore, automated passenger inform-
ation and guiding systems are needed to limit or reduce the number of employees.

3. Operation: Demand-responsive, nonstop, origin-destination travel obviously
requires the coordinated control of the operation of all vehicles and all stations, i.e.,
of the whole system. Such a complicated control task cannot be solved by human
operators. Therefore, the implementation of an automated computer control
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system that supervises and guides the vehicles through the network is of vital impor-
tance for the feasibility of the whole system concept.

In conclusion, to fulfill the three groups of objectives discussed in Section 2.1, a
new urban transportation system must be mainly characterized by the extensive use
of automation and computer control technology.

Part 4 analyzes the proposed concepts, together with practical experience gained
from those developed so far.

In this section the expected role of advanced computer control systems within
the framework of general transportation development strategies according to
Figure 2.3 has been sketched. To characterize the urban transport control problems
more accurately, a survey of basic transport control concepts is presented below.

3.3 BASIC TRANSPORT CONTROL CONCEPTS

The following two questions are considered:

® What basic categories of traffic control problems have to be taken into
account?

o What differences and similarities exist between the control tasks in the
various urban transportation systems?

The first question leads to the formulation of a general hierarchy of basic traffic
and transportation control concepts.

3.3.1 THE GENERAL CONTROL TASK HIERARCHY

In the management and control of the operation of any transportation system, a
distinction can be made between three decision levels (cf. Figure 3.3):

o the network level, which deals with decisions relevant for the operation of the
transportation system as a whole

o the trafficlink and node level, dealing with decisions on the operation of the
vehicles in parts of the network, e.g., in one or several traffic links, nodes, stations,
intersections

o the vehicle level, which concerns decisions on the optimal operation of the
individual vehicles

This hierarchy of management decisions is mainly oriented at spatial and topo-
logical aspects. For the formulation of a control-task hierarchy it is more appropri-
ate to focus on functional aspects, which refer to basic control tasks that dominate the
operation of the system at the different levels. This consideration leads to the
following general three-level control hierarchy (cf. Figure 3.3):
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I. Optimal route guidance and control, i.e., optimal guidance of individual
vehicles, of groups of vehicles, or of whole traffic streams, respectively, through a
given network, taking into account the real traffic situations and other conditions
like maintenance operations or environmental problems in the different parts of the
network.

II. Optimal flow control, i.e., optimizing the operation of a larger number of
vehicles on one or several connected routes, which have been assigned to the
vehicles by operational transport planning or by the route-guidance system of leve] 1.

III. Optimal vehicle control, i.e. ensuring optimal and safe movement of the
individual vehicles taking both lateral vehicle guidance and longitudinal control into
account, e.g., speed, position and distance regulation (cf. Figure 3.3).

This hierarchy of control tasks is closely related to a hierarchy of objective func-
tions that have certain connections with the general objectives of car drivers, public
transit users, public transit companies, and of the city, as summarized in Section
2.1. These control criteria can be classified in 1-5, as follows (cf. Figure 3.3).

1. Maximizing the overall capacity of the network by equable use of all parts of
the network. This objective function aims to make optimal use of the network’s
capacity reserves, by optimal distribution of traffic loads over the available traffic
links and nodes. It is obvious that only the control task at the top of the control
hierarchy of Figure 3.3 can contribute to such a criterion. Therefore, optimal
route-guidance systems may be considered an aid to creating — within certain
limits — an equilibrium between traffic demand and traffic supply, thus contribu-
ting to the stability of the whole traffic system.

2. Maximizing the capacity of critical links and nodes playing the role of bottle-
necks. This criterion can be fulfilled mainly by optimal flow control, i.e., by the
level II of the control hierarchy. However, one should consider that for a special
public transport mode, namely, new automated public transit, optimal vehicle con-
trol plays a key role in maximizing link capacity (cf. Part 4 and Figure 3.3).

3. Minimizing the negative impacts of traffic on the environment (air and noise
pollution) and on energy consumption. The discussion in Chapter 1 illustrates the
influence of congestion on air-poliution levels and energy consumption. Since con-
trol levels I and II in Figure 3.3 aim to reduce congestion, they will also contribute
to minimizing fuel consumption and air pollution. However, control level III could
also play a significant role in this respect, if one introduces energy-saving and pollu-
tion-reducing controls on the motorcar engine.

4. Increasing traffic safety. This objective can be directly influenced by the con-
trol task in level IlI, i.e., by vehicle control, and especially by means of automated
collision prevention and other safety systems. In contrast, the relation between
traffic-flow conditions and accident frequency shown in Figure 1.4 leads to the
conclusion that route guidance and flow control may also improve traffic safety.

5. Minimizing travel times and deviations from timetables. Fulfilling this objec-
tive is the main subject of the flow control task at level II of the hierarchy. More-
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over, route guidance systems should help to reduce travel times. In addition to the
control task in level II, longitudinal control of vehicle movement can play an
important role in minimizing deviations from timetables of public transport
systems. This concerns the headway regulation problem in a string of moving
vehicles such as bus or subway trains.

The control task hierarchy and the corresponding objectives formulated here and
illustrated by Figure 3.3 are a useful “‘scheme of thinking” or framework for deal-
ing with computer control problems occurring in the various modes of urban trans-
port. It is obvious for automobile traffic, public transport systems, and new modes
of (automated) urban transport that the different levels of the general control hier-
archy and the corresponding control criteria will be modified and characterized by
different levels of significance. The following consideration illustrates the relation
between the general control hierarchy of Figure 3.3 and the specific control tasks
of the various urban transport systems (cf. Figure 3.4 and Barwell 1974, Drew
1968, Gazis 1971, Dérrscheidt 1974, IFAC 1970, 1974, 1976, Strobel 1971,
1975, 1976, Strobel et al. 1977, Tabak 1973).

3.3.2 FREEWAY AND URBAN STREET TRAFFIC (cf. PART 2)

For the urban highway transportation system, the general control task hierarchy of
Figure 3.3 can only partly be implemented in the form of a real hierarchically
structured traffic control system. This concerns levels I and II:

® guidance of the main vehicular traffic streams through a network of freeways
and surface streets

® optimal traffic-flow control at critical nodes and links, e.g., intersections,
freeway ramps, tunnels, long bridges, (cf. Figure 3.4)

Clearly there is a close connection between these two categories of control tasks.

In systems currently in operation, the control tasks at level I play the dominant
role in the form of well-known traffic light control and coordination systems for
urban street networks, and ramp metering, speed control and merging control
systems for freeways. A detailed analysis of the methodological aspects of these
control concepts is presented in Chapter 5; Chapters 6 and 7 present experience
obtained with real applications.

Level 111, i.e., vehicle control, is currently of minor importance, since the drivers
fulfill the tasks of vehicle controllers. However, the creation of microcomputers (cf.
Section 3.4) seems to be opening the way for installing computer control systems
onboard vehicles; these will not replace the driver but will assist him in obtaining
better economy and safety (Adlerstein 1976).

The following control concepts are currently the subject of fundamental and
applied research:
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® collision prevention systems, i.e., distance regulation in a string of vehicles
using onboard radar measuring devices

® anti-locking wheel brakes (cf. Adlerstein 1976)

® energy-saving and pollution-reducing controls on engines (cf. Figure 3.4)

The limits and potentials of these control concepts are analyzed in Chapter 5.

3.3.3 PUBLIC TRANSPORT SYSTEMS (cf. PART 3)

In conventional public transport systems, e.g., urban railways, streetcars, and bus
systems, the selection of routes in a network is not a subject of control but of
operational planning. Therefore, level I of the general control task hierarchy accord-
ing to Figures 3.3 and 3.4 does not usually exist. Operational rerouting becomes im-
portant only in emergency situations, i.e., in the case of destroyed streets and rails,
or if a tram is out of order.

However, there is a concept for a public transport system that is based on oper-
ational route guidance and control; this concerns the demand-responsive bus oper-
ation systems known as dial-a-ride, dial-a-bus, or demand-bus mentioned in Section
3.1. Chapters 10 and 11 show that real-time routing and scheduling are the main
features of this public transport system, which obviously can no longer be con-
sidered a normal bus system (cf. Figure 3.4).

Level II of the general control task hierarchy of Figures 3.3 and 3.4 is concerned
with the different control problems of various public transport systems:

1. One basic flow-control concept is to integrate buses and streetcars using the
same traffic areas as the automobile into the traffic light control system. Here, the
particular aim is to implement priority control schemes, which ensure that a bus or
a tram occupied with 50 or 100 passengers experiences less delay at an intersection
than an automobile used by only one to four persons (cf. Chapter 10).

2. Automated monitoring and computer-aided control of the operation of the
whole bus or tram system is the subject of a second control concept. The main
objective of such computer-assisted dispatching systems is to discover irregularities
as quickly as possible, and to take proper measures against them without significant
delay. Chapters 10 and 12 discuss the potential of this concept in detail.

3. For urban railway systems the control problem in level II is mainly concerned
with computer-assisted surveillance and coordinated control of the operation of
trains in large stations and densely occupied lines. The control objective is similar to
that mentioned earlier for the bus and tram dispatching system, i.e., reducing delays
and other irregularities. Moreover, an increase in station and line capacity is expec-
ted from these systems (cf. Figures 3.3 and 3.4, and Chapters 10 and 13).

Control level I1I of the general hierarchy is of minor importance for bus systems
and streetcar lines. An exception is the regulation of time-distances, i.e., of the
headways between buses.
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For railway systems, the longitudinal and lateral control of the movement of the
individual trains represents — as is well known — a major area for the application of
automation and control technology. Typical control tasks are:

® regulation of the headways between the individual trains of a subway line
® speed control and target-stopping control

® energy optimal control, i.e., minimizing traction energy

® automated switching and signaling

The present status and current trends concerning the use of computers for these
control tasks is analyzed in Chapters 10 and 13.

3.3.4 NEW (AUTOMATED) TRANSIT SYSTEM (cf. PART 4)

To produce a completely automated transit system in which the basic features and
objectives of the new urban transport concept outlined in Section 3.2 (cf. Figure
3.2) are not lost, it is necessary to implement a hierarchically structured control
system containing all three levels of the general tasks hierarchy of Figures 3.3 and
3.4. Thus, a sophisticated longitudinal and lateral vehicle control system is needed
to make safe driverless operation of the vehicles feasible. If very small vehicles, e.g.,
motorcars containing from four to six people, are to be used, then a powerful head-
way control system is of vital importance in reaching a sufficiently large link capa-
city (cf. Chapter 16).

The control task in level II, i.e., flow control, concerns the operation of a system
of driverless vehicles at conflicting points of the network as, for example, at inter-
sections, merging points, stations (cf. Figure 3.4 and Section 16.5).

Finally, the route guidance task at the top of the hierarchy consists of two parts
(cf. Section 17.6):

e automated guidance of the individual driverless vehicles from a certain origin
to a certain destination, taking into account the traffic status in the different parts
of the network

® guiding empty cars to those stations where they are needed

It is obvious that there are close connections between the three levels of control
hierarchy. Therefore, the complete implementation of the general control tasks
hierarchy of Figures 3.3 and 3.4 is indispensable. This is discussed in Chapter 16,
and Chapters 17-19 analyze the practical experience gained so far with new public
transport systems, especially with respect to the concepts and methods used for
computerized control and guidance.

The implementation of the control concepts discussed here, and the creation of
the corresponding complex and complicated computer control systems, will only be
technically and economically feasible if high level computer technology is available
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at acceptable costs. However, will the computer technology available now or in the
near future permit the implementation of the highly sophisticated transport control
systems that are expected to make a significant contribution to the solution of pre-
sent and future urban traffic problems?

The technical and economical feasibility of the short- and long-term strategies
discussed in Sections 3.1 and 3.2 of this chapter are considered in the following.
For this purpose, a survey of the impact of developments in computer technology
on the creation of transport control systems is presented.

3.4 FEASIBILITY CONSIDERATIONS: IMPACTS
OF THE COMPUTER REVOLUTION

The contribution of advanced computerized traffic control systems to urban traffic
problems cannot be understood completely without considering that computer tech-
nology has been up till now, and still is, in a process of revolutionary development.
Since the creation of the first usable digital counter during the forties, four com-
puter generations have been developed, used, and partly phased out (cf. Figure 3.5):

o first generation computers using electromagnetic relays and electronic
vacuum tubes (until about 1960-1965)

® second generation computers using transistors and other discrete semiconduc-
tor components (about 1959-1972)

® third generation computers characterized by the use of integrated circuits
(IC) performing the functions of a large number of discrete components, e.g., tran-
sistors, by means of a single semiconductor chip (about 1964-1980)

o fourth generation computers using large scale integrated (LSI) circuits, e.g.,
so-called microprocessors, containing all the functions of a complete central proces-
sing unit (CPU) on a single semiconductor chip

The next generation of computers is already available. This new generation, using
very large scale integrated (VLSI) circuits, brings an operational computer consisting
of a CPU, a medium-sized memory and an input/output control unit on a single
semiconductor chip (cf. Faggin 1977).

What are the consequences of this development with respect to the application
of computers to traffic control purposes?

3.4.1 THE BEGINNING: LARGE-SIZED AND EXPENSIVE PROCESS COMPUTERS

Figure 3.5 illustrates that the first digital computers that could be used for control
tasks in an online operation mode according to Figure 3.1 appeared on the market
around 1960 in the form of second generation machines. They were characterized
by the following general features (cf. Williams 1969, Anke et al. 1970):
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® high costs of the order of about $0.5-1 million

® low reliability given by a mean time between failures (MTBF) of approxi-
mately 100 hours, i.e., a breakdown of the control system could be expected on
average every 100 hours

® relatively low computing speed of about 1,000-10,000 additions per second

® alarge size, i.e., the process computer covered the space of several huge racks

® large power consumption of the order of one to several kilowatts and requir-
ing special facilities like a motor generator set

® strict requirements concerning the working environment, i.e., regarding the
admissable ranges of temperature, humidity, vibrations, etc., which necessitated the
use of air-conditioned computer rooms

® availability of a relatively large number of well-skilled personnel for operation
and maintenance

Because of these initial problems the number of process computer applications
remained low until the next generation became available.

3.4.2 MINI- AND LOW-COST COMPUTERS: BROAD APPLICATION OF
CONTROL COMPUTERS

The breakthrough to the broad application of process computers occurred in con-
nection with the introduction of the second computer generation, i.e., that of the
so-called mini- or low-cost computers, around the year 1965. During the first half
of the seventies, more than 150 different types of these minicomputers, character-
ized by the extensive use of IC technology, were developed and produced by more
than 70 companies. In 1972, the number of installed minicomputers was estimated
to be in the order of about 10,000 (cf. Hollingworth 1973, Jiirgen 1970, K&hler
1973, Kull 1972, Miinchrath 1973, Theis and Hobbs 1971). This success is under-
standable if one considers the dramatic change of the five selected parameters price,
computing time, reliability, power consumption, and size as a function of time (cf.
Figure 3.5). Compared with the first process computer of the year 1960 these para-
meters were improved by factors of the order of about 20-200 within ten years.

The progress in performance-to-cost ratio led to the extensive use of minicom-
puters for implementing computerized traffic control systems. However, in most
cases their application was — and still is — restricted to an operation in special
central control rooms. The use of minicontrol computers onboard relatively small
vehicles, such as automobiles, trucks, buses, locomotives, and other transportation
means, as well as in roadside units, and ticket-selling machines, was in general not
feasible for technical and economical reasons.* Figure 3.5 illustrates that the break-
through to this qualitatively new area of application was made feasible by the
development of the fourth computer generation, i.e., that of microprocessors and
microcomputers.

* There are, of course, several exceptions especially with respect to spaceflight and military
applications (cf. Frost 1970).
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34.3 THE MICROCOMPUTER: A BREAKTHROUGH TO QUALITATIVELY NEW
APPLICATION AREAS

A microprocessor is the CPU of a microcomputer on a single semiconductor chip.*
The term chip denotes a very thin slice of semiconductor material in the form of a
square or a rectangle with a surface area from (4 mm)?® to (7 mm)?. The micro-
processor has the potential to perform logic and arithmetic operations, i.e., decode
and execute instructions, as well as to handle input/output operations and perform
synchronization and control functions.

A microprocessor has to be complemented by additional units to become an
operational computer:

® random access memory (RAM)
o read only memory (ROM)

® input/output devices (1/0)

® interface components

One basic feature of the RAMs and ROMs is that they are also produced as LSI
chips. RAM chips are primarily used for variable data and ROM chips for storing
instruction sequences and invariant, important numbers. The data in the ROMs
must be stored at the time they are created, so there is a production delay associ-
ated with them, as well as a certain programming cost. Thus, so-called program-
mable read only memories (PROMs) have been developed, which can be erased by
ultraviolet light and reprogrammed, and which are used in place of ROMs when
only small quantities are required. The introduction of ROMs and PROMs repre-
sents great progress from the reliability point of view, since their memory content
cannot be changed or lost by operator mistakes, electric disturbances, breakdown
of electric power supply, etc.

The fabrication technologies for LSI circuits are still in a process of rapid devel-
opment (cf. McGlynn 1976, ERA 1973, Wolf 1974), A distinction can already be
made between four microprocessor generations (McGlynn 1976).

® The first generation of microprocessors, based on the PMOS technology, leads
to LSI chips that contain about 9,000 transistor functions on an area of about 40
mm?. The first representative of this generation appeared in the form of the 4-bit
processor Intel 4004 in 1971 (cf. Figure 3.5). Microprocessors of this generation are
characterized by “calculator”-type chips with a limited instruction set and a rela-
tively low speed (Cushman 1974b).

® In 1973/74 the use of NMOS technology permitted the creation of the
second microprocessor generation characterized by a higher chip density of about
11,000-19,000 transistor functions per chip, a larger instruction set (up to 80
instructions) and higher speed; the 8-bit processor Intel 8080 is a typical example

* See Table 3.1 for an explanation of these and other terms from microelectronics.
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TABLE 3.1 Selected Terms from Microelectronics (cf. Theis 1974)

Term Definition

1 Computers, processors, memories

MC Microcomputer is a computer that uses a central processing unit (CPU) in
the form of a microprocessor, and LSI memories in the form of RAMs,
ROMs, PROMs etc.

MP or uP Microprocessor is a CPU on a single semiconductor chip

RAM Random access memory is a memory on an LSI chip with both read and
write capabilities

ROM Read-only memory is a memory on an LSI chip that cannot be rewritten;

ROM requires a masking operation during production to record program or
data patterns permanently in it

PROM Programmable read-only memory is a memory type that is not recorded
during its fabrication; some PROMs can be erased by means of
ultraviolet light and reprogrammed

2 [ntegrated circuits, fabrication technologies

IC Integrated circuit is a complex electronic circuit fabricated on a single chip

Chip A small piece of silicon impregnated with impurities in a pattern to form
transistors, diodes, and resistors. Electrical paths are formed on it by deposi-
ting thin layers of aluminum or gold

LSI Large scale integration refers to a component density of more than 100 tran-
sistors per chip

Bipolar The most popular fundamental kind of IC, formed from layers of silicon
with different electrical characteristics

T?Lor TTL Transistor-transistor logic, a kind of bipolar logic

I’L Integrated injection logic, an advanced kind of bipolar logic characterized by
high computing speed, low power dissipation and high component density

MOS Metal oxide semiconductor, a term referring to the second basic (unipolar)
process for fabricating ICs. MOS circuits achieve the highest component
densities

PMOS P-channel MOS refers to the oldest type of MOS circuit, where the electrical
current is a flow of positive charges

NMOS N-channel MOS circuits use currents made up of negative charges resulting in
processors twice as fast as PMOS devices

CMOS Complementary MOS refers to a combination of PMOS and NMOS techno-

logy that results in processors as fast as those based on NMOS, but consum-
ing less power

(Cushman 1974a, Shima and Faggin 1974). The use of CMOS technology led to a
further increase in computing speed and to a further decrease in power dissipation.
e The third microprocessor generation, which appeared around 1976, made use
of the faster Schottky bipolar technology and a more sophisticated microprocessor
architecture. The resulting processors are characterized by a large instruction
set, and by a computing speed that is more than ten times faster than that of the
first generation. The Intel 3001/2 is typical of this generation (McGlynn 1976).
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® The fourth generation, which first appeared in 1976 in the form of the Texas
Instruments SPB 0400, is based on the most advanced bipolar technology, i.e., inte-
grated injection logic (I>L). The basic features of this latest generation are highly
sophisticated microprogramming structure, maximal chip density ofthe order ofabout
20,000-30,000 transistor functions per chip, and minimal power consumption at
high speed.

The cost of the last two generations based on bipolar technologies is in general
from two to ten times higher than that of MOS processors. However, the rapid price
decrease resulting from the continuous improvements in fabrication technologies
has to be taken into account: between 1970 and 1975 price decreases by factors
from six to ten and from three to six occurred for the bipolar and MOS techno-
logies respectively (McGlynn 1976).

3.4.3.1 The impact of microelectronic technologies. The extensive use of LSI
technology enabled the construction of control microcomputers that are character-
ized by the following features (cf. Figure 3.5):

1. A control microcomputer will become available at a price as low as $200-
1,500 or even less ($50-200 for minimal configurations) during the next five years;
the price for the microprocessor chip itself will approach a level of about $5-50.

2. The computing speed and the memory size will be large enough to handle
even complicated control tasks in a real-time operation mode.

3. The reliability, expressed by the MTBF is supposed to reach about 10%-10°
hours, i.e., using sufficiently large redundancy in the form of doubled or tripled
microcomputers it will be possible to fulfill safety standards comparable with those
required in railway signalling systems.

4. The power required drops to values of about 10-30 watts, which can easily be
provided, e.g., by an auto battery.

5. Increased robustness is another significant feature; the admissable temperature
range will approach standards valid for military applications.

6. The whole operational control microcomputer can be put into a box small
enough to be installed in even small machines, devices, vehicles, etc.

To judge the impact of the microcomputer on the development of transporta-
tion systems it is useful to make a comparison with the consequences of the inven-
tion of the electric motor or internal combustion engine (cf. Figure 1 in the
Introduction).

The electric motor and the internal combustion engine provided individual
vehicles like the automobile, the streetcar, the motorcycle, as well as production
and other (small) machines with their own driving unit. This produced the well-
known changes to the structure of transport systems (cf. Figure 1 in the Intro-
duction) and to the way of industrial production.
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The control microcomputer will enable even small vehicles, machines, and
devices to have their own computer intelligence (cf. Figure 3.5), permitting their
optimal control in the sense of more effective and safe operation. Thus, the present
state of microcomputer technology has already created a qualitative breakthrough to
new areas of application of computer control. Control microcomputers have already
been instalied onboard small vehicles like automobiles (McGlynn 1976, Temple and
Devlin 1974), trucks, buses, streetcars, locomotives, as well as in roadside units as,
for example, in traffic light control cabinets at an intersection, and in small devices
like sophisticated ticket selling and passenger information equipment (cf. Figure
3.5).

It is clear that the new computer generation will influence the whole philoso-
phical approach to implementing computerized traffic control systems. Some of
these consequences are discussed in the following, with regard to the problem of
structuring a complex computer control system.

3.44 COMPUTER CONTROL CONCEPTS: CENTRALIZED OR
DISTRIBUTED SYSTEMS

One basic feature of a transportation system is its large spatial extension and large
number of elements. Therefore, the optimal management of such a large-scale
system requires the creation of a dispatching center that has to be provided with
information on the state of the system and that should have the potential to send
control instructions to the vehicles and to stationary units.

The first generation of central dispatching systems was created more than
twenty years ago in the form of conventional remote<control systems using hard-
wired electronics (cf. Figure 3.6). The main disadvantage of this central control
system was that it did not possess the capabilities of evaluating automatically a
large amount of measured data in a real-time operation mode. The capability to
determine an optimal operation regime for a transportation system was first pro-
vided by the second central control system generation, i.e., centralized computer
control (cf. Figure 3.6, and Williams 1969, Anke et al. 1970).

The high costs of the first process computers (cf. Figure 3.5) permitted the
installation of only one computer in a control center, as a so-called stand-alone
system. However, reliability considerations motivated the use of two or three com-
puters, if basic cost-benefit considerations were not violated. Figure 3.6 (cf. column
“cost aspects™) illustrates that in the early days of computer control the use of con-
trol computers was only more economical than the installation of conventional
hardwired logic for complex control tasks, e.g., controlling traffic lights in an urban
street network. The Toronto area traffic control system, which was put into oper-
ation at the beginning of the sixties, represents such an example (cf. Chapter 6).

The emergence of relatively small and cheap minicomputers between 1965 and
1975 (cf. Figure 3.5) revealed two potential impacts for computerized traffic
control systems (Hollingworth 1973, Jiirgen 1970, Theis and Hobbs 1971):
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1. The installation of a computer control center became feasible from an eco-
nomical viewpoint, even for relatively small transportation processes like the con-
trol of a single intersection.

2. The minicomputer allowed the functional decentralization of complex control
tasks, i.e., the distribution of the various control functions to a set of smaller and
more reliable computers located in the control center.

These two features of the application of minicomputers lead to the following
results:

® even very complex transportation systems can be safely and effectively con-
trolled by one computer control center; significant examples are the area traffic
control centers of Tokyo and Osaka, which cover several thousands of intersections
(cf. Section 6.3)

® the number of computer controlled transportation systems of medium or low
complexity has increased rapidly

In conclusion it can be stated that the second generation of centralized control
systems using third generation minicomputers (cf. Figure 3.5) represents a fairly
well developed and proven technology, which is used with remarkable success in
many countries for the various modes of urban transportation (cf. Chapters 6, 7,
11-13, 17-19).

In spite of this success, several problems connected with the use of centralized
computing power remain unsolved:

® a breakdown of the control center may cause serious problems concerning the
operation of the whole transportation system

® centralizing the intelligence requires the installation of a large number of in-
formation-transmission lines that often represent the most expensive part of the
whole control system

® transmitting a large amount of data to and from the control center can raise
serious reliability problems

® the necessary restrictions on the data transmission capacity mean that the
control center can only be partly informed about the real state of the transporta-
tion system; this limits the capacity of the control systems to react in an optimal
manner to changing traffic conditions

To overcome these difficulties it is necessary to spatially decentralize the intelli-
gence needed for determining control decisions by means of measured data. The
feasibility of this so-called distributed computer control concept (cf. Baily 1974,
Firker 1973, Levine 1974, Neubert 1974, Reyling 1974), which leads to the third
generation of centralized control systems (cf. Figure 3.6), depends on the availabil-
ity of small, cheap, reliable, and robust computers that can be operated in a rough
environment, e.g., in roadside units or onboard vehicles.
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Figure 3.5 illustrates that a breakthrough to this new area of computer control
has been created during recent years by introducing LSI microprocessors and micro-
computers. The impact of the new computer generation on implementing transpor-
tation control systems is summarized as follows:

1. Even for control tasks of low complexity, the microcomputer provides a more
economical solution than conventional hardwired logic (cf. Figure 3.6, upper dia-
gram); thus, microcomputers are expected to replace a large part of conventional
electronic control systems in various applications, e.g., vehicle guidance and control
by means of microcomputers onboard locomotives, buses, trucks, and automobiles.

2. The significant increase in the reliability (cf. Figure 3.5) of LSI technology
permits computer applications to control tasks with safety requirements, e.g., in
railway signalling and train control systems.

3. The creation of the third generation of centralized control systems with
spatially distributed microcomputers (cf. Figure 3.6) will result in:

® a reduction of the overall costs of the whole control system by decreasing the
expenses for the communication cables (cf. the second diagram in the column
“cost aspects” in Figure 3.6)

® an improvement of the total systems reliability by making it insensitive to
failures of a single decentralized computer

® low installation costs for the system and the capacity for incremental
expansion

® asimplification of software development

® improvements concerning traffic-responsive control by increased local data-
processing capabilities
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Part Two

Automobile Traffic
Control

Part 2 analyzes the role of computerized control and surveillance systems in improving
traffic flow conditions and in reducing the negative effects of increased use of auto-
mobiles. Chapter 4 presents a brief survey of basic systems concepts, and Chapter 5
reviews concepts and methods of control under the headings: route guidance; urban
street traffic flow control; freeway traffic flow control; vehicle control. Experience
gained with computerized area and freeway traffic control systems is presented in
Chapters 6 and 7 in the form of specially prepared case studies.






4 Basic Systems Concepts

Many of the traffic problems summarized in Chapter 1 are closely related to two
types of information problem:

® the non-availability of the traffic information required for the optimal res-
ponse of the car drivers, e.g., with respect to selection of the optimal driving route

e the limited information processing capabilities of a human driver, especially
with regard to the speed, accuracy, and reliability

Every car driver is faced with three levels of information processing and control
(cf. Figure 4.1):

Level I  Processing of information generated and/or displayed inside the
vehicle

Level II Processing of information generated and/or displayed in the im-
mediate (visible) environment

Level Il Processing of information on the traffic situation in the peripheral
(not yet visible) environment

The main objective of any automobile traffic control system is to improve the
information exchange processes at the three levels of the complex system illustrated
in Figure 4.1, i.e., the man-machine-environment system.

In uncontrolled traffic systems, level III of the information processing system,
i.e., a data link between the peripheral environment and the driver, does not exist.
Therefore one key problem of automobile traffic control is to provide a communi-
cation link between the not yet visible environment and the driver.

This is illustrated in more detail in Figure 4.2, which shows the relation between
the general objectives of traffic control, according to Chapters 2 and 3 (cf. Figure
3.3), and the functions required of traffic control technology to achieve them. The
most important functions are:
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® to provide optimal route guidance and traffic flow control in order to reduce
congestion and the resultant exhaust pollution and energy consumption

® to provide drivers with advance information on driving regulations, road con-
ditions, emergency situations, etc., for increasing traffic safety

® to provide emergency and other public-service vehicles with priority when
passing through intersections

Three basic systems concepts that aim to fulfill these functions by means of
completely different approaches (cf. Figure 4.3) are as follows:

e Traffic signal control, i.e., displaying the control information (cf. Figure 4.1)
to the drivers by means of road side installations, such as traffic lights, variable
speed indicators and route signs. Using these computer controlled traffic signals, a
link between levels III and II, i.e., between the peripheral (not yet visible) environ-
ment and the immediate (visible) environment, can be established in an explicit
manner

e Comprehensive automobile control by transmitting and displaying the control
information given in Figure 4.3 onboard the vehicles, i.e., linking the man-machine
system at level I with both the immediate and the peripheral environment (levels II
and Il in Figure 4.1)

® The automated highway concept, which not only assumes automatic trans-
mission of control information to onboard systems, but also automatic execution
of the control commands (cf. Figure 4.3, row 3)

The following consideration aims to summarize the basic features of the three
systems concepts introduced here.

4.1 TRAFFIC SIGNAL CONTROL SYSTEMS

This systems concept has been used in the form of conventional traffic light control
systems for more than 50 years and in the form of computerized systems during the
last 15-20 years. Computerized traffic signal control systems are characterized by
control structures that can contain the following subsystems (cf. Figure 4.3).

1. Information collection units, i.e., traffic detectors, which enable the identifi-
cation of aggregated traffic flow parameters such as the following at selected points
of the road network:

o traffic volumes (in vehicles per unit time)

® mean speeds (in km per hour)

o traffic densities (in vehicles per lane per km)
® headways between cars (in seconds)
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The inductive loop detector, which consists of a wire loop embedded in the road
surface and an electronic evaluation unit installed at the roadside, is used in most
applications (cf. Baerwald 1976, Baker 1970, Everall 1972, Hillier et al. 1972,
Krell et al. 1971).

2. Local information processing systems, i.e., local controllers in the form of
conventional electromechanical and electronic devices or as microcomputer-based
systems that evaluate detector measurements, and control traffic lights and change-
able traffic signs according to a strategy prescribed by the central information
processing system, i.e., the computerized control center.

3. Information display systems, i.e., controllable traffic signals (cf. Baerwald
1976, Byrd et al. 1973, Everall 1972) in the form of

® traffic lights
® changeable route signs, speed indicators, and displays for emergency infor-
mation (accidents, congestion) or climatic conditions

According to the spatial extension of the controlled traffic system, three categories
of control problems can be distinguished (cf. Figure 4.4):
1. Junction control, i.e., control of traffic flow at

® single, e.g., isolated intersections
® single freeway on-ramps

(cf. Level 4 in Figure 4.4).
2. Arterial road control, i.e., coordinated control of traffic flow

® over arterial urban streets with several interconnected intersections
® along long freeway sections with or without on- and off-ramps
® through long tunnels
@ over long bridges
(cf. Level 3 in Figure 4.4).
3. Network control, i.e., control and guidance of traffic flow

® in urban street networks
® in networks of urban freeways and neighbouring roads

(cf. Level 2 in Figure 4.4).

The integration of these three systems categories into one complex system leads
to two classes of automobile traffic control systems:

1. Area traffic control systems for supervising, controlling, and guiding traffic
in urban streets and parking lots (cf. Hillier et al. 1972).

2. Freeway traffic surveillance and control systems for supervising, controlling,
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and guiding traffic flow on urban and suburban freeways (cf. Athol 1974, Everall
1972, Krell et al. 1971).

Under special conditions it can be useful or necessary to coordinate the operation
of the area and freeway traffic control centers. The resulting system structure is
called a traffic corridor control system (cf. May 1969, OECD 1975, and Level 1 of
Figure 4.4). Figure 4.4 illustrates the basic features of the traffic signal control
systems categories described briefly here.

4.2 COMPREHENSIVE AUTOMOBILE CONTROL SYSTEMS

The systems concept of comprehensive automobile control, according to row 2 in
Figure 4.3, is relatively new. During the second half of the sixties and the first
half of the seventies, different versions of this concept were developed in Japan, the
USA, the FRG, and the UK. They came to be known under such names as:

® electronic route guidance system (ERGS) in the USA (cf. Covault et al.
1967, Hanysz et al. 1967, Rosen et al. 1970, French and Lang 1973)

e multifunctional automobile communication system (MAC) in Japan (cf.
Toyota 1973, 1974)

® Autofahrer-Lenkungs und Informationssystem (ALI = car driver guidance and
information system) in the FRG (cf. Baier 1975, Friedl 1975, Bolle 1976, Groth
and Pilsack 1974)

® comprehensive automobile control system (CAC) in Japan (cf. MITI 1975)

® road information transmitted aurally (system RITA)in the UK (cf. RRL 1975)

In this book, the name of the most advanced system, i.e., that of the Japanese
CAC system, has been adopted to denote the whole systems concept.

The creation of CAC systems cannot and does not aim to replace the computer-
ized traffic signal control systems used worldwide. The CAC system merely sup-
plements traffic light control systems, thus increasing the effectiveness of the whole
traffic control process. This becomes clear if one analyzes the basic limitations of
computerized traffic signal control systems. These limitations are concerned with
questions of observability and controllability as well as with other basic ideas.

The systems concept of traffic signal control described above allows

e the identification of the state of the traffic system merely in the form of
aggregated traffic variables at discrete points of the network (partial observability)

® the transmission of control information only to groups of drivers by means
of traffic signals located at specific roadside points (partial controllability)

(cf. Figure 4.3, row 1). The CAC concept tries to improve these observability and
controllability conditions in the following ways:
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1. The onboard systems transmit the desired trip destinations to the local con-
trollers and — if necessary — to the central computer (improvement of traffic
observability).

2. The stationary control system transmits the following to the individual
drivers via onboard audio and/or visual displays:

o information on recommended driving routes

® driving information such as advance information concerning speed limits, stop
signs, and other regulations

e emergency information regarding accidents, fires, earthquakes etc.

(improvement of the overall controllability of the automobile traffic system).

A CAC system consists of three major components: vehicle units, roadside
units, control center.

1. Vehicle units. The onboard system contains the following units (cf. Figure 4.3):

e an operating keyboard that receives data input by the driver (e.g., code
number for desired destination)

® 3 two-way digital communication unit that receives from and transmits data
to roadside communication units

® a display panel that provides a visual display of data received from roadside
communication units

® an automatic radio activator that automatically activates the car radio to
receive information transmitted from roadside or central broadcasting units

2. Roadside units. Two types of roadside units may be distinguished:

® roadside communication units that memorize data (i.e., route guidance
tables) received from the central processing unit, and conduct two-way communi-
cation with individual vehicles via a loop antenna embedded in the road surface and
vehicle antennas

® roadside broadcasting units that are linked directly to the control center and
conduct one-way communication (roadside-to-vehicle) with passing vehicles via leak
cable antennas

Moreover, traffic detectors and changeable route signs that are used in the concept
described in Section 4.1 can also be coupled to the roadside units of the CAC system.

3. Control center. The control center is equipped in a manner similar to that in
the traffic signal control concept.

In the Japanese CAC project (cf. MITI 1975) it is planned to coordinate the
CAC system with the area traffic signal control system and the freeway traffic
surveillance and control system, as well as with further urban management and
information systems like the air pollution surveillance system and the vehicle fleet
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control system (particularly bus, taxi, and other public-service companies). Figure
4.5 illustrates the anticipated relationship between these information, management,
and control systems (cf. MITI 1975).

43 THE AUTOMATED HIGHWAY CONCEPT

The third basic systems concept is that of automated highways. Here it is assumed
that not only the information processing and exchange processes are automated,
but also the operation and guidance of the individual vehicles. This would result in
further improvements in the observability and controllability conditions of the
whole automobile traffic system, as illustrated in row 3 of Figure 4.3.

The development of such systems cannot be considered as a measure for improv-
ing the operation of existing transport systems, but rather as a long range strategy
for creating completely new modes of urban transport (cf. Figure 2.3). Therefore
the automated highway concept is analyzed in detail in Part 4 of this monograph
(cf. Section 15.3, The Dual-mode Concept), which is devoted to new modes of
urban transport.

44 CONCLUDING REMARKS

The three basic systems concepts discussed in this chapter are of quite different
significance for practical implementation of automobile traffic control systems.
Computerized traffic signal control systems represent a well developed technology
used world-wide. The comprehensive automobile control concept has reached the
status of large-scale demonstration projects and its introduction into practical use
is expected during the next decade or so. The concept of automated highways,
however, is still a subject of fundamental research; its future is at present uncertain.

For this reason Chapter 5 is restricted to an analysis of the concepts and methods
of control proposed and used for implementing the first two basic system concepts.
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5 Concepts and Methods of Control

This chapter is concerned with the following two questions:

1. What basic concepts of automobile traffic control are known and in use?
2. What methods of control have been proposed, developed, and implemented?

A large number of publications on traffic control methodology has appeared
during the last 10-15 years, among them survey papers and monographs by FHWA
(1974), Gazis (1971, 1974), Holroyd and Robertson (1973), Inose and Hamada
(1974),Kuntze (1977,1978), May (1964, 1974,1975),Masheret al. (1975),Pitzinger
and Sulzer (1968), Rach et al. (1974, 1975, 1976), Ross (1972), Schlaefli (1972),
Schnabel (1975), Stockfisch (1972), Strobel and Ullmann (1973), Strobel (1977),
Tabak (1973), and others (cf. references Everall 1972, Hillier 1972, Krell 1971, to
Chapter 4). It is thus neither feasible nor useful to present here a detailed descrip-
tion of the individual traffic control algorithms and the related design methods.
Considering the general purpose of the monograph, as outlined in the Introduction,
it is more appropriate to focus on the following two topics:

® presenting a survey of basic control concepts and the most important funda-
mentals of control methodology

® evaluating control concepts and methods with respect to their present and
future significance, especially regarding their possible contribution to the reduction
of the traffic problems summarized in Chapter 1

5.1 THE CONTROL TASK HIERARCHY

The known control concepts may be assigned to a three-level control hierarchy as
already discussed in a general framework in paragraph 3.3.2 (cf. Figure 3.4).
The three basic control concepts
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1. Route guidance
2. Traffic flow control
3. Vehicle control

are illustrated in more detail in Figure 5.1. In general a route guidance system may
cover both urban/suburban freeways and main urban streets. The problems of
vehicle control are basically the same for freeway and urban street traffic. For these
reasons no distinction is made between freeway and urban street traffic in dealing
with the first and the third concepts, i.e., route guidance and vehicle control (cf.
Figure 5.1, levels 1 and 3).

However, the traffic flow control problems at level 2 of the hierarchy differ
significantly for freeway and urban street traffic. Therefore in the following a
distinction is made between freeway traffic flow control, and urban street traffic
flow control.

5.2 ROUTE GUIDANCE
Twao basic approaches for the creation of route guidancesystems maybe distinguished:

1. Explicit route guidance, i.e., the traffic control system recommends certain
routes to the drivers or forces the drivers to use alternative routes, respectively (cf.
Figure 5.2).

2. Implicit route control by means of special measures, e.g., by closing a freeway
on-ramp or by switching on information signs such as “congestion ahead™ drivers
are forced or motivated to use alternative routes where it is their decision which
route they really choose.

Implicit route control is obviously closely related to traffic flow control problems.
Therefore, the following consideration is restricted to explicit route guidance
concepts and methods.

5.2.1 CONCEPTS

Two basic route guidance concepts are known:

® route guidance by means of changeable route signs (cf. Figure 5.2, and Mahoney
et al. 1973, Cleveland 1972, Heathington et al. 1971, Zajkowski 1972, Evertset al.
1972, Jasper and Wienand 1975, Kuntze 1977, 1978, Ziegler and Baron 1973,
Knoll and Ullrich 1972, and reference Everall 1972, to Chapter 4)

® route guidance by means of onboard driver displays (cf. Figures 5.3 and
Section 4.2)
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FIGURE 5.2 Route guidance by means of changeable route signs.

The first concept can be implemented as a traffic signal control system according to
Section 4.1 and Figure 4.3, row 1. The second concept, however, represents the
most important part of the comprehensive automobile traffic control system
described in Section 4.2 (cf. Figure 4.3, row 2, and Figure 5.3).

1. Route guidance by means of changeable route signs (cf. Figures 5.1 and 5.2).
The route guidance system assists drivers in finding the best (in some senses) route
from a certain origin to a desired destination, taking into account changing traffic
conditions in different parts of the network, which could be caused by accidents,
weather, maintenance operations, etc. (cf. Figure 5.1, level 1).

The control computing system is provided with information on the traffic situ-
ations in the various alternative routes by means of traffic detector measurements
and/or manual inputs made by traffic supervisors in the control center. The control
computer has to use these data to predict the development of the traffic situation
over a time horizon of about 5-15 minutes. Depending on the prediction, a decision
has to be made on whether or not to change the displayed routes. If a route change
appears to be necessary, then the corresponding control command is transmitted to
the local controllers, which change the route displays as required. At present, these
local controllers are in most cases designed as conventional electronic devices. It is
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expected that in future systems they will contain microcomputers, which will
provide the capacity to store different route guidance tables and to modify them in
accordance with the time of day and/or the local traffic conditions. Local con-
trollers and the corresponding changeable route signs are in general located in front
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of freeway off-ramps and in front of important intersections of the arterial street
network.

2. Route guidance by means of onboard driver displays (cf. Figure 5.3). This
concept assumes that the driver puts a code number characterizing his desired
destination into a keyboard installed inside the vehicle (cf. Figure 5.3). As the
driver’s car approaches certain decision points, in the form of freeway off-ramps
and important intersections, the onboard microcomputer transmits the stored code
number via a vehicle antenna and a loop antenna embedded into the street surface
to a roadside unit that also contains a microcomputer (cf. Figure 5.3). This micro-
computer compares the code number with a memorized route guidance table, takes
the recommended driving direction, and transmits the corresponding information
via the loop antenna and the vehicle antenna back to the onboard microcomputer.
The onboard computer switches on a visual display showing the driver whether he
has to turn left, turn right or proceed straight ahead (cf. Figure 5.3).

The whole process of information exchange between the onboard and the road-
side units has to be carried out within a relatively short time interval, i.e., during
the period in which the car antenna is moving over the loop antenna. At a speed of
200 km/h the available time interval is about 0.07 seconds (cf. reference Friedl
1975, to Chapter 4).

The feasibility of this task has been demonstrated by Groth and Pilsack (1974)
and others. If the car approaches the next decision point then the same information
exchange process has to be repeated. In this way the driver is guided through the
network to his destination. The local microcomputers are coupled with a central
control computer that can change the individual route guidance tables memorized
in the local roadside units in accordance with changing traffic conditions.

The route guidance concept described here provides the essential advantage that
it can be applied not only to private automobiles but also to public service vehicles
such as police cars, emergency vehicles, etc.

It is possible to distinguish between three systems levels, according to the
spatial extension of the area covered by the route guidance system.

1. Local level: application of route guidance concepts to a small number of inter-
sections in order to improve traffic flow, e.g., by avoiding left turn traffic under
special conditions.

2. Urban and regional level: application of the route guidance concept to traffic
networks covering urban and suburban areas.

3. National level: route guidance within a nationwide network of national
expressways and rural roads.

The CAC concept has been designed for both the national and the urban regional
level. The ALI system, for example, is proposed as a nationwide route guidance
system covering the whole national freeway network of the FRG (cf. reference
Friedl 1975, to Chapter 4). Any trip destination is described and coded by four
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characters — the first defines one of sixteen zones in the FRG, the second defines
one of sixteen areas within each zone, and the remaining two define an area of
about 7.3 square kilometers. The resolution is sufficient to direct the driver to
65,000 destinations, each with a size of only 2.7 X 2.7 kilometers.

5.2.2 METHODOLOGY

Each method of route control may be characterized by two features:

® the control criterion used
® the control algorithm resulting from a given control criterion, a set of con-
straints and the available detector measurements characterizing the traffic state

5.22.1 Control Criteria. Two kinds of control criteria should be taken into
consideration:

1. Control criteria of the systems users, i.e., of the drivers. The main objective of
the drivers is to minimize the overall triptime needed to reach a desired destination
from a given origin. Moreover, the limitation of fuel consumption and other costs
(e.g., of tolls) can play a certain role (cf. Belenfant and Vesval 1976).

2. Control criteria of systems operators, i.e., of the city or public authorities.
Here a whole set of criteria exists. The most important objectives are:

® optimal, ie., equable distribution of a given traffic demand over available
network resources, thus maximizing the overall network capacity

® minimizing environmental impacts, especially regarding air pollution

® minimizing overall fuel consumption

Which control criterion or combination of criteria is suitable depends heavily
on the specific features of the traffic network. In most cases the minimum travel
time criterion, i.e., the objective function of the drivers is preferred; a small number
of Japanese authors tried to introduce environmental criteria (cf. Sasaki and Inouye
1974, lida 1974).

5.2.2.2  Control Algorithms. There are three basic approaches to developing route
control algorithms:

@ route planning using historical traffic data and time-of-day related selection
of route patterns from a set of precomputed routes

e traffic-responsive selection of suitable route patterns by means of traffic
detector measurements

® traffic-responsive generation of suitable (optimal) route patterns
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The first task corresponds to the well-known traffic-assignment problem for
which a fairly well developed methodology based on various techniques of mathe-
matical programming is available (cf. Nguyen 1974). Using these methods it is
obviously feasible to precompute sets of alternative routes for different traffic
conditions and to store them in the memories of the central control computer and
the local microcomputers according to Figures 5.2 and 5.3.

The simplest version of a route control algorithm can then be implemented in
the form of a time-of-day open-loop control system in which the route signs are
changed during the course of the day, e.g., different routes are recommended for
the morning peak period and for the afternoon rush hour. It is obvious that the
effectiveness of such a system can be improved if measured traffic data are used
for selecting suitable routes from the set of precomputed routes. However, such a
traffic-responsive open-loop control system can only adapt the route guidance
systems to a limited (small) number of traffic situations.

Therefore the third algorithm mentioned above, traffic-responsive route gener-
ation, which is supposed to react in an effective way even under complicated and
unforseeable traffic situations (e.g., in those caused by accidents), is a very promising
control principle. However, the implemention of this algorithm in the form of a so-
called closed-loop control system is connected with several difficulties related to
the network structure, i.e., the ‘origin-destination™ relations, as well as to other
factors.

Four types of such origin-destination relations have to be taken intoconsideration:

® one-to-one systems containing one major origin zone and one major destin-
ation area connected via two or more alternative routes

® many-to-one systems characterized by many origins and one destination

® one-to-many systems with one main origin and many destinations

® many-to-many systems with many origins and many destinations

5.2.2.3 One-to-One Route Control Systems. In the case of a one-to-one situation
the essential differences between the second and the third principles, i.e., between
traffic-responsive route selection and route generation, may vanish. This is illustrated
by Figure 5.4, which shows an example for a closed-loop route controller proposed
and implemented by Berger and Shaw (1975).

By means of this example, some general and basic features of closed-loop route
control algorithms can be discussed. Figure 5.4 illustrates that a route controller has
to solve two tasks:

® trip-time estimation, i.e., determination of the mean travel times 74 and 7,
along nominal route 1 and alternative route 2 using detector measurements x,,
. .., X, on traffic volumes and speeds occurring at discrete points TDy, ..., TDy
on routes 1 and 2

® decision making, i.e., determining the optimal route using the estimation
results
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The task of estimating travel times can be solved by simulation models, which
provide a relation between traffic volumes and speeds at selected points and the trip
times, or by applying special estimation techniques to so-called macroscopic input-
output models introduced by Strobel (1977).

The second task, i.e., determining a route recommendation, is solved by com-
paring the travel times 7, and 7,, and/or the travel time delays

Aty =7y — Ty and A7, =7, —Ton

where 7,5 and 7,5 are the nominal trip times occurring under normal (uncon-
gested) traffic conditions, i.e., at low traffic densities.

In the example shown in Figure 5.4 the travel time delays A7, and Ar, are
chosen as the essential variables. The control law is characterized by a threshold
constant b and a hysteresis factor a leading to the following operation: let us
assume that at time ¢ = #; the nominal route 1 is recommended. This route recom-
mendation is changed to route 2 if according to

ATI —ATZ <b

the difference A7, — Ar, between the two travel time delays A7, and A7, exceeds
the threshold constant b (cf. time t = ¢, and switching curveI in the route controller
block of Figure 5.4). In contrast, a return to route 1 will be recommended only
for the cases where the difference between travel time delays becomes smaller than
the modified threshold b — g, i.e., for

ATI —AT2 <b-—-a

(cf. Figure 5.4 for the time point ¢ = t5).

This combination of threshold and hysteresis features of the route controller
ensures that drivers will meet traffic conditions on the recommended route that are
clearly better than those he would experience on the other route. Moreover, the
hysteresis factor @ avoids undesirable frequent changes between the two route
recommendations.

The simulation results obtained by Berger and Shaw (1975) for the Interstate
Highways I 695 and I 95 of the city of Baltimore (USA) illustrate the possible
effectiveness of the algorithm (cf. Figure 5.4). It was assumed that an accident
caused a lane blockage on route 1 between £y = 7:05 a.m. and £, =7:35a.m. Asa
result, the mean travel speed on route 1 starts decreasing, as shown in the correspond-
ing diagram shown in Figure 5.4. At time 7, = 7:10 a.m., the travel time delay
Aty reaches the threshold level A7, + b (cf. diagram inside the block “route con-
troller” in Figure 5.4) and route 2 is recommended to the drivers. It takes about
8 minutes more before definite results of this measure can be observed (cf. curves 1
and 2 for time 73 = 7:18 a.m.). After 25 minutes the speed on the nominal route 1
starts to increase again while the speed on recommended route 2 decreases slightly.

Finally, at time 5 = 7:54 a.m., i.e., 44 minutes after the alternative route 2 has
been displayed, the trip time delay A7, approaches the threshold level Ar, + (b — a)
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and the route sign is reset to the original state. The curves 2 given in Figure 5.4
demonstrate that without the application of the route control algorithm the mean
travel speed along route 1 remains significantly lower for more than 1 h.

5.2.2.4 Many-to-Many Route Control Systems. In a ‘“‘many-to-many”’ situation it
can be very complicated to develop powerful real-time and closed-loop route con-
trol algorithms, and to implement them by means of a central control computer.
One way of reducing the requirements on the central computing system is to
distribute the necessary computation work to a number of local (micro-) computers
installed at the individual route diversion points, i.e., by implementing a spatially
distributed computer control system. The basic idea for the corresponding control
algorithm can be derived from procedures already used for the routing problem that
occurs in data networks (cf. Butrimenko 1970, Butrimenko and Strobel 1974,
Meditch 1978).

The control principle is illustrated in a simplified manner in Figure 5.5. It is
assumed that there are four possible destinations: the main intersections N (north),
W (west), C (center) and E (east). The main traffic origins should be intersections
S (south) and §'. It is further assumed that each of the main intersections N, W, C,
E, S and S’ shown in Figure 5.5 is equipped with

® changeable route signs CRSy, .. ., CRSy’
o traffic detectors TDy, ..., TDg’ and
® route-guidance microcomputers MCy, . . . , MCg'

Each of the local microcomputers MC; can make decisions on the driving directions
that are optimal for the individual intersections, if these computers are provided
with information on the various travel times. This can be achieved by:

® estimating the trip times between neighboring intersections from traffic
detector data
® exchanging this information between neighboring computers

This process will be described in more detail for the microcomputer MCg, which is
installed at intersection S and has to control the changeable route sign denoted
CRSg in Figure 5.5. In this computer, the travel-time matrix in eq. (5.1) has to be
stored in the memory; it contains the minimal trip times Ty; needed for reaching
the destination J from the neighbouring intersection I:

Twn Tcn Ten
[

S)=|tw ltclte|=
( w| Cl B Twc Tee Tec

Tww Tcw Tew

(5.1)

Twg Tce Tee
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FIGURE 5.5 Decentralized closed-loop algorithm designed for a many-to-many
route guidance problem (cf. Butrimenko and Strobel 1974).

To the first row of matrix (S) are assigned the minimal trip times Ty that are
required to reach the destination from the route signs CRSy,, CRS:, and CRSg
located in front of the intersections W, C, and E, respectively. It is obvious that the
condition T'y; = 0 is valid.

The row vector tg shown under the matrix (S) in Figure 5.5 is defined by

15 = (Tsw Tsc Tsg) (5.2)

where Tsw, Tsc, and Tsg denote the trip times needed for driving from the CRSg
route sign in front of intersection S to the corresponding signs CRSy, CRS¢, and
CRSE in front of W, C, and E, respectively. These travel times have to be estimated
from traffic data measured by the traffic detectors TDg, TDyw, TD¢, and TDg (cf.
Strobel 1977).
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Using the matrix (S) and the vector 7§ as given by egs. (5.1) and (5.2), respec-
tively, gives the vector

Tsn

Tsw

53
Tec (5.3)
Tse

Tg =

of minimal overall trip times Tgy and the corresponding optimal driving directions,
where the Tgy can be obtained from

Tsy=min {Twj + Tsw; Tcy + Tsc; Tey + TsE} (54)

forJ=N,W,C,E.
Using the simple numerical example given in Figure 5.5, the vector tg takes the
form
Tsn min { 6+5; 6+15;10+4}] [11
Tsw min{ 0+5; 10 +15;15 +4} 5
ST Tse| T|min{ 5+5; 0+15; 5+4}|7| 9 (5.5)
T min{10+5; 5+15; 0+4}| | 4

The recommended time-optimal driving directions may be given as follows:

¢ to N, turn left
o to W, turn left
e to C, turn right
® to E, turn right

(cf. Figure 5.5.)
In summarizing, the local microcomputer MCg has to solve two tasks in determin-
ing the optimal driving directions:

o to identify the elements of vector t§ according to eq. (5.2) using traffic
detector measurements

® to compute the minimal overall travel-time vector tg using matrix (S) and
vector t§ according to egs. (5.1)-(5.4)

But, how can the matrix (S) be obtained? Figure 5.5 illustrates that the columns
of (8S) are identical with the minimal overall trip-time vectors Tw, Tc, and Tg, which
are valid for neighboring intersections W, C, and E, respectively. They have to be
computed in the way just described for tg. This task has to be solved by the cor-
responding microcomputers MCy, MC(, and MCg. The determined vectors v, tc,
and Tg are then transmitted to the microcomputer MCg, which forms the required
matrix (S) from the transmitted data.
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The same procedure has to be used to set up the travel-time matrices (W), (C),
and (E) shown in Figure 5.5. If the various vectors and matrices are updated by
means of detector measurements, then it seems feasible to determine and display in
a real-time operation mode those routes that are optimal with regard to travel time
for specific traffic conditions.

The route guidance algorithm described here is illustrated in Figure 5.5 for
simplified conditions only. In a real many-to-many situation one has to consider
as many travel-time matrices and vectors T and t* per intersection as are necessary
for the changeable route signs, i.e., the maximal number of changeable route signs,
travel-time matrices and vectors t and t* per intersection is equal to the number of
streets carrying traffic in the direction of the corresponding intersection.

5.2.3 APPLICATION OF ROUTE GUIDANCE METHODOLOGY: PRESENT STATUS
AND CURRENT TRENDS

Route guidance systems based on changeable road signs have been installed with
remarkable success in France for freeway-type traffic (cf. case descriptions presented
in Chapter 7). Moreover, experiments have been carried out in the USA (Berger
1975), the FRG (Jasper and Wienand 1975), the GDR (Bennewitz 1977), and a few
other countries. Most of the experimental and operational systems are of the one-
to-one structure discussed in paragraph 5.2.2.3. In some applications the decision to
change route signs is made by a traffic supervisor using the computer as an advisor.

So far, it has not been possible to implement many-to-many route guidance
algorithms, in accordance with paragraph 5.2.2.4, for either freeway traffic or
urban street traffic. However, the availability of cheap, small and robust micro-
computers could open the way to create such systems at reasonable costs. The
route guidance algorithms of the many-to-many type are of vital importance for
the creation of the CAC systems described in Section 4.2, ie., for providing
route guidance by means of onboard driver displays (cf. Figure 5.3).

A research and development program for the creation of a CAC system, which
contains route guidance as its main feature, was started in Japan in 1966. A proto-
type of the new system was studied in a large-scale demonstration project in a
25 km? area in the south-western section of Tokyo during the years 1977/1978 (cf.
Rossberg 1977). For this purpose, more than 1000 motorcars were equipped with
the onboard devicesillustrated in Figure 5.3 (cf. reference MITI 1975 to Chapter 4).

5.3 URBAN STREET TRAFFIC FLOW CONTROL
5.3.1 INTRODUCTION

The most widely used traffic flow control concept is traffic light control and
coordination.

The age of traffic signals began on December 10th, 1868, with the installation
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of mechanical street crossing signals in front of the Houses of Parliament in London
(cf. von Stein 1969). In 1914 the first traffic light-was installed in Cleveland (USA)
(cf. Gazis 1971). The first notable innovation in traffic light control was the
synchronization of a string of traffic lights to provide uninterrupted driving through
them, preferably in both directions. In 1918 the first so-called progression system
was installed in Salt Lake City (USA) (cf. Gazis 1971, Marsh 1927). These pro-
gression systems were designed as “‘multi-dial” systems, possessing three options for
synchronization: one for morning rush hours, one for afternoon peak periods, and
one for average conditions. The transition from one synchronization scheme to
another was carried out at fixed times during the day. One of the first and best-
known systems that permits a traffic-responsive transition from one signal co-
ordination scheme to another was installed in Baltimore (USA) in the early 1950s
(cf. Gazis 1971). This system used traffic detector measurements at some key
points in the arterial network.

A new age of urban street traffic control was heralded in 1959 when a pilot
study on computer control of urban traffic lights was initiated in Toronto (Canada)
using an IBM 650 computer, one of the earliest general purpose digital computers
(cf. Cass and Casciato 1960). In 1964, Metropolitan Toronto became the first
municipality in the world to install a digital computer system consisting of two
Univac computers (1107 and 418) for controlling traffic lights (cf. Hewton 1967).
Further cities like San Jose, California, in the USA (cf. Section 6.1), and West
London and Glasgow (cf. Section 6.2) in the UK followed the Toronto example. At
present, more than one hundred cities around the world are operating centralized
computer systems for controlling traffic lights.

However, another new age of traffic light control has started. This new age
is characterized by a change from centralized to spatially distributed computer
control of traffic lights, i.e., by the use of microcomputers as the hearts of local
traffic light controllers installed at the individual intersections (cf. Brinkman et al.
1975, Weiss 1974, Bang and Nilsson 1976, Hahn and Eustis 1977, Krayenbrink and
Vlaanderen 1975, Siemens 1977, Sealbury 1974, Cutlar 1976).

The long history of traffic light control, which has been sketched here very
roughly, has been associated with extensive research projects on the development
and implementation of traffic light control concepts and methods. The research
efforts were increased significantly during the last twenty years, especially after
the creation of the Toronto computerized system in the early sixties. These activities
led to a very large number of publications dealing with methodological topics of
traffic light control and coordination. It is obviously neither possible nor useful to
discuss details of traffic light control methodology in this section. It is more appropri-
ate to restrict the following consideration to:

® basic concepts of traffic light control

® basic control systems structures

® basic features of the existing methodology for single intersection and co-
ordinated control, and current trends in its further development
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FIGURE 5.6 Survey of basic traffic light control concepts.

5.3.2

Three basic control strategies can be distinguished (cf. Figure 5.6).

BASIC TRAFFIC LIGHT CONTROL CONCEPTS

1. Fixed-time control. For typical situations, such as morning rush hours,
afternoon peak periods, several signal plans are precomputed by means of historical
traffic data and are stored in local and/or central controllers. A transition from one
program to another is carried out manually by the policeman in charge, or auto-
matically, depending on the time of the day.
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2. Traffic-responsive signal plan selection and modification. The control system
selects, from previously calculated fixed-time plans, the one that best suitsa specific
traffic situation identified by traffic detector measurements. Within the framework
of the selected signal program, certain small modifications regarding intersection
control and synchronization between intersections are permitted.

3. Traffic-responsive signal plan generation. Coordination and local adaptation
are discarded, and the most appropriate traffic signal settings are obtained by on-line
calculations based on detector measurements.

Most of the computerized traffic light control systems currently in existence
make use of the second control concept, i.e., traffic responsive signal program
selection. Several studies have shown that the concept of traffic-responsive signal
plan generation does not lead to improvements in control efficiency (Holroyd and
Robertson 1973). However, it should be noted that there is a close interaction
between the basic control system structure and the usefulness and feasibility of
certain control strategies.

This relation is discussed in the following with reference to the general computer
control concepts that were dealt with in paragraph 3.4.4, and illustrated in Figure 3.6.

5.3.3 BASIC TRAFFIC LIGHT CONTROL SYSTEMS STRUCTURES

According to the general classification given in Figure 3.6, three basic categories of
traffic light control systems have to be taken into account (cf. Figures 5.6 and 5.7).

1. First generation: non-computerized systems. Here the control functions are
performed by specially designed hard-wired logic in the form of an electromechanical
device, or by electronic logic. The very limited data processing capabilities of these
hard-wired controllers do not permit the evaluation of many traffic detector
measurements. Therefore, in almost all cases a restriction to the first control strategy
mentioned above, i.e., to fixed-time control and time-dependent signal program
selection, is required, as illustrated by Figure 5.6.

2. Second generation: centralized computer control, Here a control center con-
taining one or several digital computers is established. The individual control tasks
can be carried out by a single computer for a relatively small number of inter-
sections. Under complicated conditions, e.g., if several hundreds or even several
thousands of intersections have to be coupled to the control center, then the
installation of a complete computer hierarchy system may become necessary.

The availability of powerful computers allowed the use of more sophisticated
control strategies, such as traffic-responsive signal plan selection and generation.
But, as already mentioned, traffic-responsive signal program selection is preferred in
most applications, for the following reasons.

® Complicated software and necessary computation speed. The on-line and real-
time determination of signal programs requires powerful high-speed computers.
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These computers were not available for control purposes during the sixties, but are
available now.

® Traffic prediction capabilities. One key problem in the implementation of
traffic-responsive signal program generation methods is to solve the traffic prediction
problem, Using traffic detector measurements, the state of the traffic flow has to be
forecast over short periods of time. The accuracy with which the state can be
predicted, and with this the effectiveness of signal program generation, depends on
the availability of a sufficiently large number of traffic detectors.

® Detector and communication costs in a traffic control system. The main
part of the overall systems expenses is the costs of the data links (cables, modems,
etc). For a centralized control system these communication costs are nearly pro-
portional to the average number of detectors per intersection, since all detector
information has to be transmitted to the central computing system. According
to estimates given by Holroyd and Robertson (1973), the total systems cost can
increase by a factor of 1.4 on changing from a fixed-time to a traffic-responsive
system with about four detectors per intersection (cf. Figure 5.8).

It is unlikely that a signal program generation strategy will provide significant
benefits in comparison with signal program selection unless there is an average of at
least four detectors per intersection. However, mainly for reasons of cost, in most
of the existing centralized traffic light control systems a restriction is made to
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FIGURE 5.8 Total systems cost of a centralized computer control system covering
100 intersections (derived from data published by Holroyd and Robertson 1973).
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one or two detectors per intersection. Consequently the implementation of a
control strategy based on traffic-responsive signal program generation isnot justified
(cf. Figure 5.6).

3. Third generation: distributed computer control. The availability of small,
robust, and cheap microcomputers allows the individual intersections to be provided
with their own digital data processing unit. Thus it will no longer be necessary to
transmit all detector measurements over long distances to the control center; these
measurements can now be evaluated by means of the local microcomputer installed
at the intersection. This will lead to a dramatic reduction in the amount of data
that will have to be exchanged between the local microcomputer-based controllers
and the central computer, as well as in the required data transmission speeds. An
increase in the number of detectors per intersection will not increase the number of
communication channels needed for linking together the control center with the
local controllers.

For this reason, it can be concluded that the barrier discussed above, which
exists with respect to the implementation of signal program generation strategies
for centralized control systems, can be broken by introducing the concept of
distributed control (cf. Figure 5.7). Moreover the local microcomputer can be
used to implement effective algorithms for the priority control of public transport.

Two versions of distributed traffic light control systems may be distinguished:

1. Totally distributed traffic control systems. Here it is assumed that no control
center exists. Each local microcomputer solves the control tasks occurring at its
own intersection. To enable synchronization of traffic lights, adjacent micro-
computers have to exchange relevant data where one of the local microcomputers,
installed at a critical intersection, could play the role of a master controller. This
master controller ensures coordinated operation of the individual microcomputers.
It determines optimal coordination schemes by evaluating detector data obtained
at its intersection as well as from data transmitted from the other microcomputers.
The data transmission between the individual microcomputers can be facilitated by
a so-called party-line structure, e.g., by a two-wire telephone cable. The reliability
of data transmission can be increased by using microcomputer software for such
tasks as coding, decoding, error checking, etc.

The totally distributed traffic control system discussed here is very likely a
suitable concept for relatively simple traffic control systems, as, for example, the
traffic-responsive coordinated control of several (up to about ten) interconnected
intersections.

2. Hierarchically structured distributed control systems. In more complicated
situations, it is necessary to have a control and surveillance center (cf. Figure 5.7).
Because of the local microcomputers, the tasks of the central computing system can
be reduced significantly. Thus, in many cases, one or a small number of micro-
computers have the potential to handle the tasks of the control center (cf. Brink-
man et al. 1975). For large urban areas, a structure with three or more levels can be
used. Such levels could be:
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® central computing system
® microcomputers installed in spatially distributed, unmanned subcenters
® local microcomputers installed at the intersections

Distributed traffic light control systems of the forms described here are currently
in the process of development, some installations are already operational or
will become operational in the near future (cf. Anderson 1977, Barker et al. 1977,
Brinkman et al. 1975, Bang and Nilsson 1976, Cutlar 1976, Hahn and Eustis 1977,
Krayenbrink and Vlaanderen 1975, Scott 1975, Sealbury 1974, Siemens 1977,
Stanford and Parker 1977).

The benefits expected from the introduction of this new systems generation can
be summarized as follows:

® reduction of the total systems costs, mainly as a result of a decrease in the
costs of data transmission (cables, modems, etc.)

® increase of the reliability and availability of the system by reduction of the
sensitivity of the whole control system to breakdowns of a local microcomputer, a
detector or a single data link

® increase of the flexibility of the systems structure, i.e., the distributed control
system can be installed and put into operation by starting with one traffic-responsive
controlled intersection, which can then be linked with the next one, etc.

® simplification of computer software by dividing a huge software package into
a number of smaller ones that can more easily be implemented by means of the
local microcomputers

® increase of the efficiency of traffic control by improvement of the adaptabil-
ity to changing traffic conditions, and by provision of priority control to public
means of transport

5.3.4 SINGLE INTERSECTION CONTROL METHODS: BASIC FEATURES
AND CURRENT TRENDS

Three categories of intersection control methods have been developed and used
(cf. Figure 5.9):

fixed-time control
vehicle-actuated control
self-optimizing control

1. Fixed-time control. Here, all control parameters are precomputed and kept
constant. These parameters are:

® cycle lengths T, i.e., the total duration of the green, yellow, and red periods
® split g, i.e., the proportion of the sum of red and yellow time to cycle length T
e offset, i.e., the time difference between successive green times
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® phase sequence, i.e., the succession in which the individual driving directions
will become green

Methods for determining these parameters by means of historical traffic data were
developed by Webster (1958), Miller (1963), Blunden (1964), Allsop (1968, 1971),
and many others (cf. Figure 5.9). Formulas have been derived to calculate capacity,
delay, probability of stop and queue length for most distributions of arrivals and
service-times (e.g., Inose and Hamada 1974, May 1974, Schnabel 1975). The
theoretical results were in many cases consistent with field data. An excellent
survey of important methods for designing fixed-time traffic light control programs
has been presented by May (1974).

2. Vehicle-actuated control. This control principle, which has been known since
the 1930s (cf. Inose and Hamada 1974), aims to adapt the length of the green time
to real traffic conditions. Two variants have to be distinguished: (1) control based
on headways of arriving vehicles; (2) control based on queue length (cf. Figure 5.9).

The first, ie., the headway method works as follows: the green signal is un-
conditionally “on” during a given minimum green time; after this time has expired,
a small unit green time increment is added if a traffic detector, located a certain
distance in front of the stop line, detects the passage of a vehicle. If the detector
identifies more vehicles passing during the extension period, the green time is
extended successively until a maximum green time is reached. If a vehicle is not
detected during one of the extension periods, then the green time is switched to
(fixed-time) yellow and then to red. An intersection that uses this control method
in all approaches is called a fully actuated signal control system.

The second varient, i.e., the queue length method, modifies the method sketched
here in the following manner: In order to use the green time with high efficiency,
the green signal is switched to red immediately after the queue vanishes, because
saturation flow rate is then always maintained in the green time (cf. Inose and
Hamada 1974).

Methods of analyzing and designing vehicle-actuated control systems were
developed by Dunne and Potts (1964), Grafton and Newell (1967), Newell (1969),
and others (cf. Figure 5.9).

3. Selfoptimizing control. This control principle aims to maintain optimal traffic
flow control even under heavily changing traffic conditions. Thus the individual
controller characteristics, such as cycle time, split, phase duration, and phase
sequence, are adapted automatically to changing traffic conditions, while taking
into account certain constraints necessary for coordination. Depending on the
dynamics of the adaptation processes, one may distinguish between two types of
control: macro control and micro control.

Macro control concerns the selection of the cycle time and of the above-mentioned
constraints, such as determining suitable off-set times in order to ensure synchroniz-
ation in coordinated systems. These control parameters, especially the cycle time,
cannot be changed frequently; they depend on mean traffic conditions.
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FIGURE 5.10 Phase generating principle: an example intersection.

Micro control, in contrast, deals with the cycle-by-cycle modification of the
phase sequences and the durations of the individual phases. Phase sequences and
durations are adapted in an optimal manner to short-time stochastic traffic change
(cf. Brinkman et al. 1975, Bang and Nilsson 1976).

The principle of phase sequence modification is illustrated by means of a simpli-
fied example in Figures 5.10-5.12. The traffic movements indicated by @, and a,
conflict with those denoted by b, and b,, respectively. As soon as the green
demand for directiona, (ora,)becomes zero, the corresponding alternative direction
of movement, ie., b, (or b,), becomes green. Using the terminology of control
states or phases, this means that the phase 4 = (a;, a,) is transfered to the state
B, = (ay, b,) or B, = (b,,a,), respectively, depending on which traffic movement
ceases first. A direct transition from state 4 = (a;, a;) to B=(b,, b, ) is chosen if
the green demands from both movements a; and a, cease at the same time or the
maximum admitted green is exceeded. A complete cycle of phase transitions is
given in Figures 5.11 and 5.12 for the special green demand conditions

a, >a,, by >by,ci>cy, and dy >d,
In this special case one gets the phase sequence
A-B,-B-C-Dy-D-A-. ..

(cf. Figure 5.11).

It is now necessary to determine how the green time phase sequence can be
optimally determined in a real-time operation mode. This problem concerns the
second part of the micro control task, i.e., determining optimal phase durations.
Selfoptimizing phase timing strategies were suggested by Miller (1963), Weinberg
(1966), Ross et al. (1973), Brinkman et al. (1975), and Bang and Nilsson (1976).

The basic idea proposed by Bang and Nilsson (1976), which is probably the
most advanced method, is discussed here briefly. This method, called TOL (traffic
optimization logic), compares the predicted benefits resulting from enlarging a
particular phase with the correponding losses occurring in the alternative phases



Phase B, =

(a3 by) /

Phase D, =
(Cz, dy)

Phase B = (b1, b3)

Phase C = (¢}, ¢3)

Phase D = (dy, d;)

Phase B, = (a,, b;)

Phase D| = (d, c})

TP e P00 I iss st eriistiessiviiiisissseecctocescccccovissnnevee

FIGURE 5.11 Phase transition diagram.

a; —_
5 —
I |
g e |
2 ¢

SEaF 1 e—

=2 oL |1 |

b e e

d- |
‘ | | | I l
Phases A |Bz—[ Bl ¢ |D1| | 4
L Cycle time T Time.

>

89

FIGURE 5.12 Example of state transitions fora; >a;,b, > b;,c, >c, andd; > d,.

having red lights. Figure 5.13 illustrates this procedure for simplified conditions,
ie., at a crossing of two one-way streets. It is assumed that phase 4 has green
light for the moment. The decision to extend the green by the time increment At is

based on an evaluation of the objective or cost function Q 4 defined as follows:
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FIGURE 5.13 Selfoptimizing phase timing strategy proposed by B?mg and Nilsson
(1976), illustrated by means of a simplified intersection (cf. egs. (5.6)~(5.9)).

Q4 =G4 4v>8 40, 64p) — Lp(npy, npy, Npp, Angy, Angy,) (5.6)

where G 4 is the gain obtained for phase 4 and Lp is the corresponding loss result-
ing from an enlargement of phase 4 by Ar seconds for the alternative phase, i.e.,
for B.

The parameters § 4; describe the number of additional cars (6 4 ), buses (§ 4, ) or
other public transport means, and pedestrians (8 4p,) that can pass the intersection
if the green is extended by At seconds. The coefficients ng; denote the number of
queueing cars (npy), buses (ngp), and pedestrians (npp) in approach B that will
suffer an increased delay of At seconds if the prevailing green is extended. The
parameters Anp; are the numbers of extra vehicles (Ang,), and buses or trams
(Anpy) that will be forced to a full stop if the prevailing green is extended by At
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seconds. Bing and Nilsson (1976) defined the gain G4 and the loss Lg in the
following manner:

Ga=rglayday +apdap +apdapl +by8ay +bpdgp 6.7
LB = At[avnBv +ayngy +apan] + vanBv + bbAan (58)

where r4 is the time interval (red and intergreen) for phase A4 to get a green light
again if it is terminated immediately; a; are the costs of delay per second for cars
(ay), buses (@), and pedestrians (ap); and b; are the vehicle operating costs to bring
a car (by) or a bus (b},) to a complete stop and to resume normal speed.

A suitable choice of parameters a; and b; provides the potential basis for giving
priority to public transport means. To achieve this, the a; and b; have to be set up
in such a way that the conditions @y, > a, and by, > by, are valid.

The decision to extend phase A4 is made by the following rule, considering
restrictions of maximum green time:

= 0, extension of the running phase 4

(5.9)
<0, change to the next phase B

-]
The implementation of the phase timing and phase sequence generation algorithms
requires that all approaches to the intersection are continuously surveyed to obtain

estimates of the parameters §, n, and An given above.
Two methods can be used:

® derivation of 8, n, and An from passage detectors D, -D, installed at certain
distances in front of the stop lines (cf. Figure 5.13)

® direct measurement of the parameters §, n, and An by means of so-called
analog long-loop detectors encircling each lane in the approaches (cf. Bing and Nils-
son 1976 for more details)

4. Comparison of fixed-time (FT), vehicle-actuated (VA), and selfoptimizing
control, The basic features of the three control principles are illustrated in Figure
5.9. The main differences may be summarized as follows:

® Detector expenses: FT systems do not require detectors, while VA systems
demand at least one detector per approach. The implementation of selfoptimizing
control principles requires significantly higher installation costs: at least two
normal loop detectors or aso-called long-loop detector are needed for the individual
approaches.

® Controllers: FT and VA traffic light systems require modest local data
processing capabilities, i.e., the corresponding local controllers can be designed in the
conventional way as hard-wired logic. A selfoptimizing control algorithm is character-
ized by a large number of logic and arithmetic operations, which have to be per-
tormed within a second: hence the local controller has to be designed as a
microcomputer based system.
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® (Control efficiency: The efficiency of the individual control principles depends
on (1) the topology of the specific intersection, and (2) the traffic conditions. For
simple intersections and average traffic volumes, fixed-time control may be an
optimal compromise between installation costs and control efficiency. However,
under complicated conditions the implementation of a selfoptimizing control
strategy can become useful and necessary.

Table 5.1 illustrates this fact by means of results obtained in a comparative
study carried out by Bang and Nilsson (1976). They found that their selfoptimizing
procedure called TOL (traffic optimization logic) can give substantial reductions in
average delay and the proportion of stopped vehicles as compared with conventional
FT and VA control. By increasing the bus weighting factors ay, and by, in eqgs. (5.7)
and (5.8) further improvements can be gained for buses. These improvements are
often cost-effective even if only the reduction of vehicle operating costs (largely
energy consumption) is considered (cf. Bdng and Nilsson 1976 for more details).

5.3.5 COORDINATED CONTROL METHODS: BASIC FEATURES
AND CURRENT TRENDS

The implementation of the three basic control concepts discussed in paragraph
5.3.2, requires methods for signal plan precomputation, modification, and on-line
generation. The basic features of the corresponding methodology are summarized
in the following with regard to coordinated control of networks and arterial streets
(cf. Figure 5.14).

TABLE 5.1 Results of Field Tests obtained by Bang and Nilsson (1976) for Three
Control Modes*®

Traffic flow Average delay Proportion

(vehicles/hour) (seconds/vehicle) stopped (%)
Control mode Cars Buses Cars Buses Cars Buses
Fixed time 2600 18 21.5+09 204 + 2.0 68 63
control (FT)
Vehicle actuated 2740 12 20.2+ 3.0 20.0 + 3.0 67 62
control (VA) (10%) 6N 94) 98) 99 98)
Selfoptimizing 2620 20 15504 122+ 1.2 59 55
control by TOL (101) (111D a2) 60) (87) 87
method

2Fjgures in parentheses give the values as a percentage of the value obtained using FT.
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FIGURE 5.15. The bandwidth maximization method (cf. Little et al. 1964, Bleyl
1967, Brooks 1965, May 1974, Inose 1974, Schnabel 1975).

1. Precomputation of fixed-time control algorithms. The key problem in develop-
ing fixed-time control systems is precomputing signal plans from historical traffic
data. These signal plans are described by (1) a common cycle time and (2) a set of
offsets, and splits. The required synchronization of traffic lights mainly depends on
optimal selection of the offsets.

Two basic, systematic, methods for determining the offsets of coordinated
signals are known:

¢ maximization of green bandwidth
® minimization of delay using delay-offset functions

The concept of bandwidth maximization has been used fairly extensively on
single routes. Figure 5.15 illustrates the basic idea: there is a particular time period
during which a vehicle is able to continue without stopping at any intersection if it
maintains a fixed speed. This time period is called the through band, and its ratio
to the cycle length is called the bandwidth. If a sufficient bandwidth can be pro-
vided, i.e., the traffic volume is so small that it can be included entirely in the
through band, then almost all vehicles can go through all the intersections without
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stopping. Thus, this is the optimal synchronization scheme, resulting in a maximal
bandwidth. Efficient methods for designing maximal bandwidth signal plans have
been developed by Little et al. (1964), Bleyl (1967), Brooks (1965) and others
(cf. May 1974 and Figure 5.14).

The second basic method, i.e., minimization of delay using delay-offset functions,
has been developed more recently and can be used not only for arterial streets but
also for complete networks. The method uses an objective function to measure the
deviations from an ideal set of offsets. The objective function is minimized by
mathematical optimization techniques, such as “hill climbing” methods. Probably
the best known and most widely used method of this type is the TRANSYT (traffic
network study tool) method of Robertson (1969) (cf. Section 6.2). In essence
TRANSYT is an optimization technique for computing signal offsets and splits for
minimum delay and stops in a network. The procedure has two main elements : (1)
the simulation model, which is used to calculate the performance index of the
network for a given set of signal timings; and (2) a hill climbing optimization
process, which leads toward optimal signal phasing and offsets. As a performance
index the following expression is used:

0= 2 (@+ke) (5.10)

where d; is the average delay in passenger-car-units-hours per hour on the ith link of
the network; c; is the average number of passenger-car-units-stops per second on
the ith link; k is a weighting factor. (cf. Robertson 1969, and Section 6.2 for more
details.)

A third method, which models traffic behaviour and optimizes the fixed-time
settings of the traffic signals in an urban road network, uses the SIGOP (traffic
signal optimization program) model developed in the USA (cf. SIGOP 1966, May
1974). SIGOP also determines offsets by a hill climbing technique, and calculates
splits independently of the offset optimization. All signals are assumed to work on
the same cycle, but several cycle times are evaluated in one computer run.

Other important methods are:

® the combination method developed as part of the work for the Glasgow
area traffic control system (cf. Hillier and Rothery 1967, Robertson 1967, Allsop
1968, and Section 6.2)

® the mixed-integer linear programming method of Gartner and Little (cf.
Gartner et al. 1975)

e the UTCS-1 (urban traffic control system) model (cf. Bruggeman et al. 1971,
and Section 6.1)

e the Canadian SIGRID method developed for the Toronto system (cf. Rach
et al. 1974, 1975)

2. Traffic-responsive modification of fixed-time plans. The methods in this
category use fixed-time plans obtained by one of the above-mentioned techniques,
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and modify them by means of local detector measurements. Two methods should
be mentioned here (cf. Section 6.2 for more details):

¢ the vehicle-actuated flexible progressive system (FLEXIPROG)
e the EQUISAT method

3. Fully traffic-responsive signal plan generation. The methods in this group
allow the signal settings to be calculated from traffic detector data in a real-time
and on-line operation mode. The following techniques should be mentioned here
(cf. Holroyd and Robertson 1973, Rach et al. 1976):

® The dynamic plan generation method, which has been developed for the
Madrid area traffic control system (cf. Valdes and de la Ricci 1970, Fuehrer 1970),
calculates cycle times and splits according to the principles given by Webster and
Cobbe (1966 in Section 6.2). Offsets are determined to minimize delays or stops
using measured or estimated speeds and a model of traffic behavior down the link.

® The PLIDENT (platoon identification) method (cf. Section 6.2) identifies the
movement of platoons of traffic on the network and, by predicting arrival times,
tries to operate the signals so as to pass the platoon unimpeded on the higher
priority routes.

® The ASCOT (adaptive signal control optimization technique) developed by
Stanford Research Institute (cf. Ross et al. 1973) and the above-mentioned UTCS
software package try to achieve very flexible modes of control (cf. case description
in Section 6.1).

® The RTOP (real-time optimization program) developed for the Toronto
area traffic control system (cf. Rach et al. 1976) computes the signal timing para-
meters (cycle length, offsets and splits) for a finite control period of 5-30 minutes.

® The Tokyo multi-criterion control method uses not one but a whole hierarchy
of control criteria and corresponding control modes (cf. Inose and Hamada 1974,
Nakahara et al. 1970, and paragraph 6.2.1).

4, Comparison of fixed-time and traffic-responsive control methods. Evaluating
the methods discussed above with regard to control efficiency, implementation
costs, etc., represents a very complicated and complex task. Considerable research
effort has been made during the last 5-10 years to solve this task by means of both
simulation studies and full-scale tests.

In a comprehensive Canadian study made in Toronto the methods SIGOP,
TRANSIT, Combination, and RTOP were evaluated under real traffic conditions
(cf. Rach 1974, 1975, 1976).

The case descriptions included in Chapter 6 of this monograph present further
experiences with the methods described above in the USA, UK, and Japan. From
these experiences and results published elsewhere, it can be concluded that there
is no optimal or best method. The various methods are characterized by both
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advantages and disadvantages. Nevertheless, in many cases TRANSYT was delivering
the most efficient fixed-time control algorithms, and very often the fully traffic-
responsive methods did not fulfill their expectations. However, other applications,
as for example in the Tokyo system, have demonstrated high efficiency for real-
time and on-line methods (cf. case descriptions in Chapter 6 for more details).

It is expected that the introduction of a new hardware generation, i.e., that of
spatially distributed computer control systems, will provide a new driving force for
further development of the existing control methodology, leading to a new gener-
ation of methods and software packages. This new software generation will doubtless
be characterized by higher traffic adaptability and lower hardware and software
costs.

54 FREEWAY TRAFFIC FLOW CONTROL

If the variables volume, density and mean speed, which characterize the traffic
flow state on freeways, violate certain limits, then the danger of congestion and
accidents increases rapidly, and the installation of freeway traffic flow control and
surveillance systems becomes desirable or even necessary. These critical values are
as follows (cf. reference Krell 1971, to Chapter 4): volume = 3,000 vehicles per
hour per two lanes; density = 50 vehicles per km per two lanes; mean speed < 60
km per hour.

Three basic control concepts have been developed for improving traffic flow in
these cases (cf. Figure 5.1):

® ramp metering, i.e., controlling the inflow rates of traffic entering the free-
way via the various entrance ramps

® speed and lane-changing control, i.e., traffic-responsive regulation of the
maximum driving speed and use of the individual lanes of a freeway, a tunnel, or a
bridge, respectively

® merging control, i.e., controlling the process of merging in a dense traffic
stream

The main features of these control concepts are discussed in the following.

5.4.1 RAMP METERING

5.4.1.1 Control Concepts. The capacity of a traffic lane decreases if the traffic
density becomes larger than an optimal value. This well-known phenomenon,
illustrated by the fundamental diagram of traffic flow given in Figure 1.1, explains
the occurrence of natural congestion on freeways and in tunnels when too many
cars enter traffic links. The aim of a ramp metering system is therefore to maintain
traffic demand along all parts of the freeway below the critical levels by means of
traffic lights at the entrance ramps (cf. Figures 5.1, 5.16 and 5.17). If such a traffic
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FIGURE 5.17 Concept of distributed freeway inflow control (cf. Donner 1975).

light is switched to green for a period of about two seconds, then one car is permit-
ted to enter the traffic link. By changing the frequency of green, a suitable inflow
rate, i.e., an optimal number of cars entering the freeway per unit time, can be
selected. This control concept may be applied in a slightly modified version to
tunnel traffic flow control, as illustrated by Figure 5.18; here inflow traffic metering
is established by means of a traffic light installed in front of the tunnel entrance.

5.4.1.2.  Methodoilogy. Two types of optimization problems have to be solved in
developing optimal ramp metering algorithms:

1. Static optimization and open-loop control (cf. Gershwin 1975, Isaksen and
Payne 1972, 1973, Payne and Thompson 1974). Using demand patterns obtained
from historical traffic data, nominal values for the inflow rates u; have to be deter-
mined in such a way that the overall traffic throughput is maximized. This gives sets
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of nominal control variables «;, and nominal traffic state variables, i.e., freeway
section speeds Xs; and densities xp; (cf. Figure 5.16), These variables are, of course,
no longer optimal if disturbances, e.g., accidents, occur. For such situations (2)
should be used.

2. Dynamic optimization and feedback control (cf. Gazis and Footh 1969,
Houpt and Athans 1975, Isaksen and Payne 1972, 1973, Looze et al. 1975, Payne
et al. 1973, Tabak 1973). The task of this control system is to minimize deviations
between the nominal, precomputed state variables, i.e., section speeds Xg; and
section densities X ;, and their actual values by real-time computation of corrections
to the nominal values of the control variables u} (cf. Figure 5.16).

Simulation studies carried out by Isaksen and Payne (1973) suggest that a feed-
back control system can lead to promising results in avoiding congestion caused by
certain incidents, e.g., an accident. In a study for a Los Angeles freeway they
assumed that three of the four lanes in section 12 became blocked for about 30
minutes, causing congestion in the previous (upstream) sections after a certain
delay. This is illustrated in Figure 5.16, which shows the time dependence of the
mean traffic speed in the upstream section 4. In the case of fixed-time (open loop)
control the speed decreases to about 5 mph 50 minutes after the incident happened;
after 60 minutes it remained for some time at 20 mph below the initial speed (cf.
curve 2 in Figure 5.16).

However, the feedback control system can obviously avoid such serious distur-
bances by optimal limitation of the inflow rates at the on-ramps lying upstream
from the section where the accident happened (cf. curve 1 in Figure 5.16).

In spite of these promising results, the following statements should be considered:

® Static optimization and open loop control lead in many cases to an essential
improvement in the stationary traffic flow conditions (cf. Chapter 7).

® Dynamic optimization and feedback control can become important under
non-stationary flow conditions, e.g., in the case of accidents; therefore feedback
control may primarily be considered as a tool of emergency control.

Moreover, one has to take into account that the implementation of complex

feedback ramp metering systems is still hindered by some serious methodological
difficulties associated with the following:

® [t is not possible to take direct measurements of the state variables section
densities xp;, and section speeds %g; needed for the feedback control algorithm.
Traffic detectors permit the measurement of traffic volumes x-; and mean speeds
xg; only at fixed points, i.e., at the section boundaries (cf. Figure 5.16).

® The parameters of the mathematical traffic flow models, which are required
for solving the above-mentioned dynamic optimization problem, change with
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weather conditions, traffic incidents, etc. They have to be determined in a real-
time and on-line operation mode.

For these two reasons, the implementation of optimal feedback ramp metering
systems requires the solution of a combined state and parameter estimation prob-
lem, by applying the extended Kalman filter (cf. Orlhac et al. 1975, Payne et al.
1975). This estimation task is still the subject of fundamental research (cf. Chang
and Gazis 1975, Gazis and Knapp 1971, Nahi and Trivedi 1973, Szeto and Gazis
1972, Orlhac et al. 1975, Payne et al. 1975). Therefore in most practical appli-
cations feedback ramp metering algorithms are implemented in a simplified manner
using heuristic control methods. The simplest version of these heuristic algorithms
is a bang-bang control principle, e.g., the ramp is closed for a certain period of time
if congestion occurs in the flow direction.

A more sophisticated heuristic algorithm developed for metering tunnel traffic
inflow is illustrated in Figure 5.18. This algorithm determines the admissible
values of the control variable “inflow rate” u by means of the product (2, —xp,)
(@; —xpa) (@3 — xp3), which contains the differences @; — xp; between nominal
section densities#; and real, i.e., estimated, section densities x ;. Different threshold
constants Cq, . . ., C4 and hysteresis factors Dy, ..., D4 avoid frequent changing
of inflow rates and ensure the stability of the control process.

A main direction of current research and development work is the creation of
spatially distributed ramp metering systems (cf. Figure 5.17). Here it is assumed
that at each on-ramp a microcomputer is installed to evaluate detector measure-
ments, and control on-ramp traffic lights. These local microcomputers can memorize
the nominal control variables and change them during the course of the day. Thus
the tasks of the higher level computers shown in Figure 5.17 may be restricted to
coordinating the operation of the local microcomputers and solving the dynamic
optimization tasks affecting many or all freeway sections. This control structure
leads to the important advantage that the data exchange between the local micro-
computers and the higher level computers can be achieved by means of two-wire
telephone cables (cf. Donner et al. 1975). Thus it is expected that replacing the
centralized ramp metering system according to Figure 5.16 by the distributed con-
trol system shown in Figure 5.17 will lead to significant savings in installation costs.

5.4.2 SPEED AND LANE USE CONTROL

This control principle aims to improve traffic flow and safety by means of the
following measures:

e limiting the speed if traffic densities exceed critical values or if weather con-
ditions are bad

e forbidding overtaking maneuvers or prescribing the use of certain lanes

® providing drivers with information on traffic conditions and emergency
situations, e.g., accidents in the direction of traffic flow
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(cf. Le Pera and Nenzi 1974, and references Everall 1972, and Krell 1971, to
Chapter 4).

Figures 5.19 and 5.20 illustrate two traffic situations in which speed control or
combined speed and lane changing control are suitable tools for increasing traffic
safety and reducing the negative effects of congestion and accidents. If shock
waves, e.g., caused by accidents, occur (cf. Figure 5.19), then driving speeds in the
upstream sections have to be reduced as early as possible in order to reduce the
probability of rear-end accidents and the duration of lane blockages. If only one
lane is blocked by an incident then a combination of lane changing and speed
control is required, as illustrated by Figure 5.20.

The implementation of the speed and lane control systems shown in Figures
5.19 and 5.20 requires the corresponding part of the freeway to be divided into
certain sections, and changeable road signs and traffic detectors to be installed at
the section boundaries. Because of the large spatial extension of such control
systems, local microcomputers are used in order to reduce the costs of the necessary
data links.

Lane use control not only represents a tool for emergency control but also a
measure for increasing traffic link capacity and for giving priority to public trans-
port means and car pools. The following control principles are used (cf. reference
Krell 1971, to Chapter 4).

1. Reversible lanes. Three possibilities may be distinguished :

e tidal flow at fixed locations using permanent equipment at fixed times

@ tidal flow at fixed locations using permanent equipment at times selected
according to traffic conditions

® reversible lanes working at bottlenecks arising from major road works requir-
ing temporary equipment

2. Reserved lanes. The corresponding control problem is to assign special lanes
to special classes of vehicles (buses, car pools, etc.) at certain periods of time. This
assignment problem can be handled as a planning problem in which special lanes
are permanently reserved for special vehicles, or as a traffic-responsive control task
where the lane reservation is made according to the traffic conditions.

Another method of speed and lane use control does not use changeable speed
and lane use signs but variable message signs presenting driving recommendations
in words.

By means of computer controlled bulb matrix message signs, the following types
of information can be displayed in sections located upstream of an incident (cf.
Grover 1973, Green 1973):
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FIGURE 5.19 Concept of speed control by means of changeable, computer-con-
trolled speed signs.
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The primary benefits from providing motorists with information are expected
to be reductions in:
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FIGURE 5.20 Concept of combined speed and lane use control.

® motorist aggravation

® secondary accidents

® delays, by providing diversions to alternate routes, or by reducing demand to
permit rapid recovery after an incident

The creation of these motorist information systems involves high installation costs.
Thus, they are only likely to be justified for more heavily traveled freeways such as
the Los Angeles urban freeways (cf. Green 1973).

Most of the speed and lane control systems of the type shown in Figures 5.19
and 5.20, as well as those of the motorist information systems, are operated in a
semi-automatic way, i.e., the decision to change the speed and lane use signs or the
variable message signs is made by operators using information sources such as

® detector measurements
e information provided by local TV cameras, helicopter pilots and ground
patrols

A key problem in trying to improve the efficiency of the systems sketched above
is to reduce the time required to discover an incident, e.g., an accident. Therefore
the creation of reliable automatic incident detection systems represents one major
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effort in the development of freeway surveillance and control systems (cf. Green
1973, Foth 1974, Kahn 1974, Payne 1976, Payne et al. 1975).

Such an incident detection system identifies the location of an incident within
a minimum of time and with a low probability of a false alarm. Several heuristic
algorithms have been developed and implemented. The basic principle of these
algorithms is to compare traffic features — simple functions of traffic detector data
— to thresholds. This is illustrated by means of the so-called California incident
detection logic developed for and implemented in the Los Angeles Area Freeway
Surveillance and Control Project (cf. Figure 5.21, and Kahn 1974, Foth 1974,
Green 1973). This algorithm uses the one minute average occupancy OCC (i, t)
obtained for the detectors i = 1,2, ..., n at time interval ¢ as the relevant traffic
variable, where the occupancy measurements are updated every B = 20 seconds.

For two adjacent detectors i and i + 1, with / counted in the direction of travel,
three conditions for the occurrence of an incident can be identified by means of
heuristic considerations:

OCCDF =0CC(,t)—0CC(i+1,0)>K, G.11)
_0CC@, 1) —0CCGE+1,1) S
OCCRDF = 0CCG, ) 100=>K, (.12)

OCC(i+1,t—B)— OCC(i +1,1)
OCC(i+1,t —B)

If all three conditions are satisfied then the existence of an incident is assumed and
an alarm lamp is switched on in the control center (cf. Figure 5.21).

The threshold constants Ky, K, , and K3 are functions of both location and time
of day. The performance of an incident detection algorithm, in terms of the detec-
tion and false alarm rates, depends directly on the choice of these thresholds (cf.
Payne 1976). The incident detection algorithm sketched here has been extensively
tested in the Los Angeles Area Freeway Surveillance and Control Project mentioned
above, with the following results: Over 80 percent of all verified incidents were
detected in under four minutes. A detection rate of over 90 percent was achieved
for congestion that caused incidents, with a false alarm rate of 32 percent (cf.
Kahn 1974, Green 1973).

DOCRDF = 100>K, (5.13)

5.4.3 MERGING CONTROL

Modern freeways are approximately twice as safe to travel on as conventional
highways. However, the entrance ramp, where the motorist makes the transition
from the conventional highway to the freeway, very often experiences high accident
rates. This is especially true when a queue of vehicles builds up on the ramp,
waiting to enter a crowded freeway. About 20 percent of urban freeway accidents
in the USA at the beginning of the seventies occurred on entrance ramps and
acceleration lanes (cf. FHWA 1971). This motivated the development of merging
control systems, with the following aims:
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FIGURE 5.21 Concept of incident detection, illustrated by the so-called “California
logic” (cf. Kahn 1974, Payne 1976, Green 1973).
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@ to assist drivers to merge with a high density traffic stream, especially under
poor visibility conditions caused by ramp-freeway geometry or the weather

@ to keep the main traffic stream within a stable and undersaturated state of
flow, thus maximizing traffic throughput in the corresponding freeway section

The merging control task has two parts (cf. Figure 5.22):

e to analyze the traffic flow conditions in the right freeway lane in front of
the merging point by means of special detectors the merging control computer has
to identify sufficiently large gaps within the vehicle stream moving along the right
lane

e to control the movement of on-ramp vehicles in such a way that they will
meet safely with moving gaps at the merging point

The second part of the control task can be solved by either open-loop control or
closed-loop control of on-ramp vehicles.

5.4.3.1 Open-Loop Control of On-Ramp Vehicles. The simplest version of this
control principle uses as a driver display a conventional (green-yellow-red) traffic
signal, which is installed at the rampside. A driver who intends to enter the freeway
must stop his car if the red light is switched on. When a sufficiently large gap occurs
then the computer determines the moment when the traffic light should be changed
to green and the waiting driver allowed to start the merging process by accelerating
his car (cf. Figure 5.22). The car will reach the merging point on the freeway at the
same time as the predicted gap if the driver uses assumed average values for the
acceleration and speed of his car (cf. Drew 1968).

To reduce the difficulties that could result from wrong speed and acceleration
values, a more advanced version of open-loop control systems uses a band of green
lamps moving at the required speed. Figure 5.22 illustrates the functioning of this
so-called green band system.

The complete driver display installed along the left side of the on-ramp has the
following units:

¢ a sigcn RAMP CONTROLLED WHEN FLASHING, which informs the driver
whether the ramp is controlled or not

® a green band display unit covered with green acrylic panels that are illumin-
ated from the inside by incandescent flood lights

® an advisory speed sign showing GREEN BAND SPEED . ..

o an illuminated MERGE WITH CAUTION sign

Such an on-ramp installation permits three states of operation: (1) moving; (2)
stopped gap-acceptance; (3) fixed-time metering (cf. FHWA 1971).
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1. Moving state. By means of measurements obtained from the detectors installed
on the right freeway lane, the control computer calculates the length of each gap
and the speed of progression. Then the computer activates the rampside driver
display to illuminate bands of green, which represent movements of acceptable gaps
in the freeway traffic. The advisory speed sign displays the green band speed setting
to the ramp driver before he reaches the green band display. If the driver keeps the
position of his car within the limits given by the moving green band, then he will
reach the identified gap safely.

2. Stopped gap-acceptance state. When the volume of freeway traffic increases
and the speed drops, the number of acceptable gaps decreases. Therefore the
operation of the system shifts to the stopped gap-acceptance state. In this state,
the ramp traffic signal remains red until the arrival of a ramp vehicle at the check-
in ramp detector (cf. Figure 5.22). If the computer identifies an acceptable gap,
then the waiting car is released with a green traffic light and an accelerating green
band. If no gap is available within a predetermined time, the traffic signal releases
the vehicle with a green indication; however, no green band is generated and the
MERGE WITH CAUTION sign is switched on.

3. Fixed-time metering state. When the volume of freeway traffic increases
further and the speed drops below the range for the stopped gap-acceptance
state, the merging control system shifts to the fixed-time metering state. When a
ramp vehicle arrives at the check-in detector, the traffic signal is switched from red
to green after a short delay that depends on the metering rate. After the vehicle has
passed the check-out detector the traffic light goes to red again.

54.3.2 Closed-Loop Control of On-Ramp Vehicles. In this control concept the
computer monitors the movement of ramp vehicles by pairs of loop sensors installed
along the ramp. Thus the computer can identify the vehicle length, speed, and
expected time of arrival at the merge point as well as deviations from the nominal
values resulting from the movement parameters of the corresponding gap. To
minimize these deviations, so-called pacer lights are used. These pacer lights are
individual traffic signal heads that are installed along the left rampside and that can
be illuminated in sequence to give the illusion of a single light to which the driver
can match his vehicle’s speed. This display thus paces the driver by indicating how
fast his vehicle should move to fit into the assigned gap. If the computer is unable
to find an acceptable gap in the freeway traffic, it switches a conventional traffic
signal to red to stop the vehicle on the ramp until an acceptable gap is found. It
may happen that no acceptable gap can be identified within a preset time. In such
a case the stopped vehicle is released without a pacer light and the MERGE WITH
CAUTION sign is activated as the vehicle crosses the last pair of ramp sensors.

5.4.3.3  Efficiency of Open- and Closed-Loop Control Systems. The pacer and
green band systems described above were tested at an entrance ramp in Woburn,
Massachusetts (USA) with the following results (cf. FHWA 1971):
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e The control efficiencies of the two systems are approximately equal. This is
illustrated by the relation between the cumulative sensor occupancy, corresponding
to the on-ramp waiting time, and the on-ramp volume. The decidedly steeper slope
of the “no control” curve at high on-ramp volumes illustrates the capability of
merging control to reduce delays and to increase on-ramp capacity.

® Of the drivers who were using both the pacer and the green band system there
was a general preference for the green band system, as illustrated in the correspond-
ing diagram given in Figure 5.22.

e No merging accident occurred during the test phase, which covered several
months.

In spite of the benefits summarized here, merging control systems have not yet
found widespread application. This is mainly because of high installation costs. In
general, the much simpler fixed-time metering system, which does not need green
band and pacer lights, is preferred (cf. Cook et al. 1970, Drew 1968, Fowler 1967,
Gervais 1964, Masher et al. 1975, McDermott 1968, Messer 1969, Newman et al.
1970, Pinnell et al. 1967, True and Rosen 1973, Wattleworth 1971, Wiener et al.
1970, Yagoda 1970).

5.5 VEHICLE CONTROL

This section presents a survey of the control tasks occurring at level 3 of the hier-
archy shown in Figure 5.1. Three categories of problems can be distinguished:

® headway control
® engine/power train control
® antiskid braking control, and further control and surveillance tasks

5.5.1 HEADWAY CONTROL

The objective of this control task is to assist individual drivers in choosing adequate
headways when driving in a string of vehicles.

The main control criteria concern safety, i.e., reducing the danger of rear-end
collisions. Moreover, vehicle headways are closely related to traffic throughput, i.e.,
a second control criterion is preserving the road capacity. The safety and the
capacity problems may be characterized as follows.

1. Safety problem. Car driving in a string of vehicles is a complicated control
process. The dynamics of this man-machine system can be described using the
results of the so-called microscopic traffic flow theory (cf. Gazis 1974). In the
microscopic modeling approach it is assumed that every driver who finds himself
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in a single-lane traffic situation reacts to a stimulus from his immediate environ-
ment according to the relation

Reaction of driver i at time ¢ = A; {Stimulus at time ¢ — 7;)

The reaction of the driver may be expressed by the acceleration, §; (¢), of his car.
The parameter A; describes the sensitivity of the driver’s reaction to a given stimu-
lus, and 7; is a reaction time lag.

It has been shown that the main stimulus is caused by the speed difference
v;_ — v; resulting in the well-known linear car-following model

§40) =viH (5.14)
bit) = N{vim (¢ =) —vilt — 7))}
and leading to the speed-transfer function

_ L} _ M\exp(=pr)
GilO)= Lo () 7+ exp () (5.15)

which describes the dynamics of a two-car system (cf. Figure 5.1, level 3.1, and
Gazis 1974, Strobel 1977, Ullmann 1978). It is well-known from the fundamentals
of control theory that a system described by eq. (5.15) will become unstable for
A7; > @2, resulting in collisions of the two-car system. The dynamics of a long
queue of vehicles can be determined by means of eq. (5.15) using certain values of
A; and 7;, and assuming special driving maneuvers of the leading car. Figure 5.23
illustrates such an example for 7/2 > A7; > 0.5. Although the two-car system
remains stable and collision free, collisions may occur at the end of the queue (cf.
positions of cars numbers 7 and 8 in Figure 5.23). Instability and collisions occur if
a driver reacts too slowly (large 7;) or too sharply (large A;) to speed changes of the
leading car: small speed changes of the leading car are then amplified, resulting, for
long strings of vehicles, in collisions between the cars at the end of the queue.

If one assumes the same model for all drivers, i.e., \; = A and 7; = 7, then this
result occurs as soon as A7 > 0.5 — a value of the same order of magnitude as the
experimentally determined values given by Herman and his co-workers (cf. Gazis
1974, p. 89 .

2. Capacity problem. The danger of a rear-end collision can obviously be reduced
by choosing large headways. However, large headways lead to a reduction of
traffic throughput. According to the well-known equation

14 vV

C= i H., L+mto?

(5.16)

the lane capacity depends on speed v, average car length L, and the minimal head-
way Hi = 7v + cv?. Here 7 represents the time lag mentioned above of the driver
and c is inversely proportional to the maximum rate of deceleration.

Figure 5.24 illustrates that the road capacity reaches a maximum at a certain
speed. This maximum can be increased by reducing the driver’s time lag 7.
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Summarizing, one may state that fulfilling both the safety and the capacity
criterion requires two types of measures:

® reducing the time lag 7 and increasing the accuracy in estimating the state of
movement of the leading car, i.e., improving the state observer functions of the
human controller

® assisting the drivers in selecting a proper reaction to given stimuli, i.e., in
selecting suitable controller parameters A and 7 with Ar < 0.5 (improving the con-
trol algorithm used by human drivers)

Three concepts have been developed to achieve the improvements mentioned here
(cf. Figure 5.25):

1. Headway control by means of head-up displays: This concept uses a so-called
head-up display in the form of two vertical lines, which are projected at the car’s
windscreen by means of a specially designed optical device. An electronic control
unit changes the horizontal distance d between these two lines as a function of the
driving speed. If the windscreen projection of the leading car remains between the
two vertical lines then the distance between his own car and that immediately in
front is sufficiently large. A violation of the head-up display lines by the wind-
screen projection of the leading car warns the driver that the headway is too short
and that a speed reduction is required.

Further concepts for driver displays that are aimed at stabilizing and improving
traffic flow have been described and studied by Rackoff and Rockwell (1973),
and Rockwell and Snider (1969) (cf. Ullmann 1978).

2. Radar distance-warning system: A disadvantage of the head-up display is that
the distance to the leading car can be estimated only roughly by drivers and a very
large part of a driver’s attention has to be devoted to this task. Thus the second
concept aims to automate both the distance and speed estimation process. Exten-
sive research and development work was devoted during the last 5-8 years to
creating the corresponding onboard radar systems (cf. Figure 5.25, and Hahlganss
and Hahn 1977, Ives and Jackson 1974, Neininger and Pahlig 1977, Radtke 1977,
Shefer et al. 1974, Wiichner 1977, Wocher 1977).

The radar distance and speed difference measuring system faces both technical
and human-engineering problems. The technical problem is to supress false alarms
that may occur when driving through curves, over hills, etc. The solution to this
task requires powerful radar data evaluation logic. For this purpose, onboard micro-
computers are used (cf. Figure 5.25, and Ives 1974, Radtke 1977, Neininger and
Pahlig 1977). The human-engineering issue is whether a radar-equipped automobile
will prevent accidents by timely warnings or create accidents by lulling drivers
into carelessness.

3. Microcomputer aided headway control: This concept avoids the human-
engineering problem in the following way. The onboard system not only warns
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the driver in critical situations but recommends optimal driving regimes to him.
This requires an onboard microcomputer for computing driving recommendations
from the radar measurements. Thus, such a system aims to improve the controller
function of the driver with regard to the two targets discussed above:

® keeping headways large enough to avoid rear-end collisions (safety problem)
® keeping headways small enough to maximize traffic throughput (capacity
problem)

Several authors recommend that automatic operation of the brakes should be
introduced in emergency situations (cf. Ives and Jackson 1974, Ullmann 1978).

Summarizing, one may state that the problems of headway control discussed
here are still open for fundamental research. It is assumed that radar warning
systems could be introduced at the beginning of the eighties for large vehicles
(tankers) transporting dangerous liquids or heavy materials. The installation of such
systems in series-manufactured middle-class passenger cars is not expected before
the year 1985 or so.

5.5.2 ENGINE/POWER TRAIN CONTROL

During the last 5-8 years, new requirements and new possibilities for the creation
of electronic engine control systems have emerged.

® The enactment of automobile emission laws and possible future fuel economy
legislation have generated, in several countries and especially in the USA, a strong
impetus to develop engine control systems for reducing emissions and fuel con-
sumption (new requirements)

® The creation of microcomputers seems to open the way for providing auto-
mobiles with powerful onboard control centers (new possibilities)

There are three control variables that can be used for influencing emission rates
and fuel consumption (cf. e.g., Laurance 1978):

e spark timing
® air-fuel ratio
® exhaust gas recirculation (EGR)

The relation between the engine output variables

o fuel consumption rate
® carbon monoxide (CO) emission rate
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air-fuel ratio at constant speed/load, constant EGR, with the spark advance main-
tained optimum (cf. Laurance 1978). (b) Simplified block diagram of the engine
control system.

® emission rate of oxides of nitrogen (NO, )
® emission rate of hydrocarbons (HC)

and the control variable air-fuel ratio isiltustrated in Figure 5.26. It can be observed
that CO is most sensitive to the air-fuel ratio. The emission of CO increases rapidly
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if the mixture is enriched, while HC is most sensitive to spark timing. However,
NO, cannot be efficiently controlled by changing the air-fuel ratio and spark
timing. Therefore exhaust gas recirculation has been developed to control this
pollutant.

It should be remembered, however, that NO, and HC are also heavily dependent
on the air-fuel ratio, asillustrated by Figure 5.26(a). This close interrelation between
control variables and the output variables (fuel consumption and emission rates)
leads to a complicated control problem, which can be formulated as follows (cf.
Laurance 1978):

For an arbitrary driving cycle, find the control law that minimizes fuel con-
sumption, subject to fixed constraints on the total amount of HC, CO, and
NO,. emitted over the cycle.

The microcomputers required to solve the complicated real-time data-processing
tasks generally use specially designed custom LSI circuits. The architecture of such
a 12-bit microprocessor in NMOS technology has been described by Laurance (1977).

One key problem in implementing engine control systems is to create sensors
and actuators. Some measurable engine variables are as follows:

engine crankshaft position and speed
engine manifold vacuum

exhaust gas flow rate

throttle position

But these engine observables are not simply related to the constraint variables, i.e.,
the emission rates of CO, HC and NO,.. Moreover, the sensor and actuator problem
concerns questions of high reliability and low cost for the automobile environment.
In spite of these not yet completely solved problems Laurance has stated (1978)
that

“with the advent of the fully integrated computer based electronic control
system for automobile engines, a new era in the approach to engine control
has begun”

(cf. Special Report on Automotive Electronics 1973, Temple and Devlin 1974,
Oswald et al. 1975, Moyer and Mangrulkar 1975, Prabhaker et al. 1975).

It is expected that the general introduction of microcomputer based engine con-
trol systems during the next ten years or so will make a major contribution to the
solution of the air pollution problems discussed in Chapter 1. Moreover, a reduction
of fuel consumption rates of the order of 10-20 percent is considered to be feasible.
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5.5.3 FURTHER CONTROL AND SURVEILLANCE TASKS

The availability of microcomputers onboard cars raises the question: What further
control and surveillance tasks can be solved by an onboard central computer?
Four categories of control tasks may be distinguished, which include the problems
of headway and engine control already discussed above (cf. Figure 5.27).

. Safety related tasks:

1
e headway control

e automatic antiskid braking

e driver’s fitness, prestart checking
@ air bag control

® seat belt supervision

Vehicle
location
radio

/’Onboard
driver display

4
Brakes | # Seat belts
1 7/

%/______..___.: Radar
/’

FIGURE 5.27 Survey of onboard control problems.
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. Car performance-increasing tasks:

engine/power train contol
speed control

chassis and suspension control
electronic voltage regulation

e ¢ 00

. Driver assistance and convenience tasks:

temperature control

diagnostic readouts

power seat positioning

fuel economy/drive radius readout
anti-theft alarm

electronic clocks, tachometers, etc.

® 0 0 0 00

n

. Route guidance and traffic control tasks:

® route guidance displays
® trip destination storage and transmission to stationary units (cf. Figure 5.3)

It is quite obvious that only a small number of the control tasks mentioned here
have the potential to contribute significantly to reducing the traffic problems
summarized in Chapter 1. During the next decade, major contributions can be
expected from the introduction of three computerized onboard systems:

® engine control according to paragraph 5.5.2

® route guidance within the framework of the CAC concept discussed in
Section 4.2

® headway regulation as described in paragraph 5.5.1
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6 International Area Traffic Control
Systems Experiences

The first computerized area traffic control system was put into operation in
Toronto, Canada at the beginning of the sixties. Since then more than one hundred
cities all over the world have successfully installed such systems. It is neither pos-
sible nor useful to present in this monograph a detailed survey of all area traffic
control systems currently in operation. The experience gained so far will merely be
sketched by a selected number of specially prepared reports describing the main
features of computerized traffic control systems that are in use in the USA, USSR,
UK, Japan, and in one developing country — Kenya. Each report covers the follow-
ing three topics:

® case histories dealing with the initial situation and the decision processes that
led to the installation of the individual systems

® the main topics related to the implementation and operation of the systems

® an evaluation of the operational experience regarding the contribution
achieved by the contro}l systems to solving the traffic problems summarized in
Chapter 1

6.1 USA EXPERIENCES: SAN JOSE AND UTCS*
6.1.1. BACKGROUND

In 1964 the City of San Jose, California, became the first US city to initiate a project involv-
ing digital computer control of a major traffic system. 1t seemed clear at that time that the
digital computer could overcome many of the shortcomings of the earlier (analog) devices and
open new vistas in traffic control/management capabilities. At present, there are more than thirty-

*Based on a case description specially prepared by J. L. Schlaefli, General Manager, Applied
Transportation Systems, Inc., Gulf + Western Industries, Inc., Palo Alto, California, USA.
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five major systems operating and over seventy-five additional systems in either the planning or
implementation stages. The US Federal government recognized early the potential of digita
computers in traffic control, and devoted significant resources to the development of its Urban
Traffic Control System (UTCS) project using Washington, DC as a demonstration site.

The San Jose and UTCS experiences have been chosen for the case descriptions to be pre-
sented here. They are unique, but are representative of the ‘‘lessons learned” in US area traffic
control. Brief system chronologies are presented in Table 6.1, followed in paragraph 6.1.2 by
system details. Operational experiences and lessons learned in area traffic control using digital
computers in San Jose and UTCS are then summarized in paragraph 6.1.3.

TABLE 6.1 Systems Chronologies

San Jose Area Traffic Control System Urban Traffic Control System (UTCS)

June, 1964 — Joint City/IBM system feasibility
study initiated
June, 1965 Initiation of signal control by

December, 1966

February, 1967
Novemer, 1967
1967-1971

August, 1971

June, 1972

computer

Feasibility study and initial control
experiments completed. IBM support

removed, including the IBM 1710

computer

Decision to install IBM 1800 computer

IBM 1800 computer fully operational

Minor research on surveillance July, 1968

February, 1970

July, 1970
June, 1971

July, 1971 to
ca. 1978

Major project to improve control
logic initiated. Cooperative effort
between Stanford Research Insti-
tute (SRI) and San Jose
Evaluation of new fixed-time sig-
nal plans completed. TRANSYT

settings installed November, 1972

Initial steps
taken to develop
UTCS

System design
specifications
completed
System installed
UTCS system
expanded to
include bus pri-
ority (BPS) and
new detectors
tested and added
to the system
Advanced soft-
ware develop-
ment and imple-
mentation

Initial UTCS
System (111 in-
tersections)
operational.
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TABLE 6.1 (Continued)

San Jose Area Traffic Control System Urban Traffic Control System (UTCS)

First generation
software devel-
oped.

August, 1973 Initial second
generation soft-
ware developed

September, 1973 First generation
software repro-

grammed in
Fortran IV
June, 1974 SRI software (ASCOT) completed,
tested and implemented in San Jose January, 1975 Evaluation of

the impact of
data error sensi-
tivity in UTCS
completed
February, 1975 Extensive evalu-

ation of first
generation con-
trol strategy
completed

May, 1975 to Continuing work on ASCOT back-

ca. 1978 ground control and sensitivities

6.1.2 SYSTEM DESCRIPTIONS

6.1.2.1 San Jose. The City of San Jose is located in Santa Clara County just south of San
Francisco, California. Santa Clara County has a population of over one million people, of which
San Jose accounts for almost one-half. Transportation in the area takes place principally on
roads, and there are over 750,000 registered vehicles in the County. On a typical 12 hour week-
day period, approximately one million vehicle counts are measured by the detectors of the San
Jose computer traffic control network. The computer traffic control system operates on a 63
intersection network as depicted in Figure 6.1.

Most of these intersections (i.e., about 50) are located in the downtown grid area, with the
remainder located on an arterial street (San Carlos) that serves as a primary access route to the
central area. While the efficiency of traffic operations is extremely important to the growth
and welfare of San Jose, some observers have stated its traffic problems are minor compared
with those found in most major urban areas. Nonetheless, it was estimated early in the San Jose
project that motorists using the network were absorbing a loss of nearly $20,000 in vehicle
operations cost and lost work time during a ty pical twelve-hour period.

As San Jose had the first area traffic control system developed in the United States, using a
general purpose digital computer, the system hardware used has now been superseded. None-
theless, the experience that has been gained to date is still worth considering by other potential
users of area traffic control systems. The original system configuration is shown in the block
diagram presented in Figure 6.2.

The traffic signals in San Jose are currently controlled by an IBM 1800 computer having a
32,768 word (16 bit) 2 microsecond core memory, an IBM disk cartridge data storage unit with
three removable disks, a card reader/punch, an IBM line printer, a logging typer, and an input/
output printer with keyboard. The IBM 1800 computer has been marketed extensively for pro-
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cess control applications, but is no longer in production owing to the introduction of new tech-
nology systems. The computer itself continues to be reliable and adequate for the San Jose
traffic control application. A simple display map showing intersection status and green phases is
also included in the system.

A simple relay-type hardwired communications system is used in San Jose. The intersection
controllers are of a modified electro-mechanical type commonly found in the United States.
Most of the controllers were part of a three-dial interconnected system already in existence,
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which was adapted for computer control by installing three relays in each controller. The hold-
on-line relay is used to disconnect the dial advance and release contracts from the drum motor,
and in effect switch from local to computer control. The advance relay is then used to step the
controller drum through a signal interval, and finally a monitor relay is used to determine when
the signal is in “main street green” (see Figure 6.2). There are several multiple phase controllers
along San Carlos Street. In these cases, a fourth relay was added to provide for an all-red condi-
tion during clearance of vehicles on a particular phase. This relay was also used later to imple-
ment phase skipping.

As mentioned above, a dedicated wire communications system with no multiplexing is used.
It should be noted that, in the above design, at least three wires are required between each con-
trolled intersection and the computer. In addition, one wire is required for each detector at the
intersection, and one wire is used as a common ground. At present, the system uses about 420
detectors for traffic surveillance, which makes San Jose one of the most highly instrumented
traffic control systems in the world.
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San Jose provided the test location for the initial development of the IBM traffic control
system software. As can be seen from the chronology in Table 6.1, this software was used in
San Jose for nearly ten years and was then modernized by a major project. The joint effort
between the city and IBM involved close cooperation between city traffic engineers and the
system developers, but much of the work and management of the development was done
by IBM. The traffic control center is remote from the focal point of the traffic and transporta-
tion activities in San Jose. It has an engineer in charge, supported by three programmers and
one, part-time, electronics technician.

6.1.2.2 Urban Traffic Control/Bus Priority System. The Urban Traffic Control/Bus Priority
System (UTCS/BPS) has been developed by the Federal Highway Administration (FHWA) using
a traffic network in Washington, DC. The system became operational in late 1972 and inclu-
ded 111 intersections, about 500 vehicle detectors, 144 bus detection receivers, and 450 buses
equipped with transmitters operating in the central area and within Wisconsin Avenue in Wash-
ington. This initial control area is depicted in Figure 6.3.

This traffic control network is one of the most congested in the United States and, during
1ecent years, traffic operations in the area have been complicated even more by subway con-
struction. Since the system is well documented, only a summary of the equipment used and the
operation of the system need be included here,

Traffic surveillance elements of UTCS include magnetic loop detectors, magnetic bus detec-
tors/receivers and bus detection transmitters. The control center houses dual Xerox Sigma V
computers with 65K words of main memory each. Peripherals include cathode-ray tube con-
soles, a large map display, a control panel designed for operation by traffic engineers, magnetic
tape and disk units, and high speed printers. New, three-dial electro-mechanical controllers
similar to those used in San Jose were installed at each of the controlled intersections in the
system. The UTCS communications system uses leased telephone lines over which signals are
multiplexed by frequency division multiplexing (FDM), which uses different frequencies to
represent different data bits.
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A systems contractor was employed who had responsibility for all procurement, installation,
and system integration for UTCS. While most of the equipment used was “‘off-the-shelf>’, the
requirement to incorporate bus priority into UTCS called for development of a special trans-
ceiver for detecting buses in the traffic stream. A functional block diagram of the system is
presented in Figure 6.4.

During development, FHWA project staff and the systems contractor worked closely with
the Washington, DC, traffic engineering staff to coordinate this major undertaking. Once the
system was completely installed and operational, the major efforts of the project were devoted
to testing system effectiveness and to developing new software that could be applied to other
installations throughout the United States. This work included developing and using simulation
techniques to evaluate traffic control strategies of standard and new signal control strategies,
and in turn evaluating them through a comprehensive manual and computerized analysis of
traffic operations data. Throughout the development and testing, UTCS was under the oper-
ational control of FHWA. Management of day-to-day operation of the system was contracted to
a support organization. Some of the best records on equipment and operating experience have
resulted from the UTCS project. While no major equipment problems developed, it was found
that the electronic controller interface unitsand vehicle detectors were the most unreliable items
in the system, with a mean time between failures (MTBF) of the order of 150,000 hours (all the
other equipment had MTBFs at least twice as large). However, frequent operational failures did
occur, and were accounted for, in general, by telephone disconnections, which happended on
the average almost once a week. A summary of UTCS component reliability experience is given
in Figure 6.5.

6.1.3 OPERATIONAL EXPERIENCES AND LESSONS LEARNED

The two systems described briefly above represent unique experiences. The first system, in San
Jose, is a typical example of the pioneering work that has to be done to implement a new pro-
gram of traffic control in a medium sized city. The second experience reflects the applied re-
search activities of a government organization at Federal level,

6.1.3.1 San Jose Experience, One of the most important lessons learned is that recently
it was possible to implement a very sophisticated traffic control software system (ASCOT)
that is capable of controlling the San Jose traffic network using equipment that was
designed at least 15-20 years ago. It is important because it illustrates the flexibility that can be
achieved in traffic control using general purpose digital computers somewhat independently of
the total system hardware. It was not necessarily the original design of the equipment in San
Jose that allowed advanced techniques to be accommodated; the inclusion of an extensive sur-
veillance network (i.e., one detector per lane per block initially) has contributed in a substantial
way. The old electro-mechanical controllers were used effectively, and continue to be used in
the advanced system.

Another important lesson from the development in San Jose is that major improvements
and evaluations of the system took place only when outside parties were involved. First of all,
the project began with a joint effort between San Jose and IBM. Further installation of opti-
mized fixed-time traffic signal settings was accomplished in association with a joint US/UK pro-
ject whose purpose was to evaluate two offline traffic signal timing optimization programs (i.e.,
SIGOP and TRANSYT). Finally, as part of a National Cooperative Highway Research Program
project (NCHRP) the ASCOT software package was implemented and evaluated in San Jose.

When evaluating the San Jose system in terms of its ability to improve traffic control, it is
necessary to go back to some of the initial traffic engineering activities of the project. Experi-
ments with a number of control procedures were initiated upon system installation and con-
tinued for about two years. Fixed-time programs of traffic signal timing were developed,
including a single program system, a three program system set by time of day, and a three pro-
gram system that could change as a result of measured changes in traffic demand. In addition,
a fixed-time program was developed by IBM using a simulation model. These fixed-time pro-
grams as well as an on-line progression program and individual intersection control (micro-loop)
techniques were all tried. During this initial experimental period, evaluations of the control
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techniques were based mainly on computer generated surveillance data. The result was that the
three program fixed-time technique was slightly better than the one program technique, and
signal timings based on the IBM simulation were superior to the other fixed-time programs. The
micro-loop techniques were only tried on two intersections, where improvements in operation
were found. The fixed-time program developed by simulation was given credit for achieving a
decrease in average vehicle delay of almost 15 percent in the San Jose network. However, the
15 percent seems to be an overestimate of the contribution to the computer system, since phy-
sical interconnection of a number of the intersections not previously coordinated was carried
out as part of the project.

In 1971, the development of ASCOT began, which was ultimately to result in one of
the major improvements to the operation of the San Jose system, This was a major research
project involving development and documentation of a completely new software system and
a demonstration of its effectiveness using San Jose as a test network. Comprehensive devel-
opment of the three level control strategy was demonstrated. This included: (1) on-line back-
ground control (optimized fixed-time plans); (2) cycle-tocycle updates of green time split;
(3) phase skipping; and (4) minimum delay, critical intersection control. One of the most
comprehensive field studies of the impacts of these control strategies was carried out as part
of the project, using automated data collection and floating car techniques. The results of the
project were significant in that they showed that modern software could provide functions
not previously incorporated in an existing traffic control system. All techniques except the
on-line background control seemed to produce good results. However, the results of the back-
ground control were no better than those that had been generated by off-line optimization
programs, and in some cases they were worse. Later it was discovered that certain software
changes were required in order to implement the system properly.

Considering the experience in traffic control system development in San Jose, it may seem
strange that the project did not move ahead more quickly. Events that affected the development
present some important lessons. At the end of 1966, when IBM removed its hardware and soft-
ware support from the project, there was a delay of almost one year before the city finally pur-
chased, installed and commissioned its own IBM computer, and provided appropriate program-
ming and traffic engineering support. During this time, the computer center was moved, which
caused considerable cost and delay to the project. Communication lines to all of the controllers
and detectors had to be reconnected to the new location. Shortly after the new computer
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became operational, a program of street repair was initiated. The use of heat to level the asphalt
pavement in the central business district destroyed over fifty detectors. At the same time, a
number of reconstruction projects were taking place in the central area that involved instal-
lation and redesign of intersections. Much of the communications wire in the traffic control
system in San Jose passes through an area that was completely reconstructed in 1969. During
the construction period of nearly two years, 11 or 12 intersections and approximately 119
detectors were disconnected from the system. Another modification that had significant im-
pact on the system was the reversal of a number of one-way streets. Fortunately, most of the
traffic detectors are located in mid-block, and the reversing of these one-way streets involved
more of a conceptual change than anything else.

In summary, this experience with reconstruction is not unique to San Jose. If one is to
operate a comprehensive traffic control system, the importance of good communications and
planning between the various agencies in the municipality must be taken into account.

Hardware and software should be designed for redundancy, and so that changes can be
readily implemented. Research programs are not always the best way to develop traffic control
system capabilities. The turn-on/turn-off situation in a municipal environment can create a poli-
tical situation where the benefits of a computer traffic control system can be superseded, in the
public eye, by the minor disruptions that take place. San Jose vividly demonstrates the pitfalls
and credits of the development of traffic control systems in the US.

6.1.3.2 UTCS Experience. The operational experience and lessons learned from UTCS are of a
completely different nature to those of San Jose. The major objective of UTCS is the develop-
ment of advanced traffic signal control strategies. In essence, the UTCS project has evolved into
a software development project. Experiences with the first phases of this work have been docu-
mented and provide some interesting results. Before discussing these experiences it is important
to point out that the US FHWA has learned some important lessons during the development
and implementation of UTCS. In traffic control systems, there always seem to be problems
with the communications subsystem development, and UTCS was no exception. A delay of six
months in the project was principally caused by the inability of the Federal government to
negotiate with the local telephone company to provide appropriate lines for system communi-
cation. Also, it was very difficult to obtain accurate data on existing conduit locations. Even
with substantial financial and political resources behind a traffic control system project, imple-
mentation does not always proceed as smoothly as one would expect. The primary results and
lessons learned from the UTCS project fall into the area of traffic control strategy. Extensive
efforts were spent on the development of software, but an unfortunate problem with UTCS was
that a large scale computer was used that is no longer manufactured. In any event, the basic
software concepts developed by UTCS have begun to find applications in other US systems.
The UTCS program involves the development of three generations of control strategies:

e The first generation uses pre-stored traffic signal timing developed off-line and based on
previously collected traffic data. Timing plans can be selected on the basis of time-of-day, oper-
ator selection, or automatic matching of the timing program best suited to the existing traffic
demand conditions.

e The second generation includes an on-line optimization routine to develop the timing
program in real-time on the basis of current traffic conditions. The process is repeated at inter-
vals of 5~10 minutes, whenever changing traffic conditions require a new set of signal times.

e The third generation considers individual intersections on a cycle-to-cycle basis using
area-wide optimization criteria.

The first generation has been fully implemented and tested. Over recent years, an exten-
sive field study and evaluation of first generation UTCS traffic control strategies has been
carried out. One of the most significant operational experiences and lessons learned in area
traffic control in the US has resulted from this evaluation. After a complete evaluation, it
was concluded that the first generation control patterns developed by off-line optimization pro-
grams were about as good or a little better than patterns developed by traffic engineers using
graphical technigues. Using these fixed-time patterns in the time-of-day mode is almost as good
as using them in a traffic responsive mode. A critical intersection control concept for cycle-to-
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cycle adjustment of splits was also evaluated but did not result in improved traffic operations.
The use of TRANSYT or a similar method for developing optimal fixed-time patterns seems to
be very effective and strongly justified in that it requires fewer man-hours to develop timing
plans using this technique than using manual procedures. Another important result from the ex-
tensive UTCS field evaluation was that most of the evaluations of new control strategies can be
carried out using data available directly from the surveillance subsystem of the traffic control
system itself. Extensive field evaluations are very time consuming and costly, and it has been
concluded that assessing advanced software control strategy developments can be based on
computer generated evaluations.

6.1.3.3 Summary of Lessons Learned. The traffic control experiences in San Jose and UTCS
are extensive and it is impossible to fully document all aspects of these important developments
here. It is appropriate to summarize in general functional terms some of the most important
lessons learned, on the basis of this and other United States system developments. This is out-

lined in Table 6.2.

TABLE 6.2 Summary of Lessons Learned

Effectiveness of fixed-time plans

To date, fixed-time signal plans developed
by off-line optimization techniques (i.e.,
TRANSYT) have resulted in the best im-
provements in traffic operations.

Network changes

Street repair and urban development are
dynamic factors in any major urban traffic
network. A computer traffic control system
must be designed to accommodate street
network changes.

Communications system

The communications system between
controllers/detectors and the central com-
puter is often the most expensive and trouble-
some system element.

System evaluation

Given a good surveillance system design, the
results of new control techniques can be
evaluated effectively without extensive
engineering field studies.

System development cycle

In the case of both the San Jose and UTCS
systems, implementation took much longer
than initially planned. Development may
take place in spurts. The system imple-
mentation should plan for an extensive, long-
term effort.

Unique applications

The traffic networks, the political situation and
resources available are different at each loca-
tion, A system design that is good for one loca-
tion may be far from optimum for another.

System equipment

The absolute latest state-of-the-art equipment
is not necessarily required for an effective com-
puter traffic control system. Good improve-
ments can be made using electro-mechanical
controllers. Modern general purpose computers
should be used to support and to promote new
control improvements.

Traffic surveillance

Any feedback control system is only as good as
its data inputs. Experience in the United States
indicates that having a high level of surveillance
resulted in promoting development of traffic
control system capabilities.
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6.2 BRITISH EXPERIENCES: GLASGOW AND LONDON*

Steady growth in the ownership and use of private cars was resumed in Britain soon after 1950
and has been maintained for over 20 years. Economic growth has brought corresponding in-
creases in lorry traffic, and buses have continued to be an important means of travel in towns.
In the same period, investment in major urban road construction and improvement has been
relatively low, and there has been a strong liking for and financial commitment to existing
forms of development in city centers.

As a result, urban traffic congestion became a severe problem in most British towns and
cities by 1960, and the operation of urban roads has been the subject of an increasing program
of research by the Road Research Laboratory (RRL) (more recently Transport and Road Re-
search Laboratory (TRRL)), the Ministry of Transport (MOT) (more recently Department of the
Environment (DOE)), equipment manufacturers, universities and consulting engineers.

One major aspect of this research has been the control of traffic by signals. When signal con-
trolled junctions are not close to each other they can work quite efficiently, dealing with traffic
as it arrives at the intersections, irrespective of neighboring conditions. When they are close to-
gether, as in the city centers, the operation of one junction has an effect on the others in that
area and it is necessary to have coordination, or linking, between the signals at the different
junctions. Such coordination over a network of streets is called area traffic control. The devel-
opment of area traffic control in Britain has sttemmed mainly from two experiments, one in
Glasgow and the other in London. This case description is therefore largely devoted to progress
in these two cities, with occasional references to other relevant British work. The results of the
two experiments have led to guidelines (DOE 1970, 1975) for the introduction of area traffic
control in other British cities, and about 12 cities have introduced or placed orders for control
systems.

6.2.1 HISTORY OF AREA TRAFFIC CONTROL IN GLASGOW AND LONDON

A panel set up in 1960 by the RRL recommended that research in coordinated traffic signals
should take the form of a full-scale experiment in an existing city. Glasgow was chosen because

*Based on a case description specially prepared by R. E. Allsop, Transport Studies Group,
University College, London, and I. A. Ferguson, Transport Operations Research Group, Univer-
sity of Newcastie-upon-Tyne, UK.
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the City Corporation there was among the first in Britain to express an interest in area traffic
control, and the city center contains enough signals to justify the use of central coordination
but is compact enough for the experimental system to cover the whole of the central area. The
center of Glasgow is, however, somewhat atypical of British city centers in having a grid road
pattern with short block lengths. The experiment has been concerned with assessing and com-
paring the benefits of a range of wholly automatic techniques of traffic control by computer,
with little provision for manual intervention from the control center in the traffic control at
individual junctions. The experiment as originally conceived has been described by Hillier
(1965/66).

Concurrently, a complementary experiment was undertaken in West London by the Traffic
Control Development Division of the MOT, as described by Cobbe (1967) and Mitchell (1967).
The experimental system there covered a similar number of signals to that in Glasgow, but ina
less compact and geometrically less regular road network forming the south-western approaches
to Central London. The aims of this experiment were the development of the computer con-
trolled system and associated equipment, and the testing of its use in conjunction, where appro-
priate, with remote manual operation of important junctions assisted by closed circuit television.

When these two experiments began, the cities in Europe and North America that had instal-
led systems for the central control of traffic had very little information available on the com-
parison between the effects of different types of control on the traffic, the savings that may
accrue, and the cost of equipment and maintenance necessary to perform each type of control.
This information is required if traffic engineers wish to make objective decisions as to the type
of control to install in the area for which they are responsible. The aim of the Glasgow and
West London experiments was to provide such information. The average journey time of all
traffic using the areas concerned was the criterion used in both experiments to assess the effects
of control upon traffic. There was also some monitoring of effects on safety.

The Glasgow experiment has compared and established the effectiveness of three different
technigues for calculating signal timing plans from historical traffic data, and a development of
one of these techniques to give some degree of priority to buses. In addition, three types of
traffic-responsive control have been tested, and a fourth such technique is currently being
developed.

The West London experiment clearly demonstrated not only the effectiveness of signal
timing plans calculated from historical data, but also a substantial reduction in accidents in the
area of the experiment. It also contributed to the development of equipment. The experimental
system was taken over by the Greater London Council in 1970, and the Council has since intro-
duced area traffic control on broadly similar principals throughout Central London.

6.2.2 CONTROL SYSTEMS

The Glasgow experiment covers an area of about 2.5 square kilometers including about 80
signal-controlled junctions in the city center, as shown diagramatically in Figure 6.6. Over the
ten years duration of the experiment, a few extra signals have been added and one or two
streets have been pedestrianized, but the network has remained essentially the same, The
pattern of traffic has, however, been affected substantially over recent years by the open-
ing of various parts of an inner ring motorway, which now partially encloses the controlled area.

The equipment used has been described by Hillier (1967). Before the experiment, each junc-
tion had been equipped for vehicle-actuated operation by means of a local controller and pneu-
matic tube detectors. For purposes of the experiment, the existing controllers and detectors
were retained and an interposing unit was installed next to each local controller. The function
of this unit is to communicate information between the control center and the local controller.
The information from between 70 and 80 junctions is transmitted along cables laid mainly in
disused tramway ducts, and the remaining junctions use Post Office telephone lines with fre-
quency-division multiplexing, It would not have been difficult to install cables to these remain-
ing junctions, but it was decided to use the telephone lines to gain experience of this method.
To facilitate checking of external equipment, provision is made for telephone communication
between each junction and the control center.

There are 250 detectors and each is interrogated every fortieth of a second. Once per
second, the signals are scanned, and if changes are required by the program the requests to
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River Clyde

FIGURE 6.6 The network covered by the Glasgow experiment (reproduced from Almond
and Lott 1967).

change are sent by the computer to the local controllers. When traffic signals are under the con-
trol of the computer, safety requirements built-in to the local controllers must be met before
a change in the state of the lights can take place. When the signals are not under control, they
are able to revert to local operation by virtue of the local controllers. More recently, loop detec-
tors have replaced a number of the pneumatic tube detectors.

Incoming information is presented in the center on a bank of 1152 contacts giving infor-
mation, e.g., about the phase showing the green, the state of the pneumatic tube detector and,
if the intersection is being controlled, by the computer. Outgoing commands from the computer
are presented on 576 pairs of contacts.

The necessary computing facilities could in principle have been avoided either by using part
of the capacity of a large general purpose installation, as was done in Toronto (Hewton 1967),
or by installing a smaller machine dedicated to traffic control. The latter course was adopted
in Glasgow and allowed the implementation of control techniques and the related research to
proceed unhindered by competing demands upon the computing facilities.

The main requirement of the computer specification was that the equipment should be able
to carry out in 40 percent of the available time the tasks required by the most complicated con-
trol scheme considered at the time of the installation. A Marconi Myriad with 16K words of
quick access store was chosen. More recently a 32K word store has been installed. For long-
term storage a drum with a capacity of 80K 24-bit words is provided. A console typewriter is
used to receive monitoring information from the computer and to input instructions to it. A
graph plotter can also be controlled by the computer. A map display indicates the green sig-
nals on the approaches to each junction and whether the intersection is under computer control
or not. This display is not used for control purposes but it enables visitors to appreciate better
the actions of the computer, and it allows some checking of the overall timing patterns.

The control programs were developed by the team working on the experiment, and were
written in a user code that has a correspondence with the basic computer code. This was done
partly to make most effective use of the store and partly because of the lack of a suitable
higher-level language when the experiment was being planned (Woolcock 1969).
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center

FIGURE 6.7 The network covered by the West London experiment.

The West London experiment covers an area of about 15 square kilometers, and includes
about 70 signal controlled junctions, as shown diagramatically in Figure 6.7, and 30 signal con-
trolled pedestrian crossings. As in Glasgow, each junction had previously been equipped for
vehicle-actuated operation, and this equipment was retained, computer control being via inter-
posers. There was, however, no counterpart in West London for the disused tramway ducts,
which had made it economic in Glasgow to lay special-purpose cables for data transmission. For
this reason, Post Office telephone lines were used for all data transmission. After comparison of
the costs of associated equipment, time-division multiplexing was chosen in preference to
frequency-division (Wheele 1967). Consideration was given to replacing the existing pneumatic
detectors by inductive loop detectors in the interests of reliability and resistance to wear and
tear. This course was rejected on grounds of cost, but inductive loop detectors were provided
at 20 sites to provide vehicle counts of improved accuracy (Green and Ham 1967). The develop-
ment of such detectors to provide accurate counts on multilane roads was a substantial aspect
of the West London experiment (Ham 1969).

Detectors and signals were each scanned once per second; at each scan 24 bits of informa-
tion were received from each local controller, and 12 bits of command transmitted to it. Con-
troller-specific coding enabled these bits to be used in different ways for different junctions and
pedestrian crossings.

As in Glasgow, a dedicated computing installation was used, consisting of two Plessey XL9
general purpose computers each with 16K words of quick access store. One machine served as a
central processor; the other was used normally as a data handler, but also acted as a backup to
provide some basic facilities in the event of failure of the central processor. For long-term
storage a magnetic drum with 100K 24-bit words was provided. Fuller details of the equipment
have been given by Halton et al. (1967).

Unlike the Glasgow system,the system in West London was designed to provide for appreci-
able manual intervention in the control of traffic, and therefore included a substantial control
and display subsystem. This consisted of a map display flanked by 24 television monitors,
visible from three control desks. Each desk was equipped with a further television monitor and
facilities for showing, for any chosen junction, a schematic diagram including current incoming
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information from the junction. Television cameras were installed at six critical junctions
(Jennings 1967).

6.2.3 CONTROL TECHNIQUES

Prior to the experiments, over half of the signals in the center of Glasgow and signals at nine
junctions on the busiest roads in West London were linked by master controllers using the flex-
ible-progressive system. Timing plans for such linking in Glasgow had been drawn up manually
by trial and error with the aim of obtaining a plan that would normally work, rather than one
that would optimize some objective function. For the nine junctions in London, however,
timing plans had been calculated by the Combination method (see below).

During the experiment in Glasgow, comparisons were made of the performance of signal
timing plans calculated, for morning peak, evening peak, and offpeak periods separately, by
each of three methods: the Combination method (Hillier 1965/66), TRANSYT (Robertson
1969), and SIGOP (Traffic Research Corporation 1966, Peat Marwick Livingston & Co. 1968).
In West London, the performance of timings calculated by the Combination method was asses-
sed; this method was later improved by Huddart and Turner (1969), and subsequent develop-
ments in London have been based mainly on this technique. In addition, in Glasgow three
traffic responsive techniques, FLEXIBPROG, EQUISAT (Holroyd and Hillier 1969), and PLI-
DENT (Holroyd and Hillier 1971) have been assessed. A fourth, known as SCOOT (see below)
has been the subject of recent trials. An adaptation of TRANSYT to give priority to buses has
also been assessed (Robertson and Vincent 1975).

The three methods of calculating signal timing plans from historical data each consist of two
parts:

® a mathematical model that estimates the delay per unit time and the number of stops per
unit time as functions of the signal timings

® an optimization technique to find signal timings that minimize a performance index,
which is a suitable linear combination of the delay and stops per unit time

The mathematical models have a number of features in common. Each assumes a completely
cyclic pattern of traffic throughout the network, with period equal to the common cycle time
of all the signals (except those at lightly loaded junctions, which in TRANSYT, and more
recently in the other two methods, could operate at half that cycle time). Each requires the
common cycle time and the amounts of traffic per hour going straight ahead, turning left and
turning right at each stopline to be specified, together with the corresponding saturation flow
(i.e., the rate at which traffic crosses the stopline when the signal is green and there is a queue).
Each requires the sequence of stages at each junction and the intergreen times between stages to
be specified, and each regards as variable the offsets between the times at which the cycles at
different junctions begin.

TRANSYT differs from the other two methods in regarding the allocation of green time
between stages at each junction as variable also. The other two methods require these alloca-
tions to be decided in advance (cf. Webster and Cobbe 1966). Essentially for this reason,
TRANSYT also takes some account of random fluctuations in traffic from cycle to cycle,
whereas the other two methods assume that the overall effect of such fluctuations will be inde-
pendent of the offsets.

The TRANSYT traffic model has two more important advantages over the others. The first
is that it represents the dispersion of platoons as they move along links — a feature that has
since been incorporated in the Combination method by Huddart and Turner (1969). The
second is that it allows the estimated delay and number of stops on any link of the network to
depend on the timings of all signals through which traffic on that link has passed, whereas the
other two methods assume that they depend only on the timings of the signals at the two ends
of the link. In its most recent version, TRANSYT is also able to model the movement of buses
along each link separately from that of other traffic, in a way that allows not only for differ-
ences in speed and the time spent by buses at stops, but also for the interaction of buses and
other traffic at the junctions themselves.

From the point of view of optimization, the main characteristics of the resulting models are
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as follows. In the Combination model the performance index for each link is an arbitrary
numerical function of the difference between the offsets of the signals at the ends of the link.
In SIGOP it is a piecewise quadratic function of the same variable, and the performance index
for the whole network is therefore a piecewise quadratic function of all the offsets. In TRAN-
SYT the latter performance index is an arbitrary numerical function of offsets and allocations
of green time at all junctions in the network.

The corresponding optimization techniques are quite distinct. The Combination method
uses a dynamic programming technique, which is based on combining pairs of links in parallel
and in series, and is exact for networks that can be reduced to a single link in this way. For
more complicated networks it is necessary to omit suitably chosen links. SIGOP exploits the
piecewise quadratic form of the performance index and the fact that having found the mini-
mum for one piece it is easy to find the minima for adjacent pieces, and so finds a good local
optimum. TRANSYT also finds a good local optimum by systematically testing the effects of
changes of various sizes in each offset and green time in turn, retaining just those changes that
decrease the perfomance index.

By each of these three methods, timing plans were calculated for the Glasgow network for
the morning peak, evening peak, and offpeak periods, using in all cases observations of traffic
flows and turning movements made shortly before the plans concerned were to be implemented
and assessed.

Plans calculated by the Combination method formed the basis of the first two traffic-
responsive systems. The first of these, FLEXIPROG, was an adaptation of the flexible-progres-
sive system previously used for the linking of signals by master controller. It enables each junc-
tion to operate under isolated vehicle-actuated control for limited periods in each cycle, subject
to the requirement that green must always be available on demand for any traffic arriving in
accordance with the underlying fixed timings. In the second system, EQUISAT, the midpoints
of the green times were as determined by the Combination method settings, but the allocation
of green time between stages at each junction was varied from cycle to cycle to equalize the
degrees of saturation on critical approaches, as estimated from arrival rates and saturation flows
measured over the previous eight cycles (subject to precautions against spurious values).

In the third traffic-responsive scheme, PLIDENT, the aim was to identify platoons of
vehicles moving or intending to move along routes designated as priority routes, and wherever
possible to allow the unimpeded passage of these platoons through the signalized network.
About 40 percent of the links in the area were treated as priority links. Within very wide limits,
the changing of signals was based on second-by-second estimates of the arrival times of these
platoons at the signals concerned and the length of time that the platoons would take to pass.

The most recent technique tried in Glasgow, SCOOT, allows the offsets and allocations of
green time at individual junctions and the cycle time for areas or subareas to be altered rapidly
in response to changing traffic conditions. Any changes are based on estimates of advantages
that are likely to accrue to the traffic using information on cyclic traffic behaviour from loop
detectors on road links carrying significant volumes of traffic. These estimates are used by an
optimizing routine to determine whether small changes should be made in the current signal
settings. In addition, special procedures can be implemented when congestion is detected.
Research and development of this method is continuing with the intention of making it avail-
able for general use.

6.2.4 ASSESSMENT AND EVALUATION

In both experiments, the criterion for assessing the effects of various control techniques on the
traffic was total travel time for all traffic using the networks. Estimates of this quantity were
obtained by observers driving over carefully chosen routes through the network according to a
statistically designed scheme (Almond and Lott 1967, Williams 1969). To facilitate obser-
vations, the cars were fitted with equipment developed at the RRL (Vincent 1967). Because
travel time per vehicle in a road network is known to increase as the flow of traffic increases, it
was necessary to measure traffic flows concurrently with travel times. In Glasgow, this was
done at first by roadside observers, and later by the computer directly from detector outputs.
In London the flows were measured by roadside observers (Williams 1969).

Comparisons between different control techniques were made by plotting vehicle-hours per
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FIGURE 6.8 Comparison of previously existing control and combination method timings in
Glasgow (reproduced from Holroyd and Hillier 1971).

hour against vehicle-distance per hour for each type of control and fitting parallel lines to the
two sets of points. In Glasgow this was done separately for the morning peak, midday, and
evening peak periods. Examples are shown in Figures 6.8 and 6.9. This method of analysis allows
a linear hypothesis for the relationship between travel time and traffic flow. The difference
between the effectiveness of the two control techniques is indicated by the vertical separation
of the two lines. The statistical significance can be assessed by analysis of covariance.

The results of the main comparisons in Glasgow are summarized in Table 6.3, and it is
appropriate to make the following brief comments on the individual results at this point. The
previously existing control comprised interim settings for the linked vehicle-actuated systems
during transition between two types of flexible progressive operation; for this reason the advan-
tage of computer control of all types over the previously existing control may have been slightly
exaggerated. The comparisons of SIGOP and TRANSYT were part of a joint Anglo-American
experiment (Whiting 1972). The single-cycle TRANSYT timings were assessed to determine
whether the slight advantage of TRANSYT over SIGOP could be attributed mainly to the
double-cycling facility, which SIGOP did not then possess. The conclusion was that it could,
and this suggests that an appreciable part of the advantage shown by TRANSYT over the Com-
bination method may also have been due to double-cycling, because the Combination method
as tested did not have this facility. Because FLEXIPROG and EQUISAT were strongly based on
Combination method timings, it is hardly surprising that they did not show a large improve-
ment over these timings, but it is at first sight somewhat surprising that they showed no
improvement at all. A possible reason is that any advantage gained by traffic at one junction is
easily lost at the next if the progression provided by the fixed timings has been disturbed.
Further comparisons under light and very low flow conditions also showed no advantage in
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FIGURE 6.9 Comparison of TRANSYT and Combination method timings in Glasgow (re-
produced from Robertson 1969).

vehicle-actuated operation (Owens and Holroyd 1973). PLIDENT was a radical technique, but
the attraction of the intuitive ideas on which it was based was not borne out by experience.

Comparison of Combination method timings with previously existing control in West
London showed a reduction of about 9 percent in travel time for a given flow (Williams 1969).
In comparing this with the result in Glasgow, it should be noted that the previously existing
equipment in London had been deliberately brought up to a high standard before the experi-
ment, and the area already had the benefit of Combination method timings on one major route.

In comparing conditions under computer control with those under previously existing
control, it is important to remember that in addition to changing the signals in different ways
according to the various control techniques, the computer also provides very effective monitor-
ing of faults in equipment on the streets, especially detectors and local controllers. Even with-
out any change in control technique, this monitoring, if accompanied by prompt rectification
of the fault indicated, would in itself be expected to benefit the traffic. The size of this benefit
was investigated in West London (Cobbe 1971) by using the computer first to give a situation
that was equivalent to fault-free equipment, and then to artificially apply faults in the street
equipment to represent as far as practical the number and types of faults found in equipment
surveys. The results of this work indicated that the difference between the fauit-free operation
and the normal situation that tends to prevail without a monitoring system, can be equivalent
to a 5-10 percent reduction in journey times.

Assessment of timings calculated by the version of TRANSYT that gives priority to buses
showed an increase of about 8 percent in the mean journey speed of buses with a reduction of
about 1 percent (which could well have arisen by chance) in the average speed of other traffic
(Robertson and Vincent 1975).
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An assessment of control by SCOOT in Glasgow has been carried out for approximately 40
of the junctions in the central area using TRANSYT timings for comparison. Although no sig-
nificant differences were measured for the morning peak and off-peak periods the average
journey times obtained with SCOOT during the evening peak were found to be about 8 percent
lower than those obtained using TRANSYT timings.

Economic evaluation of the results of the experiments depends strongly on the values to be
attached to small time-savings by various categories of road user. It also depends upon the extent
to which the community takes the benefit of improved control in time-savings to existing
travellers and the extent to which the benefit is taken in extra travel through the network (thus
reducing the time savings to the original travellers). Using conventional methods of evaluation,
however, both experiments were found to save substantially more than their capital cost within
one year (Hillier and Holroyd 1968, Williams 1969).
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6.3 JAPANESE EXPERIENCES: TOKYO AND OSAKA

About 30 Japanese cities had implemented computerized traffic control systems prior to March
1976 (cf. Table 6.4). In the fiscal year 1976 the “Second Five Year Plan for Facilities Construc-
tion for Traffic Safety Installations” was started, and in this plan 28 additional cities are to come
under the facilities planning.

The experience obtained with the two largest and most advanced area traffic controlsystems,
i.e., those in operation in Tokyo and in Osaka, will be described in the following.

6.3.1. THE TOKYO SYSTEM*

6.3.1.1 Case History. Activities in the Tokyo Metropolitan Area, with 10 million inhabitants,
depend heavily upon road traffic, which has been increasing at a rate of 10-14 percent per year.
Tokyo has also suffered an increase in traffic jams and traffic accidents, and the necessity
for systematic traffic control has risen sharply since around 1960. In 1963, the Tokyo Metro-
politan Police Department deployed the Semi-Automatic Traffic Information and Control
System (SATIC). This sytem gathers information on the length of traffic queues, by manually
entering data into the traffic congestion reporting equipment installed at major traffic points,
according to the observations made by police officers based upon predetermined standards. On
the basis of this information gathering network, instructions for traffic control are sent to front
line police officers, and as is done by the Traffic Control Center to be described later, directions
are given in an organized manner to vehicles by dissemination of traffic control information.
Also, as the traffic and the number of traffic signals increased, so also did the need for
systematic control of traffic signals. In 1963, traffic-adjusted control of a one-dimensionally
distributed system of traffic signals was first conducted in Tokyo. Later, in 1966, an experi-
ment in area control of traffic signals was conducted with the approximately forty signal con-
trolled intersections in the Ginza area of Tokyo (the most famous shopping area in Tokyo).
This was the first introduction in Japan of digital computers to control traffic. In this
method, the principal of one-dimensional traffic-adjusted signal control mentioned above is ex-
tended to area control in such a way that many different patterns may be taken. A unique
feature of this method is that it takes into consideration directional control patterns for east-
west and north-south directions. However, fundamentally it is based on traditional ideas of

*Based on a case description (including Table 6.4) specially prepared by Hiroshi Inose, Depart-
ment of Electronic Engineering, University of Tokyo, Hiroyuki Okamoto, Technical Councillor,
Traffic Bureau, National Police Agency, and Yoshibumi Miyano, Head, Traffic Facilities
Section, Traffic Division, Tokyo Metropolitan Police Department. The authors wish to express
their gratitude to the Japan Society of Traffic Engineering, the Committee for Designing the
Tokyo Area Traffic Control System, and the Study Committee on the Relationship between
Traffic Flow and Exhaust Emission, for their collaboration and contribution.
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TABLE 6.4 Traffic Control throughout Japan (as of March 1976)

Population No. of signal-  No, of infor- No. of

DID? (in Area ized intersec- matjondis- TV

City thousands) DID (km?) tionsd plays® cameras
Sapporo 823 88.3 317 3 4
Sendai 439 514 174 8 4
Yamagata 143 19.3 40 3 2
Tokyo 8,793 549.3 2,815 60 19
Mito 92 13.8 100 5 3
Utsunomiya 188 26.4 115 10 2
Urawa 784 82.4 163 18 4
Chiba 365 48.6 180 0 0
Katsunan 783 86.6 57 10 9
Yokohama 1,935 205.8 581 27 10
Kawasaki 907 88.2 280 3 2
Niigata 276 33.6 40 3 3
Nagano 136 19.9 40 3 2
Shizuoka 476 57.2 140 6 2
Hamamatsu 216 30.0 40 5 2
Kanazawa 251 25.0 90 7 1
Fukui 132 15.8 55 5 3
Gifu 264 28.2 115 0 1
Nagoya 1,854 1914 635 13 5
Kyoto 1,301 101.7 283 5 5
Osaka 5,396 429.6 987 38 19
Kobe 1,157 75.0 374 8 9
Wakayama 254 33.7 99 0 1
Okayama 219 27.0 124 5 10
Hiroshima 504 48.7 253 11 14
Takamatsu 171 26.0 69 3 1
Matsuyama 183 22.0 40 3 2
Fukuoka 720 82.0 300 12 20
Kitakyushu 880 112.3 344 9 17
Kumamoto 347 41.6 178 18 6
Kagoshima 307 324 131 4 7
Total 9,159 305 189

4DID, densely inhabited district.
Numbers of signalized intersections, information displays, and TV cameras are those within
the computer controlled areas.

pattern selection and arterial control, and therefore it could not be considered adequate to deal
with the traffic congestion in the Tokyo Metropolitan Area.

The Tokyo Metropolitan Police Department, on the basis of the results of the experiments
mentioned above, secured the cooperation of the Japan Society of Traffic Engineering and con-
tinued the development and research for more sophisticated systems. The result was the
entirely new Area Traffic Signals Control System, with much higher control capability, which
was put into operation in May 1970 and covers an area of about five square kilometers in down-
town Tokyo.
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FIGURE 6.10 Control Area in Metropolitan Tokyo.

The Japanese traffic control systems that started in downtown Tokyo were dual systems:
human control centered around the traffic information center, and mechanical control centered
around the sophisticated traffic signal control. However, experience gained in applying these
dual systems indicates that, to develop a traffic control system of the highest capability, these
two systems should be integrated, each complementing the other.

The concept of integration has now been firmly established in the construction of the traffic
signal control systems in this country. On the basis of hardware technology, which is centered
around traffic measuring technology and electronic computers, the concept that this would be
technologically possible has now been proven true, and the effect of each system has been
proven to be large.

With this background, the National Police Agency, as a project of its “Five Year Plan for
Facilities Construction for Traffic Safety Installations” beginning with the fiscal year 1971,
decided to implement integrated traffic control systems as national policy in 28 cities through-
out the nation. In Tokyo, the success of the wide area traffic signal control system, opened in
May 1970 as well as the facilities policy being established by the Nationa! Police Agency, led
the Tokyo Metropolitan Police Department to establish the Traffic Control Center, and to ex-
pand the control area further. In November 1970, the Committee for Designing the Tokyo Area
Traffic Control System was established under Dr. Inose’s chairmanship to design a wide area
traffic control and surveillance system for the entire Tokyo Metropolitan Area, which is to
cover in its final stage 8,000 signalized intersections. By that time, the number of automobile
sensors is predicted to reach 16,000.

Figure 6.10 shows a map of the future control area in Metropolitan Tokyo. The area inside
the bold line plus such satellite cities as Hachioji and Tachikawa are subject to two~dimensional
area control; the major routes indicated by the bold lines are subject to one-dimensional arterial
control. In this way, the concept of the Tokyo traffic control system facilities was decided
upon, and in the fiscal year 1973, the Traffic Control Center was budgeted. By 1975, the
system reached the scale described in the next section.
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The goals toward which this system was originally aimed were safety and the smooth flow
of traffic. Accordingly, the control principle was also organized around these fundamental
objectives. However, since around 1970, air pollution caused by autombile exhaust emissions,
and environmental noise have become social problems. Hence the traffic control policy in Japan
is now directed toward the suppression of these kinds of adverse traffic effects, and is pointed
in the direction of vigorous control of traffic flow with the aim of decreasing the total traffic
volume. Following these changes in the sociopolitical climate, the methods of the traffic con-
trol system have also been changed to fulfill these requirements. It is a big advantage of systems
built around electronic computers that such changes are possible and easily implemented. By
utilizing their adaptability to change as described in paragraph 6.3.1.3, this sytem has become
an important factor in advancing the national policy mentioned above.

6.3.1.2 Implementation. The major features of the system are as follows.

1. On-line traffic data collection

The outputs of all the traffic detectors are transmitted to the control center by means of
data transmission lines leased by the Nippon Telegraph and Telephone Public Corporation
(NTT). After processing by computers, the data are utilized for:

e on-line real-time control of traffic signals

e wall-map displays for surveillance and possible intervention by traffic officers, for broad-
casting to the public, for controlling remote roadside displays and variable traffic signs, and for
answering telephone inquiries

2. Dynamic selection of signal control modes
One of the following five control modes is automatically selected in accordance with the
traffic conditions:

stop mode, to minimize the number of stops when traffic is relatively light

delay mode, to minimize the delay time when traffic is average

capacity mode, to maximize the traffic capacity when traffic is close to saturation
queue mode, to suppress the spread of queues when the queues build up

jam mode, to recover from jamming when the traffic is oversaturated

3. Dynamic formation of tree-offset pattern

In accordance with the traffic conditions, an optimum tree is formed, which minimizes the
total waiting time in the area. In switching from one offset pattern to another, smooth transfer
is employed to avoid traffic confusion.

4. Dynamic formation of cycle and split patterns

In accordance with the traffic data at each intersection, the cycle and split values are auto-
matically assigned. The entire area is dynamically divided into cycle subareas in accordance
with the traffic situations, in such a way that all the intersections in a cycle subarea are assigned
the same cycle length, and that the difference between it and the cycle length of the neighboring
cycle subareas is below a predetermined value,

5. Multilevel fall back structure

Under normal conditions, the entire system is under the control of central computers in a
redundant configuration. When the computer system fails, the centrally located standby com-
puter or hardware controller takes over. In case of its failure, the local controller in each inter-
section individually controls signals in the intersection. Graceful degradation of the control
functions is thus provided with this multilevel fall back structure.

6. High reliability design and computerized maintenance

Redundancy concepts are introduced in the system design so as to meet a reliability objec-
tive of less than ten hours of downtime in ten years. Diagnostic programs for the outstation
devices are provided to check the conformity of answerback signals from each local controller
with the CPU command, and to verify the validity of traffic data from each vehicle detector
compared with past data and data from neighboring detectors. Diagnostic programs are also
provided for monitoring the operation of the equipment in the control center.

Vehicle detectors are installed at about 150 m from each of the stop lines at critical inter-
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sections, but, for reasons of economy, on only one lane per approach. To detect long queues,
additional detectors are provided at points 300 m, 500 m, and 1,000 m behind the possible
bottlenecks on one of the lanes. Detectors are also installed on all lanes at strategic points on
important arteries to measure their cross-sectional traffic volumes. Most of the detectors are
ultrasonic radars.

The traffic data obtained by the detectors are transmitted over NTT’s leased lines to the
control center. The data are then processed and utilized for controlling the traffic signals as well
as for displaying the traffic situation.

The data transmission system employs the time-division multiplexing technique rather than
the conventional frequency-division multiplexing technique. Although the costs of both tech-
niques are comparable, considerations of reliability, accuracy, maintainability, and compatability
with the central processor were found to favor the time-division multiplexing technique. The
upward and downward frames for the data to and from the control center, respectively, have
different frame rates. An upward frame has a frame rate of 300 milliseconds and carries detec-
tor output as well as answer back signals from the local controller, whereas a downward frame
has a frame rate of one second and carries hold and advance commands for stepping signal indi-
cations.

Traffic information is also obtained in visual form by remote-controlled CCTV cameras
located at various points in the streets. Video signals of 4 MHz bandwidth from CCTV cameras
are transmitted over leased telephone lines with repeaters every 470 meters for 0.32 millimeter
PEF cable, 2,000 meters for 0.9 millimeter PEF cable. Selection of pictures and camera control
are performed at a CCTV monitor console, In addition, traffic information is obtained from
neighboring traffic centers, police officers and patrol cars by means of wired and wireless
telephones.

Figure 6.11 shows the layout of the displays, consoles, etc. in the control center. The traffic
situation is shown by two methods: link indication and congestion length indication. Link indi-
cation gives the traffic situation on links in the downtown areas where the distance between
signalized intersections is short (cf. Figure 6.12). The red lights are turned on when abnormal
congestion is detected by comparison with the previous indications. Congestion length indica-
tion shows the extent of congestion at intersections on the outskirts of the city by means of
lights (cf. Figure 6.13), which change with the length of the congestion.

A supervising officer issituated at the console where he can observe the overall traffic situation
within the city; when on-the-spot activity is required, he can send instructions for traffic con-
trol by radio telephone or by wired telephone to the front-line officers. For traffic information
services, eight booths are provided for radio station reporters. In addition, roadside displays
are installed to provide congestion and routing information. Inquiries by telephone are
answered by operators.

The data processing to be performed at the control center may be classified into the
following three categories.

(i) Processing of input data from detectors:
sampling of detector pulses, smoothing disposal of malfunction detectors and calculation of
degree of congestion. etc.

(ii)) Determination of control parameters:
determination of control mode, cycle length calculation, formation of cycle subarea, formation
of tree, split calculation, offset pattern selection and adjustment, etc.

(iii) Control and monitoring of signal indications:
control of signal indications, checking of answer back signals, etc.

Table 6.5 shows the result of job analysis classified by the execution cycle. In the table, the
number of intersections is denoted by 7, and the number of detectors, major intersections, and
major links are assumed to be 21, of and gl, respectively. Assuming that 7 = 8,000, « = 0.2, and
8 = 0.4, the total number of computer steps, as given by Table 6.5 is 3.12 megasteps/second.
Taking into account such factors as the overhead of the monitor program and the allowances
for load variations, the computing speed necessary to control 8,000 intersections with a single
computer was estimated as 5.2 megasteps/second. Similarly, Table 6.5 shows the results of
estimating the required memory capacity.

As a result of the above job analysis, it was found to be preferable to employ a hierarchical
structure for the computer system. It is known from Table 6.5 that the data processing of cate-
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Indication
intersection
Indication  Speed Traffic congestion
Off 20 km/h or more Light
Yellow 15-20 km/h Fairly crowded
Red 15 km/h or less Crawl

Red flashing Abnormally congested Confusion

FIGURE 6.12 Link indication lamp standards (cf. Traffic condition display board in Figure
6.11).

Intersection where ievel of
congestion is indicated by vehicle
indicator

Intersection where level of congestior
is indicated by traffic congestion
reporting equipment

Length of
Indication  congestion
Off 0-300 m
Green 300-500 m
Yellow 500-1,000 m
Red 1,000 m or more

FIGURE 6.13 Lamp standards for congestion length indication (cf. Traffic condition display
board in Figure 6.11).

gories (i) and (iii), which require the execution period between 50 millisecond and 1 second,
occupies 90% of the total computer steps. Since these categories of data processing are related
to the individual detectors and local controllers, it was decided that these jobs be performed by
computers lower in the hierarchy. The rest of the jobs, which belong to category (ii), and are
more or less related to the overall control function, are assigned to a single computer higher in
the hierarchy. In addition, separate computers are to be installed in subcenters for the area
control of satellite cities. These satellite computers are to perform the data processing of cate-
gories (i)-(iii), and are subject to overriding commands from the central computer. NEAC
3,200/50s computers with 65 K word core memory were employed lower in the hierarchy;each
of these performs data processing of categories (i) and (iii) for up to 500 intersections. At the
present time, the computer highest in the hierarchy is an NEAC 2,200/375 with a core memory
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TABLE 6.6 Reliability Prediction

MTBF MDT Switching

Computer Item (h) (h) time (min)
1. Higher in the Central processing unit 500 2 2
the hierarchy Magnetic disk-pack control 6,000 2 1]

Magnetic disk-pack 3,000 2 0

Multiple communication control 4,000 2 0

unit

Peripheral equipment switch 20,000 2 0

Line switch 100,000 1 -
2. Lower in the Central processing unit 2,000 2 (4)? 1
hierarchy Communication control unit 4,000 24 0

High speed communication control 8,000 24 0

unit

Line switch 200,000 1(3) -

9parentheses denote the cases where satellite computers are located in subcenters.

of 393 K word; this will be replaced by a larger computer before the system reaches its final
size.

Table 6.6 shows the predicted reliability data for the computers. It can be seen from this
table that for the computer highest in the hierarchy a duplex configuration with a total down-
time of 8.3 hours in 10 years is sufficient, because the computers lower in the hierarchy remain
operating during the changeover time of 10 minutes. For the computers lower in the hierarchy
it can be seen that a downtime of 2.6 hours in 10 years is achieved if one standby computer is
provided for every three active computers in the control center, and that a downtime of 2.1
hours in 10 years is achieved if a dual configuration is provided for the satellite computers in
unattended subcenters. The downtimes are similarly allocated to the rest of the subsystems, to
meet the reliability objective of a total downtime of 10 hours in 10 years.

The present system structure and scope, as of March 1976, are shown in Figure 6.14 and
Table 6.7.

6.3.1.3 Operational Experience. As mentioned earlier, while the scale of this system is ex-
panding year by year, various trials are also being carried out regarding the method of control,
and new features are being incorporated. For example, lowering the levels of emission gases
(CO, HC, NO,, etc.), and reducing noise and vibrations caused by automobiles have been made
additional objectives of the system. Furthermore, with the aim of reducing the volume of
personal automobile traffic, a policy of giving priority to public mass transportation facilities,
namely buses, has been adopted, and bus priority signals have been built into the system.

Every effort is being made in hardware and in software, to completely maintain the func-
tions of this traffic control system, which is the largest in the world. In particular, to increase
the reliability of the local signal controllers, a great deal of effort has been expended to improve
the MTBF (mean time between failures).

The Traffic Control Center operates around-the-clock, performing not only its conven-
tional police duties, but also providing traffic information to the general public, a service that
is much appreciated.

1. Prevention of traffic accidents

Table 6.8 shows a comparison of the occurrence of traffic accidents within and outside the
computer control area. It goes without saying that traffic accidents bear a relationship to traffic
regulations, traffic laws, and other aspects of the total traffic policy, but this table still shows a
rather sharp drop in traffic accidents inside the computer control area.
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TABLE 6.7 Scope of Traffic Control System (as of March 1976)

Equipment Scope Remarks

Concentrated control signals 2,815 Total number of signalized
intersections is 8,003

Vehicle detectors 3,346

Intersections with traffic condition 361 Capacity is 500

indicators

Television cameras 19 Another 4 are used jointly
with other systems

Television monitors 11

Computer in the higher hierarchy 1

Computers in the lower hierarchy 8

Arterial control computer 1

Specialized control processors 15

Area of control center 1,380 m? Excluding broadcasting
booths and offices

Broadcasting booths 8 6 in use

TABLE 6.8 Traffic Accident Statistics Before and After Computer Control

Computer
controlled area Rest of the area
Percentage Percentage
Type of accident Before  After change Before After change
Fatal and serious casualties 47 36 -23 127 116 -9
Injury 616 424 -31 1,267 1,092 —-14

2. Alleviation of traffic congestion

Table 6.9 shows an example of the improvement in traffic flow after the inauguration of
computer control. As can be seen from this table, the journey time was reduced by 13-31 per-
cent, the number of stops was reduced by 2445 percent and the speed was increased by 14-18
percent.

3. Suppression of emission of harmful gases, with savings in fuel consumption

1t is well-known that the emission of harmful gases can be reduced by improving the running
condition of automobiles. In order to study the relationship between running condition and the
volumes of harmful gases emitted, the Tokyo Metropolitan Police Department established a
study committee on the relationship between traffic flow and exhaust emission, which reported
the following conclusions in April 1974. The amounts of carbon monoxide (CO) and hydro-
carbons (HC) emitted, as well as the amount of fuel consumed, have a more or less linear
relationship with travel time, so that reducing travel times should substantially reduce these
emissions, and the fuel consumption. The amounts of nitrogen oxides (NO,.) produced depend
largely on the amount of acceleration and deceleration, but the effect is not as great as that for
CO or HC. Accordingly, some reduction in NO, emissions could be expected with the introduc-
tion of a policy for reducing the acceleration and deceleration. Thus, by smoothing out the nor-
mal flow of roadway traffic and shortening the journey time (increasing the traveling speed), it
is possible to reduce the CO, HC, and NO, emissions and at the same time reduce fuel con-
sumption.
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TABLE 6.9 Journey Time, Number of Stops, and Speed Before and After Computer Control

Upstream Downstream
Percentage Percentage
Before  After change Before  After change
Harumidori  Journey time (s) 1275 861 =31 983 763 =22
Avenue Number of stops 18.1 10.0 -45 11.7 7.7 =34
Speed (km/h) 12.3 18.3  +48 143 184 +29
Eitaidori Journey time 372 290 -22 401 350 -13
Avenue Number of stops 5.7 34 —40 5.7 38 -34
Speed (km/h) 14.8 18.6  +26 13.6 155 +14
Chuodori Journey time 652 559 -14 704 596 -15
Avenue Number of stops 10.3 7.9 -24 12,3 7.5 =39
Speed (km/h) 15.5 18.2  +17 144 17.0 +19

TABLE 6.10 Estimated Annual Reductions in Emission of Pollutants and in Fuel Consump-

tion for Tokyo

Before computer After computer
control control
Journey time per km (s) 242.1 189.2
Stops per km 391 2.47
Average link speed (km/h) 14.9 190
Acceleration and deceleration distance 563 356
per km (m)
Steady cruising distance per km (m) 437 644
Running mode per km (model)
Idling (s) 110.1 66.9
Acceleration (s) 58.7 37.1
Cruising (s) 394 58.0
Decelerating (s) 430 27.2
Total emission per year
CO (X 102 tons) 34.8 22.7
HC (X 10? tons) 64.7 44.8
NOyx (X 10* tons) 17.6 15.7
Total fuel consumption per year 252 215

(X 10% kI

These conclusions run counter to the estimates generally believed earlier and obtained from
stationary engine test results, that increasing the speed would reduce CO and HC emissions, but
would increase NO, emissions. These new conclusions constitute strong evidence in support of

the efficacy of smooth traffic flow policies.

In the light of these new results, we have made efforts to improve the running condition of
traffic on major routes within the city — in other words, to reduce the journey time — and
benefits have begun to accrue. Table 6.10 shows estimated reductions of emission gases in
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Tokyo before and after the introduction of computer control. It can be seen that, in one year,
CO would be reduced by 12,100 tons, HC by 1,990 tons, and NO, by 190 tons. Also, a saving
in fuel consumption of 37,000 kiloliters would be realized.

4. Cost-benefit considerations

The above data can be used to estimate the economic benefit to be gained as follows. The
major factors for the economy are the reduction in journey time and the savings in fuel con-
sumption, the yearly benefit of which is expressed by the following equation

[yearly benefit (yen)] = [journey time reduction (s/km)] X

[benefit brought by journey timne reduction (yen/s/vehicle)] X

[totalroad length (km)] X [average traffic volume in 12 h in the daytime (vehicle/day)] X
[yearly working days] + [yearly reduction of oil consumption ()] X [oil price (yen/l)]

According to this equation, the benefit gained per computer controlled intersection in the year
1974 is estimated at 25,219,000 yen (US$84,000). In contrast, in the year 1974, 1999 inter-
sections were under computer control, requiring a total investment of 6,526,554,000 yen
(US$21,755,000) for the implementation of the local controllers and the equipment in the con-
trol center. This means that an investment of 3,490,000 yen (US$11,600) per intersection pro-
vides the above annual benefit, which is more than seven times as large as the initial investment.

5. Suppression of noise and vibrations

Residents of areas adjacent to major routes suffer from noise and vibrations caused by large
volumes of motor traffic. It is known that automobile noise and vibrations are related to the
starting and stopping of automobiles, and to the running speed. One approach to improving
these conditons is to reduce starting and stopping as much as possible, and to keep vehicles at
a controlled speed. To achieve this, the smallest possible cycle is chosen for the signals under
computer control, and the mutual offset of the signals is adjusted so that vehicles traveling at
the controlled speed can make as few stops as possible. In this way, if a vehicle travels above the
control speed, the number of stops increases, and traveling becomes more difficult, thus dis-
couraging violation of the control speed limit.

Another effective method of reducing the effects of noise and vibrations on residents is to
keep vehicles as far as possible from people’s homes. For this purpose, a policy was adopted
that designated the lane farthest from the sidewalk as the lane to be used by large vehicles.

The Tokyo Metropolitan Police Department has combined these two policies, and given the
compound policy the name of the road where it was first tried out — the Kanjo Nana-go Sen
method (abbreviated the Kan-Nana method).

Table 6.11 shows examples of the results of the Kan-Nana method. It can be seen from this
table that the speed was reduced by 24-25 percent, the number of stops was reduced by
65-77 percent, and the noise level was lowered by 3-4 phons.

6. Bus priority signals

Table 6.12 shows the results of one experiment where bus priority signals were installed at
five intersections in a one kilometer section of a downtown street within the computer con-
trolled area. It can be seen that the waiting time of buses at traffic signals was reduced by

TABLE 6.11  Suppression of Noise and Speed by the Kan-Nana Method

No. 2 Keihin highway (inbound) Keiyo highway (inbound)

Speed Noise Speed Noise

(km/h) Number of stops  (phon) (km/h) Number of stops  (phon)
Before 59.7 17 65 58.4 13 65
After 45.1 6 62 43.7 3 61
Change -14.6 -11 -3 -14.7 -10 —4
Percentage 24 65 5 25 77 6

reduction
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TABLE 6.12  Effects of Bus Priority Signals

Inbound Qutbound

Waiting Average Waiting Average

time (s) speed (km/h) time (s) speed (km/h)
Normal signal 60.9 15.0 48.4 16.3
Bus priority signal 33.9 17.2 22.9 19.1
Percentage 44 15 54 17

improvement

TABLE 6.13 Improvement in Reliability of Local Controllers

Number of
controllers MTBF
Period under survey (h) Improvement?
May 1971-March 1972 435 3,790 -
April 1972-March 1973 644 5,589 1.5
April 1973-March 1974 1,042 4,309° 1.1
April 1974-March 1975 1,620 6,872 1.8
April 1975-December 1975 2,193 9,149 2.4

2Compared with initial period.
This reduction in MTBF was due to the unusual lightning damage during the year.

44-54 percent and the speed increased by 15-17 percent. The success of this measure has led to
a plan to gradually install bus priority signals in the computer controlled area.

7. Improvement in reliability of local controllers

Table 6.13 shows the improvement in the reliability of local controllers under computer
control. The number of local controllers covered by these statistics grew from 435 in 1971 to
2,197 in 1975, while the MTBF increased approximately 2.4 times; in other words, the failure
rate has been improved to approximately one failure per year.

The following actions were thought to be particularly valuable in improving the reliability of
the signals:

e under standardized instrument specifications, factory inspections were tightened, and
production quality supervision was improved

e the lightning arrestor was improved, and failures thatused to occur due to lightning in the
summer were reduced

e the external noise suppression circuit was improved; this reduces the number of incidents
in which a local controller goes off-line from the computer control

To improve the reliability of the controllers even more, it was decided to use LSI devices for
the main parts of the controllers. Special LSI devices were developed for use in traffic signal
controllers, and prototypes have now been installed in the streets where they are undergoing
tests. It is hoped that, by these steps, the MTBF of the local controllers can be improved to
30,000-40,000 hours.

8. Operating condition of Traffic Control Center

The Traffic Control Center is manned by 28 police officers. In addition to instructions con-
ceming traffic enforcement sent by radio telephone to patrol cars, policemen on motorcyles,
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and front-line police stations information regarding the condition of traffic and traffic accidents
is sent out regularly by the Center.

The telephone information desk receives inquiries about traffic from the entire community.
Generally, they handle an average of about 600 questions a day, but when there is snow,
stormy weather, strikes, or some other abnormal condition, 2,000-2,500 inquiries are received.

6.3.2 THE OSAKA SYSTEM*

6.3.2.1 Case History and Basic System Design Principles. The city of Osaka has been suffering
from the severest road traffic situation among Japanese cities during the last ten years, because
of insufficient capacity in the road network (cf. Hasegawa 1972, 1975). Therefore, in 1973 the
Police Department of the Osaka Prefecture began to install a traffic control system that is to
cover almost all areas in the Osaka Prefecture, including the urban and intercity expressway
systems. The Osaka Traffic Control System has been studied by several research committees, all
of which are under the direction of Professor Eiji Kometani of Okayama University .**

This report deals with the realization of the concept of graceful degradation in road traffic
control systems, which is a part of the achievements of the research committees. As is well-
known, this type of system design concept does not have general principles that can be applied
to general cases, and this report confines itself to the special case as above.

Road traffic control systems in ordinary surface streets and avenues with traffic signals have
very distinguished features compared with ordinary process control systems. Road traffic control
systems generally contain various objects and parameters that are so complex they are essen-
tially difficult to handle with a computer system. For instance, the capacity of a road section is
not only a function of the road itself but also a function of the degree of congestion, with
statistical fluctuations in some cases. It should also be noted that the system is not going to
control the cars in the controlled area but to control the human beings driving the cars. What is
worse, it is almost impossible to have a unique set of objective functions in the control system
and to have objective and effective measures for the evaluation of the traffic control system.

Although there are certain difficulties associated with road traffic control systems, these
same difficulties may yield possibilities for simplifying the control systems. One favorable feature
is that the sensitivity of the control often shows specialbehavior. Ingeneral, asudden changeof the
signal control parameters causes more congestion than selecting signal parameters that are not
suitable for optimizing the traffic pattern in the area. When the signal parameters are changed
suddenly though moderately, congestion upstream from that signalized intersection grows very
rapidly, and once congestion rises above a certain limit, it takes a very long time to recover
the smooth traffic flow. This is because traffic congestion generated in this way has, in general,
a rather low sensitivity to traffic signal control. This phenomenon has actually been recog-
nized in measurement of real traffic flow in Osaka (Mishina and Sato 1970, Committee of
Urban Traffic Control Systems 1970, 1971, 1972a), and is one of the foundations of the grace-
ful degradation design of the road traffic control system. Thus, it is very important that the sig-
nal parameters be kept unchanged even when a system failure occurs. To achieve this, the cor-
respondence between the hardware system failures and the control level degradation must be
studied thoroughly. If it is achieved, traffic flow in the control area may remain undisturbed for
some time.

When a system failure occurs and traffic in the area is not heavy, but the failure lasts for a
fairly long time so that the traffic becomes heavy, traffic congestion will be generated in the
area. If a failure occurs when the traffic is heavy and then lasts for a long time so that the
traffic becomes light, the average queueing time for the vehicles at each intersection becomes
long. Therefore, the mean time to repair (MTTR) should be kept as short as possible. It should

*Based on a case description specially prepared by Toshiharu Hasegawa, Department of Applied
Mathematics and Physics, Kyoto University, Kyoto, Japan.

**The author would like to express his appreciation to the members of the various committees,
especially to Professors Eiji Kometani and Tsuna Sasaki of Kyoto University, and Professor
Toshio Fuijsawa of Osaka University, for their guidance. He would also like to thank the Traffic
Division of the Police Deparment of Osaka Prefecture, the Hanshin Expressway Corporation
(cf. Section 7.2), and the Tateishi Electronics Company, which is the prime contractor for the
system described here and in Section 7.2.
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be noted here that there is a kind of trade-off between MTTR and the mean time between
failures (MTBF). From the systems point of view, some of the subsystems need not have very
good MTBFs if they have a short MTTR.

It is not always possible to estimate the time required to repair a failure. When a long repair
time is expected, it is necessary to select fixed time signal settings suitable for traffic patterns
derived from an off-line analysis. It should be noted here again that this type of graceful
degradation is only one of many graceful degradation systems, even in traffic control systems.

6.3.2.2 Implementation and Operation. In the traffic control system in Osaka, the controlled
road network is divided into segments, arteries and other streets. A segment consists of signal-
ized intersections and links between them. In a segment, traffic is usually so heavy and com-
plex that it is almost impossible to derive reliable information about the traffic flow by any
feasible instrumented detecting method. Information from closed circuit television systems
although important, is difficult to use quantitatively. The object of traffic control in a seg-
ment is to prevent traffic flows at intersections from blocking each other and to ensure that the
traffic flow does not jam into deadlock. Segments are located in the central parts of the city.

Arteries are main streets that connect medium zones of the city; they are determined by the
origin-destination distribution between the medium zones to channel the flow of traffic
between them freely. Each artery has one segment at most and is rather fixed at any time
except for an emergency, such as blockage of the road by an accident. In the case where the
artery is blocked, alternative arteries, which are selected beforehand, take over the role of the
troubled artery.

The other streets in the controlled area work as buffers to the segments and arteries, i.e., the
difficulties in the segments and arteries are shifted to these streets. This introduces distributions
of queue lines in the traffic flows so that the overall delay becomes less than that in the case
of concentrated queue fines.

The classification of the above three parts of the network was made possible by the exten-
sive studies on traffic flow in Osaka. Not only were ordinary traffic surveys carried out, but also
traffic surveys using aerial photographs (Committee of Urban Traffic Control Systems 1972).
Figure 6.15 shows the classification of the streets and intersections in the Osaka City area in the
initial stage. Alternative arteries are determined beforehand to work as substitute arteries when
their corresponding arteries have their capacity reduced for some reason.

The traffic control system in Osaka covers more than 1000 intersections with about 2000
detectors. In the final stage, it is expected to cover about 4000 intersections.

One of the most important features of the traffic control system in Osaka is the hierarchical
hardware system closely connected with the control level degradation. The functions of the
traffic control are classified into two groups according to their importance, frequency of oper-
ation, types of computer calculations, etc. The lower level computers detect the presence of
vehicles, and compute traffic flow parameters such as volume, time occupancy, average speed
and queue length, etc. The upper level computer carries out the other functions of the control
such as controlling the lower level computers, making decisions on overall control strategies,
etc.

Not only the hardware system but also the control level has hierarchy. In this system the
hierarchy of the control level is called system degrade. According to the failures of the hard-
ware subsystem, the level of control is degraded. Figure 6.16 shows the relation between hard-
ware failures and the control levels. This is the foundation of the graceful degradation design in
the traffic control system of Osaka. When the control level goes down because of a hardware
failure, the degraded control level depends on the location of failure. For instance, a failure of
the signal transmission system causes a degradation to level 6, as shown in Figure 6.16. If this
degradation takes place when the system has been working at level 1, the effect on the corres-
ponding traffic signals could be great. However, the number of traffic signals affected is rather
limited and the total effects in the whole traffic control system may not be large. In contrast,
a degradation from level 1 to level 2 does not affect the traffic signals much, although all of the
traffic signals in the controlled area will shortly be affected to some extent, according to the
change of the traffic pattern in the area. Thus, when the upper level computer goes down, lower
level computers continue to control their corresponding traffic signals with the last signal para-
meters given by the upper level computer. To achieve this, the traffic signal parameters decided
strategically should be converted to the real time settings at the lower level computers.



164

JNR
Osaka Stadium
Segment
Control
conter Artery
ﬂo.’L National Highway Ng 1
” “\N‘A\J |
'z&\“\%
\4&\"0“ : ‘ ~
] <
5 —_
i L “>S §
= < < g r.‘
2l s ] I '
2 g 3 £ Police Dept.
2l S gl 3 Lo
: o E‘% : e
Nommachi St.
Alternative
Artery
JNR
O
QOsaka
Stadium
0 0.5 1 ]
| — : -
(km)

FIGURE 6.15 Controlled area in the initial stage in Osaka.

The hardware system of the traffic control system in Osaka is shown in Figure 6.17. The
upper level computer is a FACOM 230-35 made by Fujitsu Ltd., with a core memory of 65 K
word. The lower level computers are OMRAC-Ts made by Tateishi Electronics Co., and are
special purpose computers for traffic control. The upper level computer has various peripherals
but the lower level computers consist of CPUs, core memories of 65 K word each and com-
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puter channels. The latter (including their initialization) are controlled by the upper level com-
puter. As a matter of course, they may be initialized by a paper tape reader when the upper
level computer is down. As the upper and lower level computers are connected through their
channels, the capacity of this computer complex is fairly large because of the absence of a
communication neck between the upper and lower level computers.

The first order fail control shown in level 3 of Figure 6.15 has two categories. In con-
ventional traffic control systems, this first order fail control has only one mode, i.c., when
the computer system is down, all of the controlled traffic signals are controlled with the
prefixed signal parameters. This means that a sudden change of parameters is to be expected.
In conventional systems in Japan, the extent of the parameter change may exceed 10 percent.
This size of parameter jump is large enough to cause disasters in the city of Osaka, judging from
our surveys (Committee of Urban Traffic Control Systems 1972b).

Therefore, in order to have graceful degradation between level 2 and level 3, the communi-
cation control unit (CCU) of the lower level computer is designed to backup its computer. The
CCUs of the lower level computers store in their core memory the information for signal cycle,
split, and offset of each traffic signal in their corresponding control area. The information for
the signal parameters is supplied from the upper level computer to the lower level computers
every five minues and is converted to real-time settings. The real-time settings for the signals are
stored in the core memory of the CCU. In case of failure of a lower level computer system, each
traffic signal in its controlled area is controlled by the stored data in its CCU. Because of this
backup system, the signal parameters are not changed and remain optimal for the time being.
Of course, if the lower computer remains down for a fairly long while, the signal parameters do
not remain optimal. Therefore, when the required time to effect repairs is expected to be long,
such as in the case of a scheduled down for the computer system, this type of first order fail
control is not adopted. Instead, the second category of the first order fail control is adopted. In
this case, each traffic signal is controlled by one of the preset fixed time signal settings accord-
ing to the prevailing traffic pattern. These preset fixed time signal settings are prepared for
several traffic patterns to have simple artery synchronization control. The selection of the signal
setting should be done carefully. This may, however, be possible since the selection may be
done after fairly long observations. When an unexpected system failure takes place, the control
of the first category starts automatically.

At control level 1, all of the systems are operating normally and the highest control strat-
egies are being carried out. When the upper level computer system or the channel between
upper and lower level computers is down, the control level degrades to level 2. At this level,
vehicle-actuated artery synchronization signal control, traffic jam control, actuated single inter-
section control and others are carried out by the lower level computers. For the time being,
there will be no conflict between the controlled areas of the lower level computers. There
is, however, expected to be mismatching at the boundaries of controlled areas if the failure of
the upper level computer lasts for a long time. At any rate, degradation from level 1 to level 2 is
gradual.

At level 3, a lower level computer is down and the first order fail control is carried out. As
mentioned above, when the expected time required to repair the failure is not known, the CCU
of the lower level computer controls the traffic signals in its area with the data stored in the
core memory of the CCU to keep the control parameters as close as possible to those already in
use. When the time required to repair the failure is expected to be long, one of the preset para-
meter sets for fixed time signal settings are used to control the traffic lights.

At level 4, a control level similar to level 3 is followed, not with the present data but with
the predetermined parameters stored in the local master controller. At levels 3 and 4, actuated
artery synchronization control, simple artery synchronization control, and actuated one-point
control are performed. The main difference between level 3 and level 4 is the mode of degrada-
tion. Degradation to level 3 can be performed gracefully but to level 4 may not be so graceful.
At the same time, the storage locations of parameters are different. In level 4, the local master
controllers, which were used before the installation of the present control system, are utilized
as the backup systems. Therefore, this level of control is performed, for instance, when the
whole system of the control center is down, and the control grade becomes the same as the
control grade before the instailation of the present control system. From levels 4 to 6, the con-
trol methods are the same as before.

This traffic control system has been operated since October of 1972, and there has been
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only one case when the signals were controlled by the CCU of the lower level computer. It is
reported that the expected graceful degradation was achieved for that case. The upper level
computer, FACOM 230-35, is a medium-sized business computer and has failed several times,
although the failures have not affected the traffic control significantly. Figure 6.18 shows the
display panel and the control consol in the control center.

6.3.2.3 Evaluation of Operational Experiences. In road traffic control systems, it is sometimes
possible to have a system with a rather high cost-performance relation by shortening the
MTTR, even with subsystems that do not have such excellent MTBFs. For instance, in the
Osaka system, the upper level computer system does not have to be a multiple computer system
with respect to the MTBF, because of the graceful degradation achieved when it fails. In this
system, a hardware monitor panel is installed in the system, which tells the attendants of the
control machine room the location of the hardware failure, in order to lessen the MTTR. The
MTTR of a vehicle detector is of the order of hours if the failure is of a detectable kind, and the
MTBF of a detector is longer than 30,000 hours. The MTBF of the controlling computer
system is not known because of the frequent upgrading of the system according to the exten-
sion plan. The MTTR of the computer system is short: it is reported that repair times longer
than a day, including a repair of a failure in the information transmission system, are seldom.

Various problems still remain concerning the system failures. On the night of April 12
(Saturday), 1975, the signals of 27 intersections in the central business district (CBD) were all
fixed at red for about an hour because of an unhappy coincidence of undetectable errors in the
hardware. This period could have been less than three minutes if a proper procedure, as sugges-
ted by Figure 6.16 had been taken by the attendants of the control center. The more reliable
and failure free the system becomes, the more important the training of the personnel at the
control center becomes. It may be desirable to have accident simulators for training against
failures in the future, as a kind of man-machine interface.

Detecting subsystem failure is another important problem. In the Osaka system, monitoring
the subsystems is performed with software and hardware as often as possible. As a matter of
course, it is generally impossible to have a complete failure detection system.

The effect of the installation of a traffic control system in the fiscal year 1972 (Police Depart-
ment of the Osaka Prefecture 1974) for six controlled routes, has been to make average im-
provements in journey time, number of stops, delays at intersections, and sectional speed of
17.5 percent, 29.2 percent, 27.7 percent and 24.2 percent respectively. For the fiscal year 1973
(Police Department of the Osaka Prefecture 1975) for 12 controlled routes, these improve-
ments were 17.6 percent, 21,3 percent, 26.4 percent and 23.1 percent. In the fiscal year 1973,
the average queue lengths of 10 important intersections had decreased by 38.7 percent.

Evaluating a traffic control system is very difficult. For instance, we sometimes measure
average journey time, average delay and stoppage by traffic signals, average speed at some
section, and the number of accidents before and after the installation of the traffic control
system. It is almost impossible to define the exact correlation or dependence between these
factors of the traffic flow and the installation of the tr