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INTRODUCTION TO THE SERIES

Regional Science and Urban Economics are two interrelated fields of research that
have developed very rapidly in the last three decades. The main theoretical foundation
of these fields comes from economics but in recent years the interdisciplinary charac-
ter has become more pronounced. The editors desire to have the interdisciplinary
character of regional sciences as well as the development of spatial aspects of theoret-
ical economics fully reflected in this book series. Material presented in this book series
will fall in three different groups:

interdisciplinary textbooks at the advanced level,

monographs reflecting theoretical or applied work in spatial analysis,
proceedings reflecting advancement of the frontiers of regional science and
urban economics.

In order to ensure homogeneity in this interdisciplinary field, books published in this
series will:

be theoretically oriented, i.e. analyse problems with a large degree of generality,
employ formal methods from mathematics, econometrics, operations research and
related fields, and

focus on immediate or potential uses for regional and urban forecasting, planning
and policy.

Ake E. Andersson
Walter Isard
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PREFACE

This volume contains a collection of papers presented at a conference on ““Theoretical
and Practical Aspects of Regional Development Modeling™, held at the International
Institute for Applied Systems Analysis (IIASA), Laxenburg, Austria on March 19-21,
1980. The conference was organized by the Regional Development Task at IIASA as
part of its work on comparing and synthesizing recent research on applied regional
development modeling. Its aim was to bring together theoretical and practical results
of applied regional development modeling in both market and planned economies, in
an attempt to summarize the state of the subject at the beginning of the 1980s.

Some 50 papers were presented at the conference; of these, 26 were selected for
this volume. Although the papers were brought together at the conference, this book
should not be seen primarily as a conference proceedings; rather, the contributions have
been selected to strike a balance between the theory and the applications of regional
systems analysis.

The book hasbeen divided into seven parts. The first is basically an introduction,
while the second and third contain overviews of current modeling practice in market
and planned economies. In the next two parts the focus shifts to the theoretical prob-
lems encountered in structural and multiobjective analysis of regional systems. The
final two sections contain examples of regional development models currently ready
for use or in operation and analyze the success of these models in clarifying regional
planning and policy problems.

Last but not least we must thank the authors contributing both to the conference
and to this book for their valuable material and comments, and the staff of the Regional
Development Task at ITASA for their skillful and efficient assistance, without which
this volume would not have been possible.

The Editors
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Regional Development Modeling. Theory and Practice

M. Albegov, A.E. Andersson and F. Snickars (editors)

North-Holland Publishing Company 3
© IIASA, 1982

Chapter 1

REGIONAL DEVELOPMENT MODELING — THEORY AND
PRACTICE

Folke Snickars, A. E. Andersson,* and M. Albegov**
International Institute for Applied Systems Analysis, Laxenburg (Austria)

1.1. Basic philosophy of regional development modeling

The purpose of this book is to present the current theory and practice of regional
development modeling in industrialized nations with different resource endowments,
economic structures, and political systems. This will be done by giving examples of
approaches and applications in various countries, rather than providing a comprehensive
overview. The book is primarily intended to give a broad coverage of approaches and
is not specifically oriented toward the theoretical aspects. A very important aim is to
provide a basis for comparing the regional problems tackled and the quantitative methods
employed in market and planned economies.

An attempt will be made to demonstrate how modeling can be and is being used as
a tool for solving regional problems in the framework of regional development planning.
Regional development planning is defined here as the process of dealing with the
long-term overall structural economic problems of regions within a nation. Thus, both
the growth strategies for developing regions and the problems of economically well-
developed regions facing rapid structural change will be highlighted. The emphasis is
on resource distribution between regions rather than on intraregional allocation
problems. Although general, these statements imply that regional development model-
ing is seen as taking a constructive role in regional and national economic development.

It should already be apparent that regional development planning has different
connotations in different countries and also at different regional levels. This may be
due in part to national variations in the pattern of regional development (balanced
regional growth in some countries, interregional imbalances in others). It may also be a

* Currently at the Department of Economics, University of Ume8, Ume8, Sweden.
** Currently at the Central Institute for Economics and Mathematics, USSR Academy of Sciences,
Moscow, USSR.
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reflection of the role of planning and particularly the role of regional development
planning in the different countries.

In countries that have pure market economies, i.e., in which planning is viewed
primarily as a tool for correcting market imperfections, regional development planning
plays a minor role. Regional development is not usually regarded as external to the
market and therefore little attention is given to policies with a regional dimension.
Such is the case, for instance, in the USA, where regional planning is quite a recent
phenomenon; this may also be seen from Chapters 6 and 26 of this volume.

In mixed economies of the western-European type, regional development planning
has traditionally been aimed at removing interregional discrepancies in income and
employment opportunities. The regional planning framework has been welfare-oriented
rather than efficiency-oriented. Even in the analysis of the long-term consequences
for Sweden of phasing out nuclear power, the regional effects are evaluated mainly by
employment indicators (see Chapter 25).

In planned economies the regional dimension has always been used as a means of
increasing overall economic efficiency. Whereas support in the form of increased
investment may be given to chronically depressed regions in mixed-type market
economies, in planned economies investment is directed primarily to regions with the
potential for expansion. Examples of this are provided in Chapters 22 and 24, which
relate to the development of territorial production complexes and other industrial
expansion projects in Siberia.

Of course, in market economies the efficiency-oriented regional distribution of
investment capital is governed by the regional differentials in capital returns. This will,
in principle, give rise to an economically efficient regional distribution of labor (although
this is questioned, for example, in the so-called center—periphery theory). From this
perspective, it is natural that optimal territorial planning should also be used in planned
economies to achieve such interregional efficiency. In both types of system, therefore,
interregional flows of labor and capital necessary and sufficient to promote growth
would tend to emerge. The welfare-oriented role of regional development planning
characteristic of mixed economies serves to keep these processes of structural change
within socially acceptable limits. Chapter 27 gives a provocative view of the success
of Dutch regional policies in this respect over the last decade.

Although this book is not intended to be a critical review of regional planning
systems, we believe that it is possible to assess the different approaches to regionai
development modeling and the models characteristic of different countries using the
background outlined above.

Regional development planning undeniably requires a multidimensional approach.
Regardless of the geographical level or the economic or political structure of the region
under study, the aim is to analyze and influence different components of economic
and social processes simultaneously. The complexity of regional development planning
stems from the fact that both spatial and temporal interdependencies are present and
must be included. Comprehensiveness calls for an explicit analysis of uncertainties and
long-term options, since many regional processes are inert and contain temporal
indivisibilities. Chapter 11 points to the need to develop new criteria for evaluating
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such problems and to set new standards for freedom of action and robustness. This
type of approach is often more appropriate than attempting to minimize some cost
function or maximize some efficiency function.

The above discussion suggests that it is useful to assess the role of systems-analytic
approaches in regional development planning. In what directions have the theories
and models of regional development planning evolved in market and planned economies?
Are current planning problems being tackled with the same type of models used in
the last two decades, using methods which were formulated for very different circum-
stances? Are problems similar to those that occurred in earlier decades now being
analyzed with different tools? Are the current quantitative modeling techniques quite
general or more specialized, i.e., is the same type of methodology used in countries
with different economic and political structures?

In this introductory chapter, these questions will be examined briefly by means of
an historical summary and a comparison of some of the approaches mentioned in
other chapters. As part of this background, the attempts at the International Institute
for Applied Systems Analysis (IIASA) to provide a framework for applied regional
development modeling will be described. This will be further illustrated by a summary
of the IIASA case studies, which were performed in a variety of economic, social,
and institutional settings. This chapter concludes with a summary of the regional
issues that this work suggests should be examined using systems analysis in the future.

1.2. Regional development analysis in the last two decades

There are a number of different ways in which the evolution of new theories and
models for regional development planning over the last two decades may be examined.
Here the framework given in Table 1.1 will be used, though this categorization is in no
way unique.

Some important developments in interregional or multiregional explanatory model-
ing will first be outlined. Following the original work of Leontief (1951) on national
input-output modeling, Isard (1951) formulated the general interregional input-
output model. This piece of work encouraged the development of techniques to over-
come the computational difficulties inherent in these input-output methods; see, for
example, Moses (1955) and Leontief and Strout (1963). However, although this model
was formulated in the 1950s it has still not been widely applied.

A more direct reformulation of the Leontief model as a regional input-output
model has had greater success. It has beenapplied in various countries at all geographical
levels, often complemented by independent econometric estimates of import, export,
and consumption functions.

Spatial general equilibrium models are scarce, owing to the lack of theories and the
dearth of statistical information to support or reject them. Lefeber (1958) formulated
a model of this type, though the brief treatment of the transportation sector has led
to problems in implementation. Location theoretical analysis performed by Koopmans
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Table 1.1. Classification of regional development modeling research.

Spatial scope Type of model
Explanatory and predictive Planning and policy
Interregional or Input/output Multiregional planning
multiregional Spatial general equilibrium Economic growth
Central place Transport and/or
Migration investment cost-
minimization
Regional Input/output Mathematical programming
Basic/nonbasic Spatial competition
Growth pole
Intraregional Urban land equilibrium Transportation/land-use
Transportation optimization
Spatial interaction Cost—benefit
Lowry-inspired Accessibility

and Beckmann (1957), as well as classical studies by Hotelling (1929), suggest different
reasons for the fact that market equilibria may not, even in theory, be sustained in a
multiregional system. Koopmans and Beckmann (1957) single out the indivisibility of
certain factors as one possible explanation, while Hotelling (1929) stresses the small
number of actors. Although both of these results have been questioned in more
recent research, applied general equilibrium models of interregional development are
still uncommon. However, many recent econometric regional models rely implicitly on
equilibrium concepts; see Chapter 6.

There has been a marked development in the use of equilibrium models for the
study of intraregional land-use patterns during the last decade. These models, often
termed “new urban economics models”, stem from the work of Alonso (1964) and
Muth (1969) on the functioning of the urban residential market. They have reached
the application stage in many urban areas, especially in combination with urban
transportation models, which are also quite often of the equilibrium type; see, for
example, Florian (1976) and Ben Akiva and Lerman (1977).

At regional and intraregional levels there has also been increased interest in com-
prehensive land-use and transportation models of the nonequilibrium or partial equi-
librium type. The first large-scale models of urban and regional processes fall into this
category. Some of them, such as the basic/nonbasic model developed by Lowry
(1964), were exceedingly successful and have led to the development of a new class
of models, now termed “spatial interaction models”. Wilson (1970) is the most pro-
minent exponent of this modeling approach. Other models, for example, some very
large-scale transportation models developed in the USA, were not successful, and did
not reach the application stage. Complex large-scale models, such as that developed
by Forrester (1969), were subjected to heavy criticism, for example, by Lee (1973).
The main criticisms were related to the “over-optimistic” view of the usefulness of
computer techniques in regional planning (Putman, 1973). Nevertheless, spatial inter-
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action models have provided planners with computer-based tools for quantitative
modeling that did not exist in the early 1960s, although the lack of theory at the core
of these models may still be questioned.

There has been very slow development in the modeling of intraregional production
patterns. The allocation of urban land is generally considered to be a question of
dividing land between residential and transport use, presupposing the fact that pro-
duction always outbids other activities in central locations.

Economic geographers and location theorists have built on the work of Christaller
(1966) and Losch (1954) in trying to validate and apply “central-place” concepts in
regional development planning. Rather than working with zonal subdivisions, these
approaches presuppose that regional development occurs in a network of interlinked
villages, towns, and cities, which form a hierarchy. Chapter 15 outlines a dynamic
version of this theory. The concept is to some extent related to the idea of growth
poles, which was developed in relation to the French territorial planning system by
Perroux (1955), although growth poles generally refer to a nonspatial system. However,
central-place concepts, although theoretically pleasing, have not played a very im-
portant role in the development of quantitative models. In spite of this, the conceptual
importance of central-place and growth-pole models should not be underestimated.
These ideas have been used to formulate policies as well as to provide a framework
for policy evaluation in several European countries.

There is no clear distinction between “explanatory” regional modeling and “planning”
regional modeling. This is particularly true of the mathematical descriptions of different
approaches. In many cases the same conditions may be derived from both programming
and simulation models.

The primal-dual relationships of linear programming provide a framework within
which the results of an optimization approach can be interpreted as a market equi-
librium. Alternatively, the primal problem expressed in terms of quantity allocation
could be used to optimize resource allocation in a planned economy ;see also Chapter 9.

If, then, this similarity in model structure reflected a similarity in actual economic
processes, planned and market economies would be truly dual, both converging to the
same stationary state. However, in general the same mathematical theories have not
been used in different economic systems. Programming models are assumed by western
economic planners to be applicable only (or primarily) to planned economies, while
eastern economic planners discard the shadow-price system as unrealistic.

Multiregional planning models have been developed by Tinbergen (1967) and also
by Soviet workers; see, for example, Aganbegyan et al. (1972). The Tinbergen system
was based on a hierarchical framework with sectoral, interregional, and local levels,
It was assumed that regional development planning should also take place on these three
levels and that planning models appropriate for each level should be used consecutively.

Although the Tinbergen models were set in a comprehensive framework, they were
still based heavily on the minimization of cost by linear models. They were followed
by a number of other planning models with transport and/or investment cost-
minimization as the basic goal. The models developed by Mennes et al. (1969) and
Carrillo-Arronte (1970) were both of this type.
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In the USSR rapid development of regional modeling began in the early 1960s in
an attempt to aid the development of existing and recently established industrial
regions. In the first stage, intersectoral relations for the country as a whole and for
separate regions were modeled, and national-regional models were developed for the
main sectors.

From the beginning, the main emphasis was on national intersectoral analysis
(Ephimov and Berry, 1965) but some work was also devoted to investigating regional
problems (Kossov, 1973). At the same time experience in modeling sectoral growth
and location led to the generalization of existing methods for solving these problems
by optimization techniques.

These independent analyses of national, regional, and sectoral problems laid the
foundations for a system of national-regional intersectoral models. This work was
started in Novosibirsk and Moscow; see Aganbegyan et al. (1972) and Danilov-Danilyan
and Zavelsky (1975). Rather elaborate systems were developed to coordinate important
features of the national and regional plans (such as final consumption, volume of
production, and interregional distribution of capital and labor). These schemes proved
to be very difficult to implement on the computer; one example was the general Isard
(1951) model. For this reason only one version of the Granberg model was completed.
Research work in this field carried out in Moscow is described in Baranov (1969).

The simplified set of interregional-intersectoral models developed by Albegov
(1970) was more successful. In this system the interregional distribution of labor is
given exogenously and transport is described rather roughly, but at least the model
allows the problems to be analyzed practically.

In the early 1970s, interest shifted from sectoral to multisectoral analysis and to
the analysis of territorial production complexes (TPCs). In another trend, interest
moved away from regional economic analysis using input-output techniques to the
development of regional model systems.

In the first of these developments, Albegov and Solodilov (1970) analyzed a multi-
sectoral system, taking into account the nonlinear dependence of resource costs and
the effects of agglomeration. Multisectoral analyses on a local level were carried out
with the help of multistage models of TPCs. These analyses included not only pro-
duction, but also population, settlement and service, and environmental systems. This
has resulted in well-balanced development of the main sectors of regional economies
and auxiliary subsystems; see Bandman (1980).

In later developments of this approach in both East and West, the hierarchical
structure has been relaxed and intersectoral relationships have been introduced at the
interregional stage (see Paelinck and Nijkamp, 1976, and Granberg, 1978). Current
research in market, mixed, and planned economies involves the introduction of
multiple objectives into these multiregional models.

There are relatively few linear models of this type at the regional level. When used,
they often take the form of cost—benefit models; the cost measures are extended to
include all urban gains and losses that can be given monetary values and specified
linearly (see Ben Shahar et al., 1969). The housing market models based on the linear
programming model of Herbert and Stevens (1960) are good examples of this approach.
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Another theoretical advance in regional planning modeling was made by Rahman
(1963), in a model which was designed to examine whether there was a conflict between
national economic growth and regional equality. The main result was that a techno-
logically less efficient region could compensate for inefficiency by a higher savings
ratio, so that for long-run national growth it would be profitable to invest in lagging
regions as well as advanced areas. This approach has been extended by several Japanese
researchers, for instance Qutsuki (1971), to show that the Rahman results are true
even in a more general regional economic setting. This class of growth models has
recently been analyzed by Fujita (1978), with various production functions.

Although these growth models have not been used in regional development practice,
their importance for regional policy-making should not be underestimated. They
differ from other models in their explicit treatment of time and show that this may
lead to results that are quite different from those of static models.

Models of spatial competition are similar to regional growth models in their treat-
ment of the dynamic aspects of regional development processes. They provide a
possible explanation for the formation and development of service centers and are
therefore useful in planning and policy-making. Recent analyses by Gannon (1977)
and Webber (1977) use techniques that are different from those employed in Hotelling’s
(1929) original work.,

In these more modern approaches the only element that has been changed is the
spatial demand elasticity. The fact that there is a distance factor in spatial demand
patterns is usually reflected by introducing accessibility indicators into regional
models. Such indicators were introduced on an ad hoc basis in classical economic
geography but have been adopted over the past decade by research workers such as
Higerstrand (1970). More recent research has pursued axiomatic theories of accessi-
bility measures; see Weibull (1976) and Smith (1978). This research indicates the
need to devote more attention to the formulation of goal and interdependency indi-
cators in regional planning models. Normative land-use transportation models using
such indicators have been developed in some mixed-economy settings;see, for example,
Sharpe et al. (1975) and Lundgvist (1977). Work on the development of econometric
intraregional models has also just been initiated in the USSR; a dynamic model of econ-
omic growth in the Ukrainian Republic has already been constructed. A survey of
multiregional economic models carried out by the Regional Development Task at the
International Institute for Applied Systems Analysis (ITASA) during 1980 and 1981
indicates that there has been a considerable increase in the number of econometric
multiregional and regional models developed in the USA and western Europe. This
new trend first became apparent in the late 1970s.

A number of recent developments in regional modeling have now been considered
briefly. The main conclusion is that there have been no major changes in the theoreti-
cal bases for this type of modeling. Therefore, with the notable exceptions mentioned
above, it must be admitted that current problems are being tackled with the help of
old theories. There are no significant differences between the models used in practice
in the various countries, whether in East or West.

On the other hand, it must be acknowledged that substantial changes have occurred
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in the real-world problems facing decision-makers at both the regional and national
levels. As a result of economic development, regions have become more vulnerable to
external changes beyond regional or even national control. Problems of resource
shortage have come to the fore. Pressure groups have made stronger claims for the
conservation of resources and the environment, especially in their own areas,

Regional development planning tools, both theories and models, should be adapted
to meet this changing and complex situation. The role of computers must be properly
assessed; modern theories and models of regional development and its planning should
be synchronized with advances in modern computer technology. The drawbacks of
earlier theories and models from a systems-analytic perspective should be eliminated
in the newer versions; the systems approach may then make it possible to achieve a
deeper understanding of current economic, social, and political processes. This view
calls for the revival of integrated larger-scale models, a view that is also put forward in
Chapter 2. Systems-analytic models of this type should examine the external uncertain-
ties as well as the multiple-objective aspect of regional development planning in the
future.

These comments on the historical trends in regional development modeling provide
a background against which to view the current state of research in this field. In the
next section the various approaches are described using the same general classification
by subject that is followed in the rest of this book.

1.3. Current trends in regional development modeling

In the previous section it was pointed out that the theoretical basis of regional develop-
ment modeling has remained essentially the same during the last two decades, despite
a change in the fundamental planning issues that these models are intended to handle.
The following are beginning to emerge as important factors in regional planning:

1. Fundamental uncertainties about economic development in the medium and
long term have increased.

2. Economic integration has increased at both the local and international levels,
implying that regions are increasingly vulnerable to external economic processes.

3. The shortage of fuels and other raw materials has led to a shift in the emphasis
of the analyses of critical economic processes toward problems of technological
change.

The three points outlined above do not concern regional processes as such, but
represent examples of general economic phenomena with a regional impact that may
substantially affect future regional development. Shifts in economic development
may imply new regional growth patterns at both national and local levels. Economic
stagnation or rapid structural change in the industrial sectors, even in highly industri-
alized countries, are other characteristics of this new order.
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1.3.1. Qverview of model systems

A substantial part of this book (five chapters) is devoted to overviews of current theory
and practice in regional development modeling. Since the contributions come from the
USA, western Europe, and the USSR, a balanced picture of trends in a variety of
institutional settings should emerge.

It should be noted that there is quite a marked difference in emphasis in regional
modeling between market and planned economies. As is evident, for instance, from
Chapters 6 and &, North American research has been concentrated on urban modeling,
with a recent shift in interest toward multiregional analyses. The situation is reversed
in the USSR. Chapter 4 clearly shows the strong emphasis of Soviet planning on multi-
regional analyses or regional analyses of nonurbanized regions; the recent shift is
toward urban problems. This change in regional level is reflected in an increased interest
in econometric analyses and the use of simulation models, which are already in common
use for urban modeling in North America.

Chapter 5 contains information about multiregional modeling from a western-
European or, rather, a French perspective. It provides an example of another trend in
contemporary regional economic modeling, the linkage of real and financial economic
models. This is a natural response to the emergence of the problem of economic
integration mentioned above. Under conditions of high inflation it is very important
to study the interdependence between price systems and technologies.

Another feature of current multiregional modeling as presented in these overviews
is the interest in linking models of regional subsystems. The increased interest in
larger-scale models appears as a desire for applied multiregional, multisectoral models
with a considerable degree of sectoral as well as regional disaggregation. Chapters 3,
5, and 6 illustrate the breakthrough that has been made in the development of applied
large-scale economic models of linked subsystems.

Another example of this interest in linked model systems is the growing attention
given to the economic aspects of migration processes and labor-supply determinants.
Chapter 7 contains some new ideas about the complex problems of modeling the
economic factors affecting migration processes. This chapter also illustrates the trend
toward a clearer treatment of uncertainty and multiple-objective problems, a topic
so important in this field that it will be discussed at greater length in another section.

Chapter 8 draws attention to some important practical problems of transferability
between theoretical models, applied models, and the computer software necessary
for such models. Applied regional modeling should strike a balance between generality
and specificity, not only in theory but also as a matter of computing practice. The
compatibility of theoretical and practical versions of regional economic models is
crucial for the credibility of modeling exercises and should therefore be taken more
seriously by systems analysts.
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1.3.2. Multiobjective analyses

Although it has long been argued that regional planning is a field characterized by
multiple and conflicting objectives, applications of models using multiobjective tech-
niques are quite rare. This is not to say that there has been no development in the
theory — it is simply an acceptance of the fact that the theoretical analyses have not
yet been transformed into real-world applications.

The four chapters on multiobjective methods included in this book represent the
latest theoretical developments and practical applications in this field. Chapter 9 gives
an overview of the multiobjective techniques used in multilevel, multiregional planning.
The notion of “compromise solutions” is discussed in a hierarchical setting, using an
algorithm proposed earlier to solve decomposable models by direct quantity distri-
bution rather than by price adjustments.

Chapters 10 and 11 give examples of applications-oriented mathematical pro-
gramming models used to solve problems with conflicting objectives. Chapter 10
considers the problem of providing quantitative specifications for objectives in com-
prehensive land-use planning, and the question of how indivisible quantities should
be modeled is also discussed. Chapter 11 examines the treatment of time in multi-
objective analysis, and illustrates various approaches with examples from physical
(and regional economic) planning. It is shown that robustness criteria are exceedingly
useful in situations of genuine (or static) uncertainty, i.e., in long-term planning.

Chapter 12 shows how modern optimization techniques can be used in applied
regional modeling to achieve compromise solutions. The method described builds on
a minimax paradigm that reduces the dimensionality of the full optimization problem
at the cost of greater mathematical complexity. The most important property of this
paradigm is that it actually pays in solution efficiency to carry out this transformation.

The methods used for multiple-objective decision-making are many and various.
They range from game theory to multiattribute utility analysis and incorporate ele-
ments of both the social and the economic sciences. Chapters 9-12 cover only a
limited range of approaches at the forefront of multiobjective methodological research.
As already pointed out (for instance, by Rietveld, 1980), the field is characterized
not by a lack of alternative approaches but by the need to tackle larger-scale problems.
The solutions of multiobjective models are by no means trivial and, in fact, the diffi-
culty of solution is responsible for most of the current limits on the practical useful-
ness of the models.

1.3.3. Structural analysis of regional development

The changes in real-world problems have led not only to a shift of emphasis in the
analysis of objectives in regional development planning but also to a new analysis of
the internal structure of the regional economies themselves. Since the interdependence
between nations and between regions is increasing, the nature of the linkages should
be analyzed in detail. The uncertainty inherent in economic development suggests
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that analyses of profit distributions, business-cycle variations, and investment behavior
should be made. The dynamic behavior of labor markets and other regional economic
subsystems also holds more interest than heretofore. Although this book contains
no chapter concerned specifically with technological change, the structural analysis
of regional economic systems is discussed from various viewpoints in Chapters 13-18.

Chapter 13 describes an original way of analyzing industrial structural change,
making good use of existing Swedish data on industrial development. The approach
resembles the migration studies so typical of modern demography, viewing the pro-
duction unit as an entity migrating through a space of gross profits. Previous models
of regional industrial-development planning have used too little information of this
type to be economically realistic or meaningful.

Superficial treatment of real-world complexity is also a problem in normative
labor-market models. Although there have been major advances in theoretical labor-
market studies (see, for example, Lippman and McCall, 1976), few models deal with
regional problems. Inclusion of the regional aspects is definitely warranted in view
of the private and public social costs and benefits associated with commuting, migrat-
ing, changing occupation, and unemployment. Chapter 14 uses a variant of linear
activity analysis to describe a regional labor market including various friction costs.

Chapter 15 represents a recent development in the economic-geographic field:
consideration of the dynamics of central-place systems. This chapter, although con-
cerned mainly with service provision, provides an example of the analysis of regional
economic change in a network of distinct nodes. Even if the idea that geographical
space is either discrete or continuous has existed as long as regional analysis, there is
still no general theory that encompasses both aspects. Chapter 16 gives an example of
recent advances in ideas about economic processes in continuous space. This type of
work is presented in more detail in Isard and Liossatos (1978) and Beckmann and
Puu (1981).

The next two chapters are concerned with examples of functional or structural
analysis in the USSR. Chapter 17 has its western counterparts in the work of isard
(1951), Isard et al. (1969), and Stone and Brown (1965), although the last does not
deal explicitly with the regional aspects. This chapter makes it possible to compare
systems for social and financial accounting in different institutional settings. Chapter
18 (by the late A. M. Alekseyev) represents yet another facet of regional development
modeling: the evaluation of the feasibility, adequacy, and timing of practical regional
development projects. The management problem is more complex than in western
models of the same type because of the more comprehensive geographical and socio-
economic scope of the analysis.

1.3.4. Regional development models — some recent examples
The main difference between the chapters reviewed in this section and those summarized

above lies in the comprehensiveness of the analysis. The chapters discussed in this
section contain some examples of complete regional economic planning and policy
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models that have recently been developed in IIASA member countries, in some cases
in collaboration with IIASA (see also Section 1.4 below).

Chapter 19 describes a normative regional planning model developed for an agri-
cultural region in central Poland; the dynamics of the production system and its service
support systems are emphasized. Chapter 20 reports on current work on a decision
support system for the development of an agricultural region in Bulgaria. Both models
are consistent with the existing national planning systems. Although both systems
concern agricultural regions in eastern Europe, they are quite different. Apparently
the local economic and social differences are more important than the similarities in
organizational setting and political structure.

The Bulgarian model attaches great importance to the analysis of transportation at
an intraregional level. However, in Chapter 21 transportation projects in Japan are
analyzed at a national level. This chapter has several interesting features: it shows how
available theory and methods can be used in a simplified, but workable, model system,
and it also illustrates how comprehensive simulation models may be used for policy
evaluation in a situation where the number of options is limited.

Chapter 22 summarizes the regional input—output models used in the USSR. It
shows how one particular large-scale input-output model can be used to assess the
nationwide impacts of alternative patterns of growth in Siberia. It is not intended to
provide unique optimal production patterns but rather to illustrate the importance
of Siberia in the Soviet economy over the medium term. Thus, the aim is very similar
to that of the Japanese transport study: policy evaluation,

1.3.5. Applications of regional systems analysis

In Chapters 23-27, it is the application rather than the method that is of central
interest. However, having said this, Chapter 23 is an exception, since it contains both
a new theory and its application. It has been included as an example of ex post regional
economic policy evaluation in that it att'empts to deduce the effects of policies from
statistical data. With its discussion of statistical motivations the chapter may be use-
fully compared with the analysis of migration flows using logit models in Chapter 7.

Chapter 24 contains a summary of methods and, primarily, applications of terri-
torial production complex (TPC) analysis, and provides a good illustration of the range
of current Soviet regional economic planning models.

Chapter 25 considers the use of systems analysis in the organization and model-
ing involved in resolving an important national and regional policy question: should
Sweden phase out its nuclear power plants or not? In 1979 a Swedish government
commission on the nuclear power question made successful use of systems-analytic
methods in both specialist studies and organizational matters to resolve the problem
under heavy time constraints.

Chapters 26 and 27 are the most policy-oriented in this volume. They both consider
the effects of regional policies on market and mixed economies, but from somewhat
different viewpoints. Chapter 26 argues in favor of discarding regional policies in the
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USA because they distort the market, whereas Chapter 27 criticizes the inability of
Dutch regional policies to influence regional development. The views presented in the
two chapters are therefore diametrically opposed. While Chapter 27 stresses the need
to coordinate different types of policies to attain certain levels of welfare, Chapter 26
presupposes that policies actually have some effect but that this effect only reduces
the welfare levels. Although their conclusions differ, both chapters emphasize the need
to assess the effect of regional policies on the welfare of the population. This demand
is relevant whatever the type of economy.

In Section 1.2, some important developments in regional modeling over the last
two decades were classified as shown in Table 1.1. It is interesting to see where the
various chapters in this book fit into the general scheme of Table 1.1, with the proviso
that “overview” chapters cannot be included in this classification. Furthermore, since
this book is mainly concerned with the regional and multiregional aspects of regional
development modeling, the distribution will necessarily be somewhat biased.

The four chapters on multiobjective analysis fall into the general category of
programming models. Of the eight chapters having a primarily analytical purpose,
two or three also consider policy aspects (Chapters 14, 18, and in part Chapter 7). The
rest have an explanatory purpose, but do not correspond with the individual model
types mentioned in Table 1.1. One new element here is the use of probabilistic models
such as the logit model.

Chapters 21, 23, and 25 all have an explanatory or predictive aim. In these chapters
there is also a tendency to include elements of different theories in a way that was not
common in the early 1970s.

Thus it may be concluded that regionai development modeling is moving toward
more comprehensive models, incorporating elements from various different economic,
geographic, and demographic theories, and there is also increasing interest in general
equilibrium approaches. Both of these trends may owe part of their success in practical
applications (and hence their popularity) to rapid developments in computer technology.

1.4. Regional systems analysis — an IIASA approach

The International Institute for Applied Systems Analysis (IIASA) is currently engaged
in case studies of regional development in agricultural regions of Bulgaria and Poland
and metropolitan regions of Sweden and Italy. This introductory chapter will conclude
with a brief description of the ideas behind these studies, as well as some of the
methods used.

The purpose of the IIASA research is to create integrated systems for regional and
sectoral development and apply them to the regions under study. The basic approach
is to analyze the development problems of the four regions within the limits set by
national and regional policies. The types of problem analyzed include investments in
sectors of production, use of energy and other primary resources, interregional location,
population, and transportation policies, planning of new and existing towns, and the
construction of industrial and agricultural production complexes.




16 F. Snickars, AE Andersson, and M. Albegov

The broad range of these case studies has made it necessary to find some basic
principles of regional systems analysis that can cover different political systems as well
as regions at various levels of aggregation; these principles are outlined below.

It is evident from the work on regional development carried out at IIASA that
regional policy-makers must be provided with better tools to enable them to cope
with the essentially dynamic, uncertain, and interdependent factors regulating long-
term economic and technological growth and structural change at the regional level.
This can only be done through developments in the basic methodology of regional
development analysis.

1.4.1. A definition of applied regional systems analysis

To qualify as applied regional systems analysis, a study must have a clear emphasis on
policy. At IIASA this has resulted in detailed case studies of actual regions, the
researchers cooperating with the policy-makers and planners of the region and country
under study.

Regional systems analysis must also consider the long-term problems of policy-
making; this implies more concern with strategic matters than with tactical and opera-
tional policy issues. This has also meant that the economic analysis central to these
case studies must be long term rather than short term. At the regional level the modeler
is then forced to study not only growth problems but also problems of secular decline ~
a rare phenomenon in national economies but not uncommon at disaggregate levels.
It is also obvious that it is necessary to study structural change in regional long-term.
case studies; the work very often involves generating policies to change the structure
of production, real capital, and the labor force.

There are necessarily some well-defined as well as ill-defined uncertainties involved
in long-term policy analysis. It is, for instance, difficult to predict the size of a popu-
lation, its propensity to work, the availability of local resources, and other basic
variables. It is even more difficult to predict future demand structures in the region
and its surrounding area, and it is almost impossible to make reasonable quantitative
predictions about the technology and the political values that will be employed two
or three decades into the future. For this reason scenario creation, structural sensitivity
analysis, and similar approaches must be used to provide insights into the consequences
of the fundamental uncertainties of long-term regional policy-making.

Applied regional systems analysis means that economic, ecological, technological,
and demographic systems must be related to each other in an essentially dynamic and
spatial systems analysis. This implies that a large number of variables have to be
linked, which requires large-scale model-building, and hence a very sensitive tradeoff
between realism, simplicity, and ease of parameter estimation.
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1.4.2. Purposes of regional development modeling

Applied regional systems analysis cannot be used simply to generate straightforward
quantitative results. The emphasis on long-term policy problems makes it impossible
to obtain any policy recommendations that are sufficiently definite to warrant immedi-
ate action. A more realistic goal would be to use the models to generate qualitative
policy recommendations in the form of general guidelines.

In some cases even this aim is unrealistic; however, in this situation applied regional
systems analysis can always be used to achieve a better understanding of long-term
regional policy problems and their interactions. It is often necessary in regional systems
analysis to generate a large number of projections demonstrating the consequences of
different courses of action and different patterns of development, and these projections
can be very useful to regional planners.

The creation of these scenarios is an important part of the planning process. The
planning scenarios can be developed through a purely verbal process, sometimes aided
by map sketching, as is often done in physical planning. However, experience has
shown that this type of procedure is only viable if the number of planning variables is
small. Computer-assisted planning procedures become necessary when the dimension
of the problem and the degree of disaggregation increase.

The economic structure of a region can be seen as the first dimension of the planning
process; the spatial structure can be viewed as a second dimension, and the temporal
sequencing of activities as the third. If it is assumed that the economic structure can
be represented by 30 production sectors, the spatial structure by 10 subregions, and
the temporal structure by 3 time periods, a model including all interdependencies
would have to consider 900 variables. It would be very difficult to construct a plan
for such a system without the aid of a formal computer model.

In the early theory of planning, it was often assumed that a large system of this
type must, by necessity, have one and only one goal function, which should be maxi-
mized, subject to certain technological constraints. Adopting the same planning
philosophy, a giant model could be constructed for the whole system, and the goal
function could be maximized subject to permissible variations in the variables. These
variables may be viewed as the instruments of planning.

As discussed in the review of current research on multiobjective decision analysis,
the a priori selection of a single goal function is a difficult and dangerous task. A more
realistic approach would be to suggest a number of possible goal functions, and then to
study the range of solutions obtained. The problems of aggregating conflicting object-
ives could thus be avoided, but the approach would still be subject to the difficulties
inherent in solving large-scale systems. Unfortunately the numerical capacity of any
optimization model containing spatial, sectoral, and temporal dimensions is still very
limited.

Yet another difficulty is evident. Most planning models can be given relatively
concrete and statistically reasonable technological constraints: this is certainly true
for constraints on the use of resources. Most economic planning models contain
reasonably accurate constraints on the use of primary resources, labor, and other
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factors affecting production. The sectoral interdependencies can also be specified
with some degree of precision. It is, however, far more difficult to specify the behav-
ioral constraints that regulate the activities of households (consumers) and other
decision-makers in the economic system. It is thus probable that any optimization
model used for economic planning will not include very accurate descriptions of
human behavior. This implies that the behavior of decision-makers and planners and
their mutual interactions should be modeled more closely, using optimization models
to guide the process.

1.4.3. The choice of approach

Regional systems analysis is an application of systems analysis to regional policy-
making, and must include consideration of both time and space. The spatial element
can be handled in two ways: the problem can be analyzed in continuous space as
proposed by Beckmann (1952), Puu (1977), Isard and Liossatos (1978), Mills (1972),
and others, or the total space (for example, the nation) can be subdivided into a
set of discrete regions. Work at IIASA has generally been based on the discrete, regional
approach to spatial analysis. In most cases, it has also been decided to handle time as
a set of discrete periods.

In a purely theoretical general equilibrium analysis of the kind proposed by Debreu
(1959), each decision variable, for example, the quantity to be produced, is associated
with a particular time, decision-maker, type of commodity, and region. It can be
shown that, in a static situation, there will always be a solution to an interregional
equilibrium problem of this type, even with an infinitely large number of consumers
and producers. However, this approach requires a large number of simplifying and not
very realistic assumptions about the convexity of preference and production sets,
assumptions that are not normally valid in the real world.

The extension of this approach to realistic transportation—communication tech-
nologies and situations of growth and development has never been possible. To cope
with policy-making problems in dynamic, interdependent regional production and
consumption systems of this type, considerable simplification is necessary. Simplifi-
cation through decomposition and structuring of regional development problems has
been proposed by many analysts for both market and planned economies. Isard,
Leontief, Aganbegyan, and Granberg all suggest simplification through linearization
of technologies for production, transportation, and consumption of commodities.
Using linearization it is possible to solve problems with several hundred regions and a
large number of production sectors and different household categories.

Two main criticisms can be made against the linearized approach proposed by
Leontief and others. The first concerns economies of scale in the production and
transportation of commodities. Economies of scale in production lead to nonlinearities,
which, however, for sufficiently large regions are of limited importance. Leontief and
other global modelers can thus claim that nonlinearities are not important in their
work. However, at a lower level of aggregation this problem is more serious. The
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regions that make up a nation are normally rather small and economies of scale cannot
be disregarded in national-regional models.

The second criticism is that, in general, transportation and communication cannot
be linearized but can be nonlinear at any level of aggregation. In fact, it can be argued
that the higher the level of aggregation, the more nonlinear these systems become.

For these reasons the IIASA approach to regional systems analysis has not been
limited to simplification by linearization, although this technique has been used
widely whenever justified.

It was decided to simplify the long-term regional policy-making problems by
decomposing the system into a set of interlinked models. The types of submodels
chosen (linear, nonlinear, integer, or real-valued) were partly an attempt to achieve
the best formulation of the problem and partly a reflection of the systems represented
by the submodels.

There are basically three ways of decomposing a regional policy problem (see
Chapters 3-8):

1. A procedure based on making policy at an international level, then at the national
level, and finally at the regional level (top-down approach).

2. An approach that starts with the planning of an individual region, aggregates
these plans up to the national level, and then considers the world markets
(bottom-up approach).

3. An approach that analyzes interactions at a multiregional sectoral level, assuming
mutual interdependence between the regions.

Although it has often been assumed that each of these approaches is suited to a
different institutional framework, this is only partially true. However, international
organizations tend to prefer the sectoral approach, and the decentralized Scandinavian
countries have shown a marked preference for the bottom-up approach to regional
planning.

In actual fact, the scale of the region is more important than the institutional
framework in determining the best approach. A relatively large region cannot disregard
the impact of its policies on other regions and even on the nation as a whole. In such
a case it would be best to use the sectoral approach, in which the large regions are
considered simultaneously in their national context. The policies of small regions,
however, can have little effect on other regions, or on the nation as a whole. Inter-
national and national technological and market developments may determine the
action possible in the regions, but the action taken in any single region is unlikely to
influence national or international development to any significant degree.

The IIASA group has tried to take these factors into consideration in choosing the
decomposition technique most appropriate for use in each of the four case studies.

The following section gives an overview of the basic problems, organizational set-
tings, and methods used in the IIASA case studies. It is not intended to summarize the
results of the studies, but rather to illustrate the approaches used to overcome the
specific problems of each region.




20 F. Snickars, AE Andersson, and M. Albegov

Table 1.2. Summary comparison of four regional development case studies.

Region Main economic  Main development  Main collaborators Main methods and
characteristics problems models
Noted, Agricultural Shortage of water,  Central- and Simplified system of
central region out-migration regional-level regional models, linked
Poland planners, water- to elaborate agriculture
resource experts and water-supply
models
Silistra, Agricultural Slow growth in Central-level Linked models of
northern region the basic planners, various  agriculture, water-
Bulgaria agriculture sector research institutes supply industry, etc.,
in Sofia and breakdown models
South- Specializes in Rather slow growth, Regional Planning Hierarchical system
western agriculture, the  specialization in Office of South- with emphasis on multi-
Skine, food industry, protected industries, western Skfine objective land-use
southern and the chemical land-use conflicts (8SK), University models
Sweden industry of Lund (water
problems), Swedish
Council for
Building Research
Tuscany, Specializes Vulnerable position Regional economic International and inter-
central in the textile in the world planners in regional trade models
Italy and leather economy, exposed  Florence, research  of main industrial

industry, and
tourism

to competition

workers at the
National Research
Council, Rome

sectors, and labor-
market models

1.4.4. Four case studies

The work carried out in IIASA’s Regional Development Task has not been aimed
primarily at basic methodological research but at developing systems of models to be
applied in a series of case studies. The regions studied have been chosen to provide a
number of different environments in which the model packages may be tested. Although
a special set of models has been developed for each of the four regions, it is still
intended to compare the case studies in terms of both problems tackled and models
used. This comparison should include a discussion of the institutional frameworks and
problems encountered in the actual collaboration between IIASA and the authorities
and planners in the four regions.

Some of the characteristics of the four case studies currently underway are summa-
rized in Table 1.2.

Both eastern-European studies (Note¢ and Silistra) concern agricultural regions in
which growth has been rather unsatisfactory because of various shortages. Water
supply has been a major problem, and the studies looked into the possibility of
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increasing agricultural productivity by irrigation. Both studies are based on a series of
linked models of the regional subsystems in which agriculture has been given the
central role and other economic processes are treated less comprehensively. The share
of national output provided by these regions has been assessed by partial, local analysis.
The Bulgarian case study also includes a model that ties development of the Silistra
region to national and interregional economic development. Thus a combination of
top-down and bottom-up approaches is used in this study.

It was argued above that local analysis should be used for regions that play a minor
role in the national economy. However, since the intraregional approach for small
regions leads to problems in handling the indivisible nature of plants and service
facilities, local analyses tend to be just as complex, from a methodological viewpoint,
as those commonly used for larger regions. The interdependence of the regions and
the relationships between them should be treated explicitly when modeling the larger
regions, leading to an integrated approach in which it is important to model national-
regional ties. This suggests the use of hierarchical systems of models, and this line of
attack is therefore pursued in the Sk8ne and Tuscany case studies.

The case study of southwestern Skfne involves analysis of water-supply and land-
use problems in the region. The analysis highlights the conflict between urban and
rural use of land in this fertile part of Sweden. Skine also faces a number of important
long-term decisions concerning its energy supply.

As shown in Table 1.2, a hierarchical approach with an emphasis on multiobjective
land-use models has been used for the Skfne study. The analysis has been carried out
at a local level (in geographical terms), and this calls for a more refined treatment of
indivisible factors than is usually attempted in urban land-use models.

Tuscany is a typical open economic region (see Table 1.2); it produces highly
specialized industrial products that are traded on the world market under heavy
competition, for example, from developing countries. Tuscany’s dependence on
tourism also makes it vulnerable to external influences. The Tuscany case study there-
fore deals with alternative scenarios of future industrial specialization under uncertainty
in world market development, rather than with the problems of intraregional land
use and location of service facilities more typical of the Skne study.

The Tuscany labor market is unusually free; i.e., it is a market in which inter-
sectoral labor mobility is high, responding to changes in structural demand and business-
cycle fluctuations. The volatile nature of this market is said to be one of the factors
responsible for the rapid economic development that took place in Tuscany during
the 1970s. The IIASA study tried to assess this property in quantitative terms and also
to determine its possible negative distributional effects.

The Tuscany case study is based to a large extent on regional and interregional
input-output analysis. A stronger emphasis is put on short-term or medium-term
problems than in the other studies, and this implies the use of econometric simulation
and multiobjective optimization models.

As may be seen from Table 1.2, the four case studies have quite different organ-
izational settings. In the Ské&ne case study there is direct contact with the planners
and politicians of the region, whereas the Tuscany study relies on collaboration with
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local research workers rather than with the actual decision-makers. The Polish and
Bulgarian studies involve contact with research institutes at the national level and
planners working with regional problems. The case studies therefore cover a wide
range of organizational settings, and it should be possible to draw some conclusions
about the application of the systems-analytic approach in different institutional
frameworks.

1.5. Some problems for future regional development modeling

This introductory chapter gives a broad description of the evolution of regional
development modeling over the last two decades. The theoretical background of this
type of analysis has been reviewed, the development of modeling techniques has been
summarized, and the practical use of some of the methods and models has been dis-
cussed. The rest of the chapters in this book consider these points in more detail.

It seems appropriate to conclude this introduction with a few remarks on the
future of regional development modeling, with special emphasis on the work being
carried out at IIASA.

A procedure for regional systems analysis, based on case studies, has been proposed
in Section 1.4. It is assumed that policy-makers familiar with the region, its historical
biases and institutional constraints, should identify the problems to be solved. This
link between actual policy-makers and analysis is not always accepted in pure research
since it is often argued that problem formulation should be policy-oriented but not
necessarily defined by current decision-makers. It might be interesting for systems
analysts at institutes such as IIASA to experiment with such a free problem formu-
lation; this would supplement the results of the case studies, which are based on policy-
makers’ perceptions of policy problems.

The methods discussed in this book are biased in the sense that they all rely on
fairly complicated mathematical methods. However, some important problems in
decision-making are not very suited to mathematical formulation. In this category
belong problems of human relations both at the microlevel and at the political macro-
level. This means that systems-analytic approaches employing mathematical models
must necessarily be complemented by “softer”” approaches to the problems defined by
the humanities and some social and behavioral sciences.

There is also reason to investigate new quantitative methods for regional systems
analysis. For example, sensitivity analysis can be used to assess the fundamental
uncertainties associated with this field. In the very long run, however, it is necessary to
use structural stability analysis to examine the possible future changes in the structure
of regions.

However, regional development modeling is not the only area in which the funda-
mental uncertainties should be assessed. The structural design of regions, one of the
central problems in regional systems analysis, should also be made to take fundamental
uncertainties into account. Development scenarios should be judged not only in terms
of their benefits, costs, accessibilities, environmental impacts, and other easily quanti-
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fiable consequences, but also with respect to their inherent adaptability, flexibility,
and resilience in the face of unforeseen changes in behavior and technology.

It is hoped that this book will stimulate interest in the practical application of
these new techniques. Development work of this type will help applied regional
systems analysts to keep pace with the rapidly changing problems facing regional
planners in countries in all parts of the world.
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REGIONAL THEORY IN A MODELING ENVIRONMENT

Britton Harris
School of Public and Urban Policy, University of Pennsylvania, Philadelphia,
Pennsylvania (USA)

2.1. Philosophical background

In a paper presented at the European Regional Science Association Conference in
August, 1979, I proposed three main directions for future research in regional science.
These were: the need to model large and complex social systems; the need to come to
grips with the computer as a tool for research and instruction; and the need for careful
attention to policy questions. These ideas will now be developed in the context of
regional theory, with the main emphasis being placed on the first two research direc-
tions.

I should first outline the philosophical basis on which I approach these issues; my
philosophy of science is largely Cartesian in that I believe that building theories
can lead only to a deductive process. Building theories involves finding axioms and
including them in the axiomatic system, finding and proving theorems, and using them
to formulate testable hypotheses. A testable hypothesis may be derived from an
axiom, but is more often derived from a theorem. The empirical part of a science lies
in the testing of hypotheses.

This approach raises interesting speculations about the role of fantasy in generating
hypotheses (Boulding, 1980), speculations which are, however, largely outside the
scope of the present discussion. Fantasized statements may be regarded either as
hypotheses to be tested or as theorems to be proved. One might naturally question
whether a theorem that cannot be proved should be tested. Some economists might
argue not only that testing unproved hypotheses should be avoided, but also that a
theorem, once proved, does not need to be tested. (This assumes that the axioms can
also be proved.) I reject both of these positions, and also the idea that finding theorems
is an orderly or logical process.

Theorists in fields that are preparadigmatic or that have newly established and
untested paradigms are actually trying to create or design completely new deductive
systems. Pursuing this course takes one between the Scylla of logic and the Charybdis
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of utility. Logic requires that a system should be incapable of generating contra-
dictory hypotheses; when such contradictions appear, the remedy requires the elimi-
nation or weakening of one or more axioms. This is not a trivial design issue. On the
other hand, Godel’s theorem establishes that any axiomatic system has undecidable
propositions, so that a utilitarian approach to theory suggests a strong axiomatic
system to settle the truth of a large number of operational questions. The remedy
for a weak theory is of course the opposite of the cure for a contradictory one — namely,
the use of more or more-powerful axioms. The possibility that a theorem may be
undecidable or may have a long or complex undiscovered proof justifies the testing of
unproven theorems.

Thus the principal properties of deductive systems are those of consistency and
completeness; completeness is sometimes aesthetically described as richness, and this
perhaps tends to emphasize a subjective and teleological aspect of theory-building.
Testing systems for consistency is a kind of “empiricism of the mind”. This implies
that the conformity of theorems with rules of transformation which permit them to
be derived from axioms, and with other rules of noncontradiction, is in a sense empiri-
cally observable. Unlike other mental activities such as creative writing, where such
rules, if they exist, may be deeply hidden, theoretical deduction excludes fantasy.
Similar remarks apply to the testing of completeness, but the definition of this term
may have some empirical content. In number theory, it has been argued that the
richness of an axiomatic system does not depend on any real-world references, but
only on mental images and perhaps on aesthetic sensations; in contrast, the theories
of natural and social sciences have a correspondence with the real world by which
their completeness or incompleteness may be tested. Both tests contain elements of
subjectivity and personal preference.

It is clear that if scientific systems are to be defined as a subset of deductive
systems, they must have, in addition to consistency and completeness, something
that may be defined vaguely as realism. That is, a scientific theory produces not only
theorems, but also hypotheses that may be tested for at least some correspondence
with reality. If a set of axioms can generate a theorem that in some application repro-
duces reality, then these axioms may be regarded as sufficient conditions for a theory
of this reality. Such a set of axioms can never be proved necessary — even passing over
all sorts of epistemological problems, the identification of a set of axioms necessary
to reproduce reality would imply truth rather than realism in an axiomatic system, thus
violating the well-established precept that scientific hypotheses are falsifiable, but not
verifiable. This proposition impeaches at least the superficial meaning of efforts to
“validate” social science theory and models.

There is an important sense in which a theory can be tested by empiricism of the
mind rather than by systematic observation and statistical analysis. The mind of a
mature person is a storehouse of empirical knowledge acquired and processed either
by direct experience or vicariously through social communication, Of course, much
of this empirical information will have been misapprehended or misinterpreted, but
it still provides a built-in approximation of a reality against which hypotheses can be
tested. (Some social scientists regard introspection as the strongest form of this type
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of empirical observation.) The existence of this substratum of experience is especially
important for the nonexperimental sciences. In astronomy, geology, and the social
sciences, theory-building aims at reproducing observed and, frequently, aggregated
system behavior. The foundation for this behavior usually exists at a more disaggre-
gated level and may be deduced from experiments and theory in other disciplines
such as physics, chemistry, and psychology.

2.2. The importance of the modeling environment

We can now approach the problem of the modeling environment, which I believe
to be very important for regional theory-building. On the one hand, models provide
a framework in which to organize empirical observations and perform statistical
tests of the realism of hypotheses. In this context, they are, as I have said elsewhere
(Harris, 1966), a form of experimental design based upon a theory. On the other
hand, models can be seen as a form of mental experiment, a test by empiricism of
the mind. Most narrowly, a model is a theorem or a hypothesis, possibly, together
with its derivation, in an axiomatic system. In a more general sense, a model can be
regarded as an extended form of a theorem or a hypothesis intended to permit oc-
casional tests for systematic contradictions, more frequent explorations of complete-
ness (or ability to sustain a number of generalizations), and very frequent tests of its
ability to reproduce salient features of reality. These features are largely in the mind
of the experimenter and have been suggested by previous observation; frequently
the extraction of ‘“‘salient features™” is based on a process which records previous
successes and failures in hypothesis formulation.

Viewed in this way, models have varying levels of complexity. Static models may
require some principle of equilibrium or optimality for their solution. Dynamic
models generate development paths and sequential states and do not necessarily
contain such principles. Nevertheless, the two types of models can be combined. It is
now very well understood that only the simplest models of social systems can be
mathematically represented and solved in closed form. If this were the end of the
story, the power of axiomatic systems in social affairs would be very limited, but,
paradoxically, this limitation is accepted in many disciplines, with pride by some. In
the transition to a much richer form of modeling, some relatively simple systems
can be solved by numerical analysis, now greatly aided by the advent of the electronic
computer.

Complex systems easily exceed the ability of the theoretician either to formulate
and analyze them in closed form or to imagine the results on the basis of intuition
and heuristic analysis. Consequently, large and complex systems are natural objects
for computer modeling. Such modeling is undertaken for three purposes: to perform
the mental experiments necessary for theory-building just discussed; to engage in
empirical testing; and to provide an operating tool for practicing analysts and decision-
makers.

There is another issue concerned with the scale or closure of models. A complete




32 B. Harris

model of a large closed social system could be very complex, but would be subject
to a limited number of external influences. At the other end of the spectrum, a model
of a class of behavioral units could be intrinsically relatively simple, but would be
almost completely open and therefore subject to a wide variety of external influences.
An intermediate case, a model containing more than one type of behavioral unit but
representing an incomplete system, will have some degree of internal complexity and
be open to a certain number of external influences. The apparent complexity of social
science models and their almost baroque design may be a consequence of this double-
edged nature. On the one hand, there is no standard format for the interactions
between different subsystems and behavioral units, so that the provision for these
interactions is often idiosyncratic. On the other hand, the provision of external con-
nections is conducted on a very ad hoc basis and can greatly increase the apparent
complexity. Finally, a (partially misplaced) emphasis on modelfitting and data analysis
can lead to bizarre distortions of theoretical models in order to cope with the un-
availability of data; these meodifications include noncomparable geographic sub-
divisions, proxy variables, inappropriate classifications of actors, and so on. The
addition of these features adds another layer of apparent complexity to an already
unwieldy structure.

This last difficulty is almost entirely avoidable at the theory-building level. Data
may be generated or simulated from a common-sense interpretation of experience,
and computer techniques used in a consistent and realistic way to test the realism of
models. At this stage of theoretical investigation the structure of the models should
be kept as clear and as simple as possible. More complex structures can be used later
in deriving parameters, in empirical testing, and in operational applications. The
Forrester model of urban dynamics (Forrester, 1969) is an extreme and arguably
useful example of the first part of this procedure. While many regard the structure
of Forrester’s behavioral functions as highly arbitrary, there is no doubt that the
simulated data that he extracted from experience have provided a feasible basis for
a model of some complexity and interest; its realism and applicability, however, are
more questionable.

2.3. Theory and modeling of large-scale social systems

The outlines of a suitable procedure for modeling and developing the theory of large-
scale social systems are now beginning to emerge. The essential structure of such
large-scale models should be based on two simple but very important principles: (i)
the behavior of actors and subsystems at the most elementary level should be repre-
sented in an extremely simple fashion; (ii) the interactions between these components
should also be simple, but very large in number. When modeling is used as an aid to
theory-building, attention should be focused on the consequences of these interactions.
Given multiple paths of causation and feedbacks in the operation of a large-scale
model with several components and many interactions, the propagation of impacts
through the entire system can be followed over space and time. In policy-making,
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it is by now a truism that these expanding ripples of causation are responsible for the
unintended consequences of single-purpose actions and suboptimization. In systems
theory, it is equally clear that these chains of causation and feedback explain why
the behavior of the system as a whole is not simply the sum of the behavior of its
components.

It should come as no surprise to note that many of the most productive urban and
regional models are indeed very simple, in accordance with the first of the principles
given above; the gravity model of the attenuation of action over distance is an excellent
example. Classical input—output analysis is based on a very simple and almost tauto-
logical set of accounting definitions. The behavioral assumptions behind most housing
market models are based on simplified versions of classical utility theory, which in
general lead to procedures from which the willingness to pay or a set of bid prices can
be estimated. A very useful model of retail trade location, which was employed in the
Penn Jersey Transportation Study and later analyzed from a theoretical point of view
(Harris and Wilson, 1978), contains two simple behavioral assumptions. Consumers are
expected to behave according to a gravity model of interaction and producers are
expected to behave so that the supply of retail services is adjusted to the demand.

Most of these models at the simplest behavioral level lack interest and effectiveness
until they are placed in a larger context. However, these larger contexts usually involve
(either implicitly or explicitly) a number of additional assumptions. A behavioral
model of bidding in the housing market can be expanded into a locational model by
a variety of mechanisms. The Herbert—Stevens model (Herbert and Stevens, 1960) and
the NBER model (Ingram et al., 1972) use different linear programming techniques to
accomplish this. Anas (1973) proposes a version of entropy-maximization together
with the local equilibration of supply and demand, which in the limit could lead to a
linear programming solution. Modeling the responses of the suppliers to residential
demand requires a different set of models and a new level of linkage. Gravity or
entropy-maximizing models of travel behavior appear relatively naive in a cross-
sectional transportation analysis, but begin to acquire much more interest and signi-
ficance in a wide variety of market-type situations, some of which are sketched above.

All of the interconnections that have been discussed so far are simple one-stage
linkages. Larger models with apparently greater complexity can be constructed very
simply using such linkages. The Lowry (1964) model of the metropolis links residence
with employment, and service industry with residence, with virtually no feedback.
The multiplier model of input-output analysis (which is of much greater interest
than the basic accounting model) assumes multiple iterations of the elementary model,
but does not provide constraints and feedbacks. It is therefore intrinsically of this
same elementary one-stage nature,

2.4. Economies of scale and externalities

An important set of characteristics of most regional models has to do with economies
of scale and with externalities. In a simple behavioral or descriptive model, economies
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and diseconomies of scale introduce nonlinearities. In larger models, both features
create feedback loops, positive and negative, and can produce unusual outcomes.
The impacts of simple externalities have been shown by Schelling (1978) to have
surprising long-term consequences and the prevalence of these grossly nonlinear
features have many important theoretical consequences. In dynamic models, they
lead to divergences and bifurcations. The definition of bifurcations in catastrophe
theory is based upon the assumption of a manifold of equilibrium states, and wherever
bifurcations occur, there are potentially multiple local equilibria. This fact dashes
any hope of a unique general equilibrium and also challenges the existence of a unique
optimum associated with general equilibrium. This fact is very important in policy-
making and planning, since it undermines the assumption that economic behavior
in production, exchange, and consumption necessarily leads to an optimum optimorum
in the allocation of resources. Finding and reaching such an optimum may thus require
planning and controls.

Frequently, of course, the effects of externalities, economies, and diseconomies
are felt across several models. Many such effects are spatial and are propagated through
spatial interactions such as transportation costs or pollution. Not all effects, however,
are entirely spatial. Certain aspects of health, education, and employment interact
quite strongly, but in a conventional model of any of these areas the interactions
would be sacrificed or would at best appear as exogenous variables. The interactions
that propagate all of these externalities through a larger system will generate complex
feedback loops and lead to the appearance of strong nonlinearities and the introduction
of economies and diseconomies. In a situation in which any of these subsystems is
being analyzed and then optimized in the design sense, the fact of suboptimization is
obvious; the extent of this suboptimization and the difficulties caused by it depend
on the degree of the interactions and their cumulative impact within the model.

Self-contained models including interactions of this kind are generally not suitable
for closed-form solutions. Close examination shows that some disaggregated and
superficially complex models which can be solved in closed form do not have very
realistic feedback properties. Examples include the Lowry model, which can be
solved by matrix inversion in a different formulation developed by Garin (1966),
the extended input—output model, and some of the new urban economics models
dealing with urban form. It is interesting to see how rapidly this class of models
is exhausted. Very simple modifications of a monocentric housing model lead eco-
nomists like Muth (1969) to numerical analysis. The retail trade model discussed
in Harris and Wilson (1978) has a closed-form solution in certain very standard cases,
but the introduction of economies of scale in retailing destroys even this limited
property. Clearly, mixed models containing submodels with different properties
and different modes of solution are almost certain not to have a closed-form solution.

2.5. Sensitivity analysis

The lack of methods for direct solution suggests the need for a more extended con-
sideration of computer modeling; such a consideration has arisen repeatedly as models
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have been developed and applied in a variety of circumstances. A situation is thus
evolving in which computers are being asked to fulfill a number of different roles
in modeling; these roles must be identified so that the computer system can be made
more responsive to the needs of users.

Perhaps a good way to approach this problem is by way of sensitivity analysis,
which, as will be shown later, can also be used to evaluate models and theories. Con-
ventional sensitivity analysis in its simplest form investigates the sensitivity of models
to changes in parameters or “independent” variables. In a simple model the sensitivity
can be gauged directly from the parameter values, but where chains of causation and
feedback are involved this method does not work. A second conventional approach
tests the sensitivity of the models to constraints such as budgets, land availability,
and so on. Still other tests examine the sensitivity of the model to initial conditions
(for dynamic models) and major inputs such as levels of income, industrial com-
position, and public policies. Somewhat less conventional sensitivity analysis could
extend to the functional forms used within models and to the response of a large
system to the replacement of one set of models by another. The replacement of
models could implicitly reorganize the interactions between the models.

It should be noted that sensitivity testing depends largely on the kind of sensitivity
being measured. Simple correlation coefficients are not an adequate measure of
the goodness of fit of a model, and simple directions and magnitudes of change are
not sufficient for sensitivity testing. A number of examples in which special aspects
of model performance and consequently of sensitivity need to be examined are out-
lined below.

Several simple cases involve problems concerned with the housing market. For
example, does a model of housing market choice reproduce the patterns of income,
occupation, and ethnicity observed in the buyers, and what are the implications of
the model’s performance in this area? If the abandoning of dwellings is being studied,
it would be useful to know more about the various ways in which different geo-
graphical patterns of abandoned dwellings can arise. In an unpublished study of
housing in the New York region, one model was found to give very good predictions
of the rents bid by various classes of the population for various classes of housing in
various locations but suffered from one serious structural difficulty: well-to-do house-
holds were outbidding the poor for dwellings in poor neighborhoods. This did not
affect the R-squares greatly because very few cases were involved, but it would lead
to outrageous results in any practical application. The problem was finally overcome
by adding a variable or variables reflecting neighborhood poverty and ethnicity.
Examples may also be found in retail trade modeling. A retail trade model that will
automatically generate clusters of concentrated activity is quite unusual — most retail
trade models start from assumptions about the existence of centers. The model dis-
cussed in Harris and Wilson (1978) is an exception in that it creates centers and does
not make this assumption. More generally there should be regional models that
generate centers of activity, cities and metropolises, in appropriate locations — but
such models are extremely rare, if they exist at all.

The examples given above are intended to support the idea that models used in
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regional science should be able to reproduce distinctive features of the phenomena
under study and should satisfy consistency conditions that cannot always be imposed
in the statistical analysis. This is in itself a form of sensitivity testing, since the ability
to meet these criteria may require the model to fulfill the same conditions as the
most rigorous sensitivity test. The distinctive system characteristics which the models
should reproduce may be selected on the basis of experience, which is generally
sufficiently empirical for this exercise.

There is a more rigorous form of model validation or testing that is sometimes
not independent of empirical data collection and statistical testing. This is the sensi-
tivity of models to drastically changed conditions, often referred to as transferability

r “portability”. It is useful to note that, in an empirical context, portability implies
that a model can be used outside the range of the observed variables, and further
that this is necessary for policy-testing. Policies that may be described by com-
binations of observed variables are not novel and do not need to be examined by the
use of models. The study of new policies requires concepts and possibly models that
may be transferred into unknown territory, and the more unusual the policies under
study, the more severely the portability of the models is tested. Portability is a re-
flection of the sensitivity of models to wide variations in income, culture, institutions,
economic activity, and governmental policies, and reflects the ability of the models
to produce new results as some or all of these factors are varied.

2.6. Computerized systems of large-scale models

This overview suggests a number of important features that a computerized system
should have if it is to permit the research worker to engage in a partially speculatlve
exploration of the characteristics of large-scale systems.

The experimenter would in principle prefer to use simplified systems with relatively
few actors and relatively few geographical subdivisions to keep the computational
load to a minimum. Detail in modeling is by no means equivalent to complexity, but
the desire for compactness may be countered by the fact that complex system behavior
may disappear if the model is excessively simple.

The experimenter will want to be able to substitute one model for another in
any particular system, and to substitute one functional form of computation for
another within models. This implies a well-linked system of modular subroutines
that can be inserted into a large model at will. More generally, the experimenter will
want to be able to link these models in a variety of ways, not only by substitution,
but also by rearranging the structure, the order of computation, and the transmission
of information from one model to another. This implies a flexible and powerful
system containing models which can be altered without massive rewriting and re-
organization by computer specialists.

The research worker will also require a general-purpose data base covering the
complete set of phenomena being modeled. A data base can either be built up from
experience, as discussed above, or be adapted from observed experimental results.
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In many applications these approaches are equally useful, but if the statistical proper-
ties of the models are being investigated an observed data base is almost certainly
necessary. Comparative studies involving portability require either a second data
base or the systematic variation of characteristics in the initial data base. The difficulty
in synthesizing or systematically changing data bases lies in the need to retain con-
sistency and to avoid altering important internal characteristics of the data; these
characteristics may simply be correlations between variables, or, at a higher level,
may involve large-scale structural features.

If a computational system of this type could be put into operation, it is conceivable
that many theoretical and practical aspects of regional analysis would be substantially
altered. A great deal of regional analysis deals with partial models and subsystems whose
performance in a ““richer” context is not easy to predict. Models that appear perfectly
reasonable in one setting might prove to be counterproductive or even perverse in their
implications in another setting. On the other hand, models that appear to be rather
unimaginative, or that do not seem to fit the data, or that are unreasonable at first
sight, might prove to be accurate, productive, and useful in a different context. These
hypothesized changes in submodel behavior are based on the assumption that feedback
loops and interactions between models will generate large-scale system behavior
that cannot be predicted from the performance of the individual models. While this
assumption has a firm foundation both in systems theory and common experience, it
could be tested in many different ways in the computational environment proposed
above, thus adding yet another dimension to the concept of empiricism of the mind.

2.7. Questions of experimental design

A wide variety of experimental design questions arise in enterprises of this kind. The
main difficulty faced in the experimental design of model systems is very similar to
the chief problem encountered in designing optimal policies. In both cases, the
decisions to be made are generally discrete or lumpy, and, in any event, the interaction
between decisions creates a series of outcomes that are only locally optimal — that is,
in the case of policy-making, small perturbations of the system cannot lead to any
improvement in its overall performance. If it is accepted that there is some way of
measuring the performance of a system of models then the analogous statement would
be that small perturbations in parameters, functions, models, and interconnections
could not improve the overall performance of the whole system.

In the continuous case, small perturbations in policies or models are made by
incremental changes in continuous quantities. If the model is fixed, these quantities
are variables; if the conditions are fixed, these quantities could be parameters. It is
also possible to make some changes in functions continuous, as in the Cox-Box
transformation in statistics. Generally speaking, however, the substitution of one
function for another or one model for another is a discrete step of the smallest possible
kind. In this case a system of models with, say, twenty binary decisions could be
formulated in over a million possible ways.
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There are thus two main problems to be faced in the experimental design of model
systems in this environment. First, in the absence of signposts such as partial derivatives
(which exist only in the continuous case), the experimenter must use either a system-
atic approach or his own judgment in the search for new general model designs.
Second, because of the expected abundance of local optima, an improvement process
often does not tell the experimenter where to start the design process or how to
choose starting points in order to improve his chances of success. The seriousness of
these difficulties has yet to be tested in an operational environment of the type
described above.

2.8. Problems of policy synthesis

These problems have been approached largely from the point of view of developing
theories in regional science, but their study has partly been motivated by a belief that
sound theory can help policy-makers and politicians to make better decisions and,
all other things being equal, lead to an improvement in the human condition. This
belief motivates many people working in the field of regional science and regional
analysis, and requires a brief consideration of the problems of policy synthesis that
have not been discussed already.

The problems caused by the unintended consequences of policy actions and the
dangers of suboptimization are among the most fundamental difficulties of policy-
making. These difficulties are obscured whenever policy-making becomes reactive,
short-term, or placatory. But if these modes of action are indeed dangerous, they
will prove to have an inferior survival value for the parties that adopt them. Con-
sequently, regional analysts can usefully devote themselves to a consideration of
the kinds of models that will avoid shortsighted policy-making, even if this involves
generating counterintuitive results.

It is of course entirely possible that our current theories and our ability to extend
them are still not sufficiently advanced to produce accurate long-term projections
for large-scale interactive systems. However, 1 feel that we must assume the opposite
and make every effort to reproduce the behavior of such systems both in theory and
in models. The large number of small-scale models in existence testifies to the indi-
vidualism of much research in the social sciences, to the lack of resources in the field,
and to the lack of a suitable computational environment. Unfortunately, it also
suggests a preoccupation with detail and with a potentially spurious statistical
accuracy which can probably never lead to success in reproducing the behavior of
large-scale systems.

2.9. Concluding remarks

The main conclusion of this survey is that some researchers working with regional
theory should redirect their attention and possibly change their style of work to
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deal with large-scale systems and their overall interactive behavior. This would extend
and build upon the work of Isard and many others who have had a broad vision of
the interconnected nature of the world in which regional planning and development
played an important role. It would also recognize the connection between economic,
social, moral, and political affairs, and the interconnection between many types of
subsystems, including not only the firm and the individual consumer, but also the
family, the neighborhood, the social group, and the nation. At the same time, how-
ever, it seems necessary to abandon the idea that complex systems can be described
by models which can be solved in closed form and which are based on traditional
model-building concepts. It is also necessary to abandon the idea that models, when
used to examine various policy options, will lead to a single optimum or equilibrium
position and therefore make the creative and inventive aspects of policy-making
unnecessary.

Unfortunately, this last conclusion, if transferred back into the realm of model
design, leads to the possibility (already recognized at other levels of model-building)
that models with completely different structures can lead to very similar (satisfactory)
levels of performance and that new criteria will have to be devised to choose between
them. This result is not unique in the history of science, and gives some hope that
regional analysts will not become unemployed in the near future as a result of their
OWN success.
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Chapter 3

A SIMPLIFIED SYSTEM OF REGIONAL MODELS

Murat Albegov™
International Institute for Applied Systems Analysis, Laxenburg (Austria)

3.1. Introduction

Although many different regional models have been constructed, there is still no
generally applicable system of models which covers the main sectors of the regional
economy and which provides practical solutions to regional problems. Any system
of models designed to tackle these problems should fulfill five major requirements:

1. The development of the region should be compatible with national development
plans.

2. All of the important sectors of the regional economy and their interrelationships
should be included in the analysis.

3. Economic, social, environmental, and institutional problems should all be
examined.

4. The multidimensional nature of regional problems and the factors of uncertainty
should be considered in the analysis.

5. Effective measures for controlling regional development should be investigated.

The last point is particularly important because the aim of regional development
depends largely on regional conditions — it should be possible to control regional
development using the methods most suited to conditions in each region.

This chapter will concentrate on two regions which have similar problems and similar
aspirations: the Silistra region in Bulgaria and the Note¢ region in Poland. Case studies
of these regions are currently being carried out as part of the work of the Regional
Development Task at the International Institute for Applied Systems Analysis (IIASA).

* Currently at the Central Institute for Economics and Mathematics, USSR Academy of Sciences,
Moscow, USSR. Leader of the Regional Development Task at IIASA from November 1976 to
December 1980.
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Both Note¢ and Silistra are largely agricultural areas in which irrigation plays an
important role in regional development; both regions also require rapid expansion
of the existing system of settlements and services. The main aims of regional develop-
ment in the Silistra region were initially assumed to be:

(i) tomaximize the rate of regional growth (in general terms)
(ii) to ensure that there is no decrease in the region’s already significant share
in national agricultural production
(iii) to attain a level of industrial development at least equal to the national
average
(iv) to decrease rural-urban migration
(v) to maximize the growth in average wages for the region as a whole

However, discussions with the Bulgarians taking part in the Silistra case study
suggested some additional (or slightly modified) goals:

(vi) to maximize agricultural production
(vii) to develop an irrigation system that would make it possible for farmers to
achieve optimal production efficiency
(viii) to develop local agriculture and industry such that no serious environmental
problems are created

Since the local conditions and development aims of the two regions are virtually
identical (Albegov and Kulikowski, 1978) (the main differences are the need to
equalize the subregions in the Note¢ region, and the fact that agriculture is largely
in the hands of private farmers in the Note¢ area while it is state-run in the Silistra
region) the same system of models is used to analyze the problems of both areas. The
most important sectors are seen to be agriculture, industry (as a sector complementing
agriculture), water supply (including irrigation), and population growth and migration.

Models of these sectors form the basis of the system. The number of submodels has
deliberately been kept to a minimum to ensure that the system is simple and practical
at the first stage of analysis. At later stages it is planned to include additional sub-
models dealing with factors such as regional settlements and services and environmental
quality.

3.2. Generalized regional agriculture model (GRAM)

The Generalized Regional Agriculture Model (GRAM) has been designed principally
to aid policy-makers in decisions concerning agricultural specialization in the regions.
The most suitable combination of crops and/or livestock for a given region depends
on a large number of factors, which include the type of land, the amount of labor
available, and the supply of animal feedstuff; the model takes all of these factors into
account in ifs analysis.
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GRAM is strictly limited to the problems of agricultural regions, though it may
include significant feedbacks and results from other subsystems dealing with water,
industry, and labor. The model treats the following areas in detail: regional agricultural
specialization; production of various crops and different types of livestock; problems
connected with land use, with special reference to irrigation, drainage, and the use of
pastures; the composition of animal feed (relative proportions of protein, roughage,
and vegetable material); crop rotation; the possibility of producing a second crop; and
the regional availability of resources (labor, capital investment, fertilizers, water, and
sO on).

The structure of the model is described in detail in Albegov (1979), and therefore
only a summary of the variables and constraints will be given here. The main variables
in the model are the size and type of crops, the number and type of livestock, the
amount of food required for human consumption, the amount of food required for
the livestock, and the levels of purchases and sales. The most important constraints
limit land use, consumption, production, the availability of resources, and the levels
of purchases and sales. There are also a number of financial constraints.

Some problems are ignored by the model, while others are included but not
examined in detail. For example, the transportation of final products is included only
indirectly through a system of transportation costs, and the relationship between
production and processing is omitted. It would therefore be necessary to use different
models to analyze these problems in detail.

3.3. Regional industry model

It is necessary to introduce a general model to analyze industrial growth in the regions.
The model adopted here was developed at the Central Institute for Economics and
Mathematics (CIEM) in Moscow (Mednitsky, 1978); it contains a general description
of the production process and it is therefore possible to consider a large number of
resources, final products, and nonlinear cost dependencies.

An outline of this model is given below; it is first necessary to explain the notation.

I represents the possible locations of production units within the region
s represents the points where demand is concentrated (within the region and on
the boundary)
r represents the type of plant or production unit (variant)
€ represents the rate of return on capital investment
R represents the set of plant variants; this is independent of /
Z° representsthe final demand (including demand both within and outside the
region)
Z, represents the local demand for nontransportable resources at point /
a' represents the fixed demand for transportable commodities at point /
c;, represents the unit cost of producing commodities using plant r at point /
K, represents the capital investment per unit of output from plant r at point /
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fir represents the local resources available to plant r at point [

T,, represents the cost of transportation (of individual commodities) from point /
to point §

A, represents the standard level of transportable resources and commodities input
to plant r at point /

F,, represents the standard level of nontransportable resources and commodities
input to plant » at point /

B,, represents the standard level of output from plant 7 at point [ (transportable
commodities)

E,, represents the standard level of output from plant r at point / (nontransportable
commodities)

L, represents the level of use of plant variant r at point /

U,; represents the volume of commodities transported between points / and s

0, Tepresents the integer variables that indicate whether plant » should be located
at point /

The model contains the following constraints:

1. The demand for transportable resources within and outside the region under
analysis must be satisfied.

Y B, L,=>2°
1

2. Local demand for nontransportable resources must also be satisfied.
E,L,>2,

3. The volume of commodities transported from a given point corresponds to the
volume of transportable commodities produced at that point.

B,L, = ; Uss

4. The demand for transportable commodities (both fixed and from new enter-
prises) at each point is met by the volume of goods transported to that point.

al+AlrLlr = Z Ui
m

5. Local consumption of nontransportable resources is confined to the available
supply.
FlrLlr < flrolr

All of the variables are nonnegative and some are also integers:

Llr>05 Uls>03 O, = {0 or 1}
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The most common objective function is minimization of production and transport-
ation costs, namely

min IZ [(cip* L,)+ €Ky, - o] + IZ (Tls : Uls)
r s

although it is possible to use other objective functions in this model.

The model has many quite general features and can be used to represent a multi-
product system. In this case the products are aggregated and all inputs and outputs
are calculated for this aggregate. The appropriate capacity and technology of the pro-
duction unit can be selected from a number of capacity/technology variants for each
location. The model may include transportable and nontransportable products, local
and external demand (the latter often concentrated at points near the boundary of the
region under analysis), as well as substitutable elements of production and consumption.
Finally, the transportation matrix can easily be modified to incorporate, for example,
the costs of transporting a variety of products.

A detailed package of associated programs makes it possible to use this model
even when the problems to be solved are multisectoral.

3.4, Water-supply model

A water-supply model was required to describe regional water supply and demand
and to produce a set of water costs; for a formal description of the model used, see
Chernyatin (1980). In the Silistra case study the model considers both the seasonal
and spatial problems of water supply (Aibegov and Chernyatin, 1978), but since
regulation over a period greater than a year is not included, the problem is basically
that of water distribution. The following assumptions are made:

1. The demand for water at each point in each period of time is known.

2. The volume of water available is almost unlimited.

3. All users consume water irreversibly.

4. The water resources are regulated over a period no longer than one year.
5. The time taken in water distribution may be ignored.

The main goal is to meet the demand for water over a given period with minimum
cost. This period is considered to be the last year of the time period under analysis.
Problems of water quality are not considered.

The following notation is used in the model:

a represents the water inflows (=1,2,...,5)
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j represents the nodes:

reservoirnodes (j=1,2,...,r)
pumping nodes (j=r+ 1,r+2,...,r+s)
(exogenous)

pumping nodes®* (j=r+s+ 1,r+s+2,...,
r +s + m) (endogenous)
distribution nodes* (j=r+s+ 1,r+s+2,...,

r+s+m+1)
k represents the period of time (k=1,2,...,N)
i represents thearcs ( =1,2,...,n)
I'={1,2,...,n}represents the set of all arcs

I} represents the subset of arcs entering node j
Ij” represents the subset of arcs leaving node j
a,b,v,e represent the costs of exploitation

Wj" represents the outflow through j in period k&

t* represents the duration of period k

V' represents the capacity of reservoir

Z; represents the discharge capacity of canalfarc i
X; represents the capacity of pumping station/node j
qk represents the inflow « in period &

vk represents the flow in arc i in period &

S,’-‘ represents the active water storage in reservoir j at the beginning

of period k&

The constraints used in the model are outlined below.

Flow balances at pumping and distribution nodes:

gk+ Y y¥— Y y¥ =0 (pumping)
i€lf €1}

wherea=1,2,...,s; j=r+a;, andk=1,2,...,N.
Y oyk— ¥ k= W,-k (distribution)
€I} €I}

wherej=r+s+1,r+s+2, ... r+s+m+iandk=1,2,...,N.
Mass balances for reservoirs:

S}-l = ( Z yN— Y Wy +S}N (stationarity condition)
i€lf €I}
wherej=1,2,...,r.

*Qutflows (j=r +s+1,7r+s+2,...,r+5 +m + 1) have the same sequence of index numbers
as the endogenous pumping nodes and distribution nodes.
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k+1 __ Lk k k K
St =1t Xy,-— >y + 5;
i€lj i€l

wherej=1,2,...,r,andk=1,2,...,N—1.
Upper bounds:

tk z Ayf-‘ —S}‘ <0 (for reservoir nodes)
i€l
{

wherej=1,2,...,r,andk=1,2,...,N.
S,’-‘ —V;<0 (for reservoir nodes)
wherej=1,2,...,r,andk=1,2,...,N.
Z vk —X;<0 (for pumping stations)
ier’
wherej=r+s+ 1, r+s+2,...,r+s+m,andk=1,2,...,N.
y¥—2Z,<0 (for canals/arcs)

wherei=1,2,... ,n,andk=1,2,...,N.

Objective function:
r r+s+m n s N r+s+m N
— k k k k
E = za]'Vf+ z bef+z7iZi+ zerﬂx Zt 4o t z ejz t Z Yi
j=1 j=r+l i=1 a=1 k=1 J=r+s+l k=1 iEIj+

Decision variables:
k _k ok
4o, )i :S] s I/j,Xj,Zi

The model has four general features. All the elements of the water-supply system
(with the exception of regulating dams) are included and any configuration of the
system can be considered. Regional space can be represented in the model in terms
of point subregions. The model takes into account seasonal variations in water con-
sumption, and it is possible to analyze a number of water-supply systems simul-
taneously. However, the model could be improved by considering the effects of water
regulation over a year, calculating the optimal development trajectory for the con-
struction of water systems over a number of years, and analyzing the problems of
water quality (including the disposal of waste water).

3.5. Population and migration models

The population and migration models are used to forecast the labor force expected in
each subregion and in the region as a whole. This requires a thorough evaluation of
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previous trends and may suggest the need for possible human intervention to alter
these trends.

Three elements of regional population change are considered: fertility, mortality,
and migration. All are influenced by demographic, economic, and social factors.
However, in developed economies, fertility and mortality do not change as rapidly as
migration and therefore fertility and mortality rates are assumed to be constant. An
econometric approach is used to analyze migration.

It should be noted that the model is used to forecast, not to plan, population
growth, Planning models consider the means for regulating regional population growth;
forecasting models merely project the observed population into the future, making
certain assumptions about rates of birth, death, and migration. In this study the
population and migration models were used to forecast the number of people moving
into and away from the region, the future population of the region, the future popu-
lations of the subregions, and the future labor force in the subregions and in the
region as a whole.

Different types of model can be used to forecast migration in different regions.
The following logit model has been adopted in the case study of the Silistra region
(Andersson and Philipov, 1979):

expy; exp(v; — v;)

P, = = 3.1
7 expytexpy 1+ exp(y; —v) .1)

where P;; is the probability of moving from region i to region j and v;, v; are measures
of the attractiveness (to migrants) of regions j and #, respectively.
The form of the function v is

n
v =Y, et X+ B;
k=1

where the X;; represent the characteristics k of region i and ay, f; are coefficients to
be estimated by an econometric approach.
Model (3.1) can then be rewritten as

exp [k);l (0 * Xjp — 0ot = Xige) + (B — 6[)]

Pif =

n
1+ eXPLzl (k" Xje — o * X)) + (B —31')]

In the Bulgarian case study, the X;, denote: the percentage of the total national
population in region i; the percentage of the total regional population working in the
service sector; the mean wage in region i (per employee); the average dwelling space
(square meters per employee); and the distance (in kilometers) between the regional
city centers.

When the net interregional migration is known, the population growth in the region
under analysis can be studied easily.
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The interregional migration rates can change from year to year, depending on the
results of migration model runs. The age and sex structure of migrants may be
assumed to remain constant, as a first approximation. The results obtained in this
analysis are then used in the analysis of intraregional problems.

Given the data on regional population growth, intraregional population growth
can be analyzed using the model developed by Willekens and Rogers (1978):

K"} = G{K"}

where

{K"} is the age and subregional distribution of the population at time ¢
G is the multiregional (in this case, multisubregional) matrix growth operator
or generalized Leslie matrix
t + 1 is the time period following ¢ (5-year periods are usually analyzed).

Using this model it is possible to deduce the size and age and sex structure of the
subregional populations during each period of time. These regional and subregional
populations and their age/sex structure are used to assess the size of the labor force.
The results obtained from the population and migration models are then used as
constraints in modeling other components of regional growth.

3.6. Structure of the system of models

This section discusses the overall structure of the system of models, which is outlined
in Figure 3.1. The general idea is to coordinate the development of the main sectors
of the regional system using the optimum amount of local and migrant labor, under
various external restrictions, These external restrictions are derived from: a system
of prices for raw materials and final products, which are used to assess the efficiency
of local industry and agriculture; a system of averaged data for the country as a whole,
including information which can be used for migration forecasts (wages, quality of
services, dwelling space per person, etc.); and information on total external investment
in the regional economy - the distribution of this investment can be used to regulate
future regional development.

Production in the various sectors is coordinated in three stages. First, the resources
of a given region are evaluated and those important for the region’s growth are
identified. The most important resources are usually labor and capital, but additional
resources (for example, water) can be included. These additional resources should be
limited to no more than three, because otherwise the coordination procedure becomes
too complicated. Second, optimal and near-optimal solutions are calculated for each
production sector and a special functional relationship is derived. This function
indicates how efficiency in each sector depends on the amount of resources allocated
to that sector. Third, the following problem should be solved:
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Y. E{(C;, Li, W;) - max (3.2)
i
subject to
Z_ Ci < Cmax (3.3)
H
Z Li <Lmax (3.4)
H
Z W, < wmax (3'5)
i
0 < Crin < C; < Crnax 3.6)
0< Limin <L;<Lpmayx 3.7
0< wmin < wi < wmax (3.8)
where

i represents the sector or group of sectors
E; represents the efficiency function of sector i
L; represents the number of employees in sector ¢
C; represents the capital investment in sector i
W; represents the consumption of any other resource by sector i

The solutions to problems (3.2)-(3.8) give the intersectoral distribution of the
most important resources, and could be used as input to find more precise sectoral
solutions.

The main and auxiliary sectors are coordinated in accordance with the importance
of the intersectoral links. For example, it seems evident that development in the
agricultural sector depends significantly on the water supply, whereas the dependence
of the industrial sector on the water supply is relatively low. Therefore, it may only
be necessary to coordinate the water-supply model to the agricultural and not to the
industrial model (see Figure 3.1).

The scheme considered here links the growth of the main sectors and the size of
the labor force. Given that local population growth is largely independent of the
development of regional industry and agriculture, it is clear that control is only possi-
ble through migration.

The Silistra case study has shown that the most important factors affecting migration
are: the average regional wage, the amount of dwelling space per employee, and the
quality of services (which can be measured indirectly by the number of employees in
the service sector). These three factors are all included in the analysis. The mean level
of wages in the region may be achieved by weighting the wages paid in the various
sectors according to the optimal weight of each sector in the regional economy. The
wage level in each sector i may be taken to be the national average,and these aggregated
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data introduced into model (3.1). If the quality of services is measured in terms of

the number of employees in this sector, the method of control is rather simple. The

labor resources in the coordination block can be allocated in several ways. By changing

the number of employees in the service sector, one can (to some extent) influence the

regional migration process. The same is true for the distribution of capital investment.

3.7. Generalization of the approach

The above discussion makes it clear that the proposed system of models is still in-
complete. Many more interactions occur in the real world than can be described by
this system, and therefore the structure of the system should be made more flexible.
One possible approach is outlined below.

1. The system of models should have a structure that can be modified depending
on the problems to be solved.
2. There should be a variety of frameworks depending on the institutional structure
of the region under investigation (for example, one framework for planned, and
one for market economies).
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3. The models describing each subsystem should be carefully classified and the
most appropriate model used to analyze each problem.

4. The software developed for the system of models should include all potentially
important links and feedbacks between the subsystems.

Going through these points in more detail, the first implies that the structure of
the system must be easy to modify. A region generally suffers from only a few of the
problems analyzed by the system and therefore, in principle, it should be possible
to make the system of models more compact in each practical case.

The second point is necessary because of the institutional differences between
nations; two basic models are needed for regional development planning and manage-
ment, one for market economies and one for planned economies. In many cases,
however, the sectoral models will be the same for both planned and market economies
(for example, models for water supply and population growth).

Point 3 above states that a thorough classification of models is necessary for each
sector, to ensure that the most appropriate model is used for a particular problem.
For instance, regional water-supply models may be classified according to: their
treatment of time (static or dynamic models); their treatment of water-quality
problems; their treatment of water-regulation problems; and the size of the water-
supply system considered (large irrigation system, system with mainstream regulation,
etc.). The problem is then to find the optimal balance between comprehensive and
partial models: both have advantages and disadvantages. Specialized models are usually
very compact, but they need to be linked to the rest of the system and this is not
always easy. The overall system structure should be such as to minimize the modifi-
cations needed if additional subsystems are to be included.

Point 4 above is self-explanatory; the software should include all potentially im-
portant links even if only a small proportion of them are used in any one application.
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Chapter 4

REGIONAL ECONOMIC MODELING IN THE USSR

Abel G. Aganbegyan
Institute for Economics and Industrial Engineering, Siberian Branch of the USSR
Academy of Sciences, Novosibirsk (USSR )

4.1. Introduction

In the USSR considerable advances in national economic management techniques have
been made in the last few years, in particular with respect to the reorganization of
regional development management and the improvement of territorial planning
methods. The measures adopted are aimed at satisfying the demands of the population,
improving social relations and production efficiency, balancing regional economic
development, rationalizing the use of natural resources, and ensuring environmental
protection.

Regional economic policy in the Soviet Union is based upon three interrelated con-
cepts of regional development: the direction of capital to those centers in which
natural resources are located, the institutional development of regions, and the gradual
equalization of levels of regional development. These regional policies are implemented
in a hierarchically organized territory ranging from large zones to local industrial
centers.

At present, regional policy has three main objectives. The first is to determine the
principal directions of national plans and resource allocation for the integrated develop-
ment of certain areas (Non-chernozem region, Tumen region, Krasnoyarsk territory,”
Moscow, Leningrad, Siberian and Far Eastern territorial production complexes,** etc.).

The second goal is to promote wider intraregional cooperation, and the assignment
of labor to areas of rapid economic development. This may be achieved by establishing
higher wage coefficients, accelerating the growth of the social infrastructure, or by
offering certain privileges and payments depending on period of service. Such increased
intraregional cooperation may also be brought about by a wider use of investment

* In general, the term “territory” is used for an area whose boundaries are not so clearly defined
as those for a region.
** For a description of a *“‘territorial production complex,” see Chapter 24.
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funds for infrastructural development, greater material incentives, and greater invest-
ment in research and development to improve production technology.

The third aim is to use regional policy to stimulate the development of labor-saving
technologies and to encourage the implementation of technological systems specific-
ally adapted to northern and Siberian climatic conditions.

4.2. Brief survey of regional models used for regional planning in the USSR

The models at present in use in the USSR may be classified according to geographical
scale: national (national economy) models with regional elements (share of regions
in the national economy, interregional flows of goods, migration flows, etc.); regional
models, which in turn may be divided into two subgroups, those associated with the
independent and relatively autonomous Soviet republics and those related to large
economic regions; subregional models, most frequently encountered as the models
of territorial production complexes (TPC models); and local models, i.e., urban agglomer-
ation models and models of human settlement systems. These four principal levels
can be classified according to the combination of models they include. The models
can also be classified according to the extent to which they include regional economic
activities. According to such a subdivision, one may distinguish comprehensive (national
economy) models, with differing degrees of aggregation of all the elements of the
regional economy, from partial models which include only the most important pro-
duction units of a given region.

4.3. Examples of Soviet national-regional models

The economy of a region is characterized by a certain degree of autonomy but at the
same time it is linked to those of other regions and the whole national economy by a
series of interdependences. The importance of these interdependences increases with
the growth of the national economy, the extension of cooperation and specialization,
and the rate of technological change. Furthermore, most resources are distributed
between the regions from the central level, giving rise to the problem of how best to
coordinate resource distribution in the interests of the national economy. The solution
of this problem requires an integrated systems approach, in which the interregional
and intersectoral dependences are dealt with explicitly.

4.3.1. Coordination models

For optimal long-term planning of the national economy, a model system that co-
ordinates sectoral and territorial plans is now being developed at the Central Institute
for Economics and Mathematics (CIEM) of the USSR Academy of Sciences (see
Baranov and Matlin, 1976). The core of the system consists of models of the different
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national economic sectors, models of the Soviet republics and economic regions of
the Russian Federation, and a sectoral-territorial coordination model on the upper
(national) level. The regional model tests various possibilities for fulfilling sectoral
plans, given the available regional supply of labor and natural resources and the need
to match regional interests with national economic development. This system operates
with an interactive information exchange between the models.

A series of calculations for the system of models has shown that it may be used
within the framework of a computer-based system of planning calculations (ASPC)*
to coordinate planning decisions at the upper level of the national economy.

Current research is concentrating on improving some blocks of these models and
also their coordination scheme,

4.3.2. Models for regional development planning

Coordination of all the regional development plans of the country is also possible
using the optimization input—output interregional model being developed at the
Institute for Economics and Industrial Engineering (IEIE) of the Siberian Branch of
the USSR Academy of Sciences (Aganbegyan et al., 1972; Rayatskas, 1975, 1978);
see also Chapter 22. The structure of the model is based on regional relations between
inputs and outputs and on relations between the production and distribution of goods,
represented by intersectoral and interregional commodity flows. The objective of the
model is to maximize nonproductive consumption for the national economy asa whole.

This model is mainly used for studying the share of large regions (including Siberia)
in the national division of labor. The investigation of interregional relations has led to
a number of important conclusions about sectoral specialization in some regions of
the country. The model includes between two and 11 territorial zones and between
16 and 50 sectors of production.

4.3.3. Industrial growth models

A system of models for optimal industrial growth and location has been developed
by the Production Forces Allocation Council of the State Planning Committee. It is
used to determine the most advantageous location of various enterprises, taking into
account the nonlinear dependence of resource costs on the scale of their use and the
agglomeration effects (Albegov, 1970). This system of models has been tested using
data from several regions of the USSR.

*Various activities are underway in the USSR to develop and implement this computer-based
system.
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4.3.4. Regional modeling at the republic level

Modeling of socioeconomic processes at the level of economic regions or republics is
aimed at solving the most urgent economic planning problems, while meeting the
requirements of the planning bodies. Standard economic and computational methods
are used for this purpose. The most successful among them are the planning input—
output models (with various modifications), demographic forecasting models, popu-
lation income and balance-of-payments models, production organization models,
economic growth models, and so on.

Overall approaches to the modeling of development in certain economic regions
and Soviet republics are based on the traditional input—output scheme with additional
constraints on labor resources and with some elements of optimization. The develop-
ment forecasts for the Byelorussian Republic, for example, were obtained using this
method. However, dual estimates for the main indicators of economic development,
including the volume of the gross national product, capital investment, imports and
exports, and labor supply, were also derived.

4.3.5. New types of model

As a result of the generalization of experience gained in regional planning using the
standard models described above, it is now possible to concentrate on applying the
systems approach to modeling the regional economy. This kind of research is being
carried out in the Baltic Republics, Azerbaijan, Kazakhstan, and other Soviet republics
(Baizakov, 1970; Rayatskas, 1976). Certain theoretical and practical results have
already been obtained. For example, the upper level of the regional model dealing
with development of the Latvian Republic is represented by a new type of macro-
model describing the national economy. Detailed blocks are also used for a more
comprehensive description of labor-supply development.

A variant of the regional model system has been designed for the economy of
Kazakhstan (Baizakov, 1970). Optimal development is determined using sectoral and
territorial regulatory parameters. The economic system is represented by a group of
sectoral and intersectoral input—output models, which provide information for further
specification of the regulatory parameters. The system of regional models described
above has been tested and a gaming experiment reflecting the interrelations of eco-
nomic projects within a given republic has been undertaken on the basis of the results.

A second variant of this regional model system has been built for the Lithuanian
Republic and implemented in the Republic State Planning Committee (Rayatskas,
1976). The approach taken involves integration of the planning system with the
economic calculations. The system is used to obtain several variants of regional plans.
Similar systems of models are now being developed in all the Soviet republics.

The next stage of these activities consists in classification of the systems, followed
by development of a common conceptual framework on which simulation models of
territorial growth with wider coverage of socioeconomic processes can be based.
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4.3.6. Establishment of new regions

To reflect the conditions of integrated economic development of new regions, the
IEIE has created a multilevel system of models, including a network model for imple-
mentation of regional development programs or projects, and optimization models that
specify the conditions for the supply of the necessary production resources (see
Chapter 18).

The methods available for fulfilling the given long-term objectives are described
in a network model (for example, the creation of a set of enterprises with a given
capacity, which determines the degree and nature of specialization in a particular
region). Moreover, these methods can also be used to solve infrastructural problems
(production and social), environmental protection problems, etc. Within the given
system, the calculation of costs is carried out using dual estimates from lower-level
models. Calculations carried out using the network model make it possible to obtain
the optimal scheme for achieving given objectives. In addition, the demand for the
resources required for this optimal scheme is determined. The lowerlevel models
define the optimal paths of development for all sectors supplying these resources.
After a number of iterations and by means of parameter exchange, an approximate
version of the scheme is found for which the aims of the regional program are achieved
with the minimum production and resource costs. This methodology is being imple-
mented, in particular, to construct a long-term economic development program for
the Baikal-Amur Railway zone.

4.3.7. Analysis of territorial production complexes

Program implementation for the territorial production complexes (TPCs) is being
used and improved at present for solving major national economic problems (see
Chapter 26). The approach is being used for a number of major projects, including
the development of the oil and gas resources of western Siberia, the hydroelectric-
power, mineral, and forest resources of the Angara—Enisei region, and the Kansk-
Achinsk coalfield.

For each TPC, population, services, and the natural environment are analyzed
jointly to achieve the aims defined at the national level. This territorial organization
of production ensures balanced development of all the sectors of the territorial eco-
nomy, including social services.

The optimization models dealing with the establishment and development of TPCs
are at different stages of development. The most advanced are the long-term opti-
mization models of production and spatial structure. The dynamic models of TPC
formation and development have been successfully tested and work on medium-term
planning and simulation models of TPC formation has begun. The next step is to
include the TPC models in the national computer-based system of planning calcu-
lations. In addition, the construction of optimization models for the spatial pro-
duction structure of subregions within the established unit has begun.
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The available models of TPC development are used for solving problems at five
levels of the territorial system: large regions, administrative territorial units (e.g.,
region, territory), single TPCs, industrial centers, and isolated urban areas.

4.4, Urban analysis

Dévelopment of the regions is closely associated with urban growth. At present, a
policy of equalization of urban socioeconomic growth requires the elaboration of
special types of plan. Some of the major aims with respect to large and medium-sized
cities (Faerman and Oleinik-Ovod, 1977) may be summarized as follows: to restrain
urban growth that does not lead to rational development of sectoral specijalization
(primarily, by amalgamation of scientific institutes and production enterprises); to
promote population growth in medium-sized cities; to provide investment for pro-
tection of the environment and for production and social infrastructure; and to
achieve balanced development of the main sectors and the infrastructure.

The major problems faced by small cities are, on the other hand: to provide multi-
dimensional development; to increase the professional and skilled-manual potential;
to develop a social infrastructure similar to that of large cities; and to define an appro-
priate role for each small city within the local settlement system.

To determine and optimize the more important contributions made by each type
of center to the national economy it is necessary to analyze the advantages of agglom-
eration for industry and for commerce. The scheme outlined below has been developed
at the CIEM and is used to determine the impact and effectiveness of scientific activi-
ties (themselves dependent on the type of city) on the development of a given city
or region. This is a fairly typical example of the modeling of agglomeration effects.

Regional differentials in the effectiveness of scientific activities are represented by
a special formula, determined for cities of different types with different population
and dwelling-unit densities. The parameters of this formula represent the number of
staff employed and the capital of scientific institutes, design bureaus, etc., as well as
various indexes of urban infrastructure.

At present, the integrated forecasting and planning models representing inter-
sectoral links are among the most advanced urban development models.

A method of systems forecasting is also used to consider the role of a given city in
the national division of labor. It consists in the elaboration of certain correction
mechanisms for independent forecasts of regional intersectoral links. These mechanisms
make the links consistent with those forecast at the upper level of the territorial
hierarchy. The same procedures, often based on information-theory arguments, are
used for various levels of analysis.

At an interurban level (agglomeration, settlement system), the models developed at
the IEIE for the demoeconomic development of cities in settlement systems should be
mentioned. These models assess the economic growth of a city and its demographic
development in relation to the investment required in the urban sector (the data for
these models have been gathered from the towns of the Irkutsk territory).
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4.4.1. Intraregional models

Simulation models are used to represent intraurban conditions and their effect on
industrial development. The sectors are described using production functions. The
distribution of labor and investment among the sectors is iteratively improved in such
a way that the multisectoral system is internally balanced under the constraints of
limited urban resources. A set of indicators estimating the imbalance caused by the
failure of the sectors to achieve normative levels of development has been designed.
These indicators may be employed to determine the optimal rate and scale of the
development of services. The parameters of these indicators are derived on the assump-
tion that the optimal trajectories deviate only little from previous development trends.

During recent years, forecasting and planning models describing a city in terms of
socioeconomic relationships at an urban level have been used in planning urban develop-
ment. One example is the integrated forecasting model for a large urban region elabo-
rated at the Institute for Socioeconomic Problems (ISP) of the USSR Academy of
Sciences. In this model, forecasting is carried out in several iterations involving co-
ordination of a number of factors in six main blocks: economic (specialization),
demographic (population), social (social structure and way of life), urban services
(infrastructure), ecological (environment), and managerial (coordination of territorial
and sectoral aspects of management). The model has been implemented in an integrated
forecast of the development of Leningrad as well as for a number of towns in Tataria
and the northern part of the Kolsky Peninsula. Similar models are now being developed
at the Institute for Economics of the Ukrainian Academy of Sciences (Timchuk, 1974).

The aim of the spatial models is to find a distribution of economic sectors, housing,
and services that will meet the spatial limitations of the total forecast levels of urban
infrastructural development. The social aspect is taken into account by assigning a
quantitative value to the level of services provided and by estimating the loss of time
and effort incurred by, for example, commuting. Among such models are a compre-
hensive location model of long-term urban construction that has been built at CIEM,
and another model including location variables for housing and services that has been
built at the Institute for Systems Studies (ISS) and at the Central Institute for Urban
Construction Research (CIUCR).

4.4.2. Technical subsystem models

The sectoral analyses make use of models of transportation systems (including esti-
mates of transportation flows, selection of modes of transport, etc.), models for
allocating urban services, optimization models of housing structure, and optimization
models of financial flows (Kovshov, 1977) (see also Chapter 17).

In allocating services to each sector of the urban economy, an assessment of the
urban resources is necessary. In particular, an economic appraisal of the use of time is
necessary. Appraisal indicators of urban land use which take into account the actual
cost of construction are also included.
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According to the constitution of the USSR and the Union Republics, the people’s
deputies should examine and coordinate all the plans for the development and oper-
ation of all nonproductive sectors within their territory. The resolutions adopted by
the CPSU Central Committee and the infrastructural units should be controlled by
municipal authorities. At present, nearly half of such units are in the hands of different
ministries.

Conflicts between certain types of production, social, and ecological interests, as
well as varying urban and regional conditions are considered in gaming models. These
models allow one to study how the socioeconomic optimum for the national economy
can be determined through a bargaining procedure.

4.4.3. Uses of regional models in the planning process

Economic models of some regions and of TPCs are widely used for long-term planning
purposes in the eastern part of the USSR and for planning the development of natural
resources in the Siberian and Far Eastern regions (see, for instance, Chapter 24).

The results of optimization models were used to make proposals about production
development in Siberia for the ninth and tenth five-year plans and for the period up
to 2000, and for the Krasnoyarsk territory up to 1980 and 1990. They were also
used to make proposals regarding the oil and gas industries in western Siberia and the
coal industry in southern Yakutia,

The regional projects for Krasnoyarsk territory, Irkutsk territory, Sharypovsky
industrial center, and Sayansky TPC were developed on the basis of these results.
Thus, the work of Siberian scientists on regional modeling was directly used by the
State Planning Committee and the Russian Federation, by the State Construction
Committee, and by local planning bodies.

The development and location model for the agro-industrial complex of the Non-
chernozem zone constitutes one example of the application of regional modeling by
the State Planning Committee. Optimization calculations concerning the location of
the food, fertilizer, and light-engineering industries, and the construction-material,
agriculture, and energy sectors were used for long-term planning in Kazakhstan. The
results were obtained from an intersectoral regional model.

In the Estonian Republic, modeling the development of the fuel, energy, and
chemical sectors formed the basis for policy decisions on the scale and location of
major enterprises in Estonia (see also Chapter 17).

In the field of urban growth modeling, much work has been done for large urban
agglomerations such as Moscow and Leningrad, as well as for a number of large cities
in the Ukraine and Byelorussia, for towns in Irkutsk territory, and for the northern
part of the Kolsky Peninsula.
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4.5. Some directions for future research

Through the use of regional and urban development models, it is possible to consider
many development scenarios and to avoid the disadvantages of simply extrapolating
from existing planning trends. Models may also help to determine turning points in
the development of the planning system (Borschevsky et al., 1975).

The following problems are considered the most important for future regional
research: the classification of forecasting models and their coordination in an inter-
regional setting; the quantification of regional development criteria; multiobjective
optimization of regional plans; the elaboration of interregional coordination methods
and formalized approaches for equalizing the economic development of different
regions; and the improvement of coordination algorithms in the sectoral and regional
models. The problem of developing tools at the regional level for coordinating national,
regional, and ministerial economic interests is also of great importance. This latter
problem may perhaps be solved, for example, through a system of deductions from
the profits of enterprises and a subsequent amalgamation of rental payments with
local budgets.

There should be further research on development project techniques and their
coordination with the available planning and forecasting models of the national
economy, of the republics, and of the economic regions. The system of models of
regional economies should be integrated and coordinated with the newly developed
computer-based systems of planning calculations (ASPCs) for each republic.
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MULTIREGIONAL MODELING: A GENERAL APPRAISAL

Raymond Courbis
Group for Applied Macroeconomic Analysis, University of Paris-X-Nanterre, Nanterre
(France)

5.1. Introduction

Since the beginning of the 1970s, the problem of interactions between regional and
national development has become of central concern in regional and multiregional
modeling: at a regional level, for analyzing the regional impact of national activity
and national policies; at a national level, because it is recognized that space is not
neutral but has feedback effects on national development.

For multiregional models (and also for their regional counterparts), these reciprocal
effects lead to the problem of modeling the interaction between regional and national
development. Several approaches to solving this problem have been proposed (see
Section 5.2). However, to analyze regional and national data together in an integrated
way, a ‘“regional-national” model characterized by interdependent regional and
national variables is required.

When constructing such regional-national models, a new problem arises: what is
the most appropriate spatial level (national, regional, or subregional) for determining
each variable? In this chapter, the conditions under which it is necessary to adopt a
regional approach (Section 5.3), a national approach (Section 5.4), or an interregional
approach (Section 5.5) are examined. The chapter ends with some concluding remarks
about the importance of analyzing each variable at the appropriate level (Section
5.6).

5.2. Interaction between regional and national development and classification of
multiregional models

The problem of regional-national relationships is posed in various ways in the dif-
ferent types of model which consider the national economy as divided into a number
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of regions.* To examine these different methods more closely it is useful to classify
multiregional models into four types (Figure 5.1).**

5.2.1. Top-down models

In top-down models, the values of the regional variables are connected to those of the
corresponding national variables. Such models follow the lines proposed by Klein
(1969) for regional (single-region) models: they assume that the regional economy is
dependent upon the national economy and that the size of the region is sufficiently
small to have no significant impact on national development.

Very often such models are only “regionalization” models that simply allocate,
among the regions, the total national estimates (determined elsewhere, for example
by a national model). This regionalization procedure can be performed in two ways:
by a pure allocation, whereby the national figures are decomposed by means of
structural share coefficients (extrapolated or endogenous) whose sum is equal to 1;
or by a constrained linkage, whereby regional variables are determined by linkage to
the corresponding national variables. In this latter case, if the system of regional
equations does not represent a perfect allocation system, reaggregation of the regional
figures will not necessarily reproduce the initial national aggregate totals, and so the
regional values need to be adjusted to the national totals.

The top-down approach is quite simple. Its practical interest lies in the fact that
a large number of regions (and industries) can be considered, thus allowing multi-
regional predictions that are consistent with national forecasts to be made and the
multiregional impact of national development or policy decisions to be simulated.

Several models of this type have been built. For the United States they include
the Harris model (1970, 1973, 1978, 1980), MULTIREGION (Olsen, 1976), IDIOM
(income determination input—output model) (Dresch and Goldberg, 1973; Dresch
and Updegrove, 1978; Dresch, 1980), and the Milne—Adams-Glickman model (Milne
et al., 1980). For Canada, the Candide-R model (see below) is partly of this type
(for industrial production and investment, and for wage rates), but labor supply and
demand and housing investments, in contrast, are obtained using a direct regional
approach. Similarly, the Funck and Rembold model (1975) for the Federal Republic
of Germany and the Balamo model for Japan (Kawashima, 1977) can be cited. For

* There are also some multiregional models that do not consider entire countries but only several
regions, for example the models built by Crow (1973) for the northeast corridor of the United
States, by Ballard and Glickman (1977) for the Delaware Valley, by Treyz et al. (1977) for Massa-
chusetts, by Carter and Ireri (1970) for California and Arizona, and by Riefler and Tiebout (1970)
for California and Washington.

** This classification emphasizes the structure of multiregional models, but other classifications,
based on the mode of operation or purpose of the model, such as simulation, optimization, pro-
jection, forecasting, policy, or planning can also be used. All the models referred to in this chapter
are simulation models (for forecasting and impact analysis), but optimization models have also
been constructed, often using a top-down approach. For a description of work in the Soviet Union,
see Albegov (1977).
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Figure 5.1. The four types of multiregional model: (a) top-down model; (b) bottom-up model;
(c) interregional model; (d) regional—national model.

France, the detailed regional projections made for planning purposes by the National
Institute for Statistics and Economic Studies (INSEE) also result from a region-
alization approach.

Since top-down multiregional models do not introduce any feedback from the
regional to the national level, they assume a dichotomy between regional and national
analysis. Such models are useful only for analyzing the impact of the national economy
upon the region in question without considering the reverse effects, or for making a
multiregional forecast consistent with national forecasts which one does not wish to
reestimate (for example, because the national model is assumed to be more reliable).

5.2.2. Bottom-up models
When the bottom-up approach is used the regional figures are completely determined

at the regional level and the national variables, in contrast to the top-down procedure,
result entirely from the aggregation of regional variables. However, only a few
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multiregional models exist that completely determine national development by
aggregation. The Fukuchi model (1978) for Japan more or less corresponds to this
type. By adopting a neoclassical approach, this model determines regional production
(analyzed for three industries) as a function of the regional labor supply and of the
capital stock available in each region. The regional submodels (for the nine regions of
Japan) are almost independent, except for regional labor supply, which depends on
migration between the regions.

5.2.3. Interregional input—output models

Interregional input-output models emphasize the interrelations existing between
regions through interregional flows of products (determined by regional propensities
to import or to export, or by a gravity-type method).*

This approach has been developed in great detail for the United States (mainly
with respect to analyzing interregional transportation) by Polenske (1970a, 1972,
1980) in the MRIO (multiregional input—output) model and has frequently been
applied.**

In such models, regional final demand is most often exogenous and is calculated
outside the model by means of regionalizing national final demand. However, it can
also be endogenous for household consumption, in which case it is calculated simply
on the basis of budget coefficients and the assumption of a given share of household
disposable income in the total value added created by each industry (Hill, 1975;
Zuker, 1976).

In the Mitsubishi multiregional model for Japan (Suzuki et al., 1973/1978), how-
ever, there is a detailed econometric analysis of regional final demand (household
consumption, government investment, housing investment, and productive invest-
ment). This model demonstrates the possibility of combining an interregional input-
output approach and an econometric approach. The determination of interregional
flows is also interesting and takes into account both the demand of importing regions
and the available capital stock of exporting regions.

* It should be noted that a multiregional input—output model is not necessarily the same thing as
an interregional model that is used to describe interregional flows. IDIOM for the United States
and the Funck—Rembold model for the Federal Republic of Germany correspond to an unlinked
system of regional input—output models linked to a national model by the top-down approach. In
contrast, in the model proposed by Leontief (1953), while there are no interregional interrelations,
there is regional—national interaction: the regional production of “national” industries is tied to
total national demand and has a feedback on the latter through its impact on regional demand.

** Other models have been developed: for the United States by Isard (1951), Moses (1955),
Leontief and Strout (1966), Greytak (1970), and Evans and Baxter (1980); for Canada by Zuker
(1976); for the United Kingdom by Gordon (1974, 1977); for Italy by Chenery (1953); for the
Federal Republic of Germany by Carlberg (1979); for Japan by Suzuki et al. (1973/1978) and
Polenske (1970b). See also the surveys by Tiebout (1957), Meyer (1963), Richardson (1972,
1978), Miernyk (1973), and Riefler (1973) that relate to these models.
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5.2.4. Regional-national models

Regional-national models simultaneously analyze regional and national development
in an integrated manner, national and regional elements being of equal importance.
These models are characterized by the existence of feedback relations, regional—
national and national-regional.

The determination of national figures is an integral part of these models, which
combine the top-down and bottom-up approaches. They also take into account the
fact that decisions are not all made or carried out at the same level (see below). Using
such models, it is possible to analyze the impact of regional factors, behavior, and
policy on national development; conversely, the impact of national development
and policies on regional development may be studied.

Since regional-national models also take account of the interrelationships between
the regions (but often more fully than interregional input-output models), they can
be considered as a synthesis of the three model types presented above.

The construction of this type of model began in the early 1970s. The REGINA
(regional-national) model was proposed for France by Courbis and Prager (1971)
(see also Courbis, 1972, 1975a, 1978, 1979a, 1979b; Courbis et al., 1980); a regional-
national model for Italy was proposed by Brown et al. (1972, 1978); and the RENA
(regional-national) model was built for Belgium at the same time by Thys-Clement
etal. (1973, 1979). These three models, which were constructed simultaneously
but independently, together constituted the first real attempt at regional-national
modeling.* This was followed closely by the construction of the RM (multiregional
economic) model for The Netherlands (van Hamel et al., 1975, 1979); the Candide-R
model for Canada (d’Amours etal., 1975, 1979); and the Macedoine model for
Belgium (Glejser et al., 1973; Glejser, 1975), which was only experimental. Recently,
the SERENA (sectoral-regional-national) model was also constructed for Belgium
(d’Alcantara et al., 1980).

In the United States regional-national modeling began only recently. The NRIES
(national-regional impact evaluation system) model of the Bureau of Economic
Analysis, in which the United States is disaggregated into 51 regions, was the first
to be constructed (Ballard et al., 1980). Another model is being constructed by
Wharton EFA, in which the United States is divided into 16 regions (Adams et al.,
1977; Fromm and McCarthy, 1978; Fromm et al., 1980).

5.3. Aggregation of regional behavior and the bottom-up approach

When assuming that national figures are independent of the regional values taken
for the corresponding variables, the top-down approach makes the further implicit

* The purpose of the REGINA and RENA models, constructed for use by the planning bureaus
of France and Belgium, respectively, is to analyze explicitly the interaction between regional
and national development. In using a regional-national framework for the Italian model, the aim
was to improve the consistency of the regional analyses.
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assumption that either the national variables are determined by a national decision-
making process (this case is analyzed in Section 5.4), or that it is possible to aggregate
regional behavior in a perfect way. Since the quality of national data is generally
better than that of regional data, national figures are determined first and regional
variables are then calculated through a regionalization method. However, evidence
shows that the perfect aggregation assumption is unacceptable for a number of
particular variables because (i) regional relationships are nonlinear, thus rendering
perfect aggregation at the national level impossible (except, perhaps, in the very short
term and under conditions of structural rigidity) and (ii) regional mechanisms do not
necessarily follow the same behavioral laws in all regions. This leads to direct deter-
mination of the regional figures and the adoption of a regional approach, the national
figures being calculated by aggregation.

A good example of this problem is given by the determination of wage increases.
In order to explain the increase in nominal wage rates, the Phillips—Lipsey scheme of
analysis can be used. However, it should be taken into account that there is no perfect
and unique labor market, but rather an entire set of micro markets. As Lipsey (1960)
has demonstrated, the nonlinearity of the relationship between unemployment and
the wage-rate increase implies that the average national increase in wage rates, which
is the aggregation of a number of micro relations, depends on the distribution of
unemployment among the labor micro markets, and in particular among the regions.

Thus, the average national increase in wage rates depends not only on the national
rate of unemployment (and on price increases) but also on the degree of dispersion
of regional rates of unemployment. It appears that the rate of change in wage rates
at the national level becomes greater if the degree of interregional dispersion of unem-
ployment increases, This effect of unemployment dispersion has been econometrically
verified by several authors when directly analyzing the rate of increase in national
wage rates. For accounts of studies of the United States see Archibald (1969),
Brechling (1973), and Azevedo and O’Connell (1980); for the United Kingdom see
Archibald (1969) and Thomas and Stoney (1971). For France, Lecaillon (1976)
pointed out that the national increase in wage rates depends on the tightness of both
national and some regional labor markets.

Such results imply that it is necessary to take into account the dispersion of regional
unemployment or to analyze the wage increase directly at the regional level. The
latter approach is in fact the better one because, from the studies made on the dyn-
amics of regional wages, it appears that the coefficients of wage relationships are
not necessarily the same, and that these relationships can be specified differently
from one region to another; for a survey of these studies see Courbis and Cornilleau
(1978b) and Courbis et al. (1980). In short, they imply that the average national
increase in wage rates depends explicitly on all regional unemployment rates and
not only on their dispersion.

In particular, it is important to notice that the labor markets of some regions
can be ‘“leading” markets within a given nation. By a process of diffusion, any increase
in wages in these regions has an impact on wage increases in the other regions. London
and southeast England appear to act as such leading markets for the United Kingdom
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(Cowling and Metcalf, 1967; Thomas and Stoney, 1971; Hart and Mackay, 1977%);
the Paris region does the same for France (Deruelle, 1974; Courbis, 1975a; Courbis
and Cornilleau, 1978a); Ontario plays this role for Canada (d’Amours, 1972); and
several regions with high wage levels in the United States have a leading influence
(Brechling, 1973).**

The existence of leading regions has very important consequences for national
development. Thus, for example, the effects of job creation on national wage increases
(and thus on inflation and national competitiveness) differ greatly according to the
regions in which the new jobs are located. Let us assume that there is a single leading
region, namely region 1. In this case, we have

wy = oy — By T 11Dy
w, = a,— B.u, + AW, (forr # 1)

where

w, is the rate of increase in nominal wage rates in region r

p1 is the rate of increase in prices in region 1

u, is the unemployment rate in region r

X, is the coefficient of wage-increase diffusion from the leading region to the non-
leading region r

If x, is the weight of region r in the national index of wage rates, and assuming
for the sake of simplicity that the A, values are equal (A, = A\), then

R R
w, = Zl X W = o, +uy Py — iy — Z x,.B.u,
r= r=2
where
po=xy+ Ml —xg)
and
R
o, = po;t+ Z X Oy

r=2

The value of w, depends on all the regional unemployment rates. But, since the
value of the coefficient of diffusion in practice is close to 1, it appears that the impact
on w, of the rate of unemployment u, in the leading region is much greater than

* In addition to the general (national) leading character of the labor market of the London region,
Hart and Mackay point out that some other regions have markets which are also “leading™ but
in a more local sense.

** For another study of the United States see also Reed and Hutchinson (1976). In the work of
King and Forster (1973), there is a reciprocal and symmetrical interaction instead of leadership
linkages.
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that of the rate of unemployment u, in a “follower” region (r # 1). The simulations
made for France with the REGINA model have demonstrated that such a mechanism
has important consequences; the distribution of jobs among the regions (and, in
particular, between the leading region and other regions) has a significant impact on
national development (Courbis, 1978, 1979a).

Some authors, however, view diffusion not as a process that occurs between leading
and following regions® but rather as one that takes place on a national level by the
linkage of regional wages and the average national wage; for an application of this
approach to the United Kingdom see Thirlwall (1970), and for a study of Italy see
Brown et al. (1972, 1978).

Following this interpretation of diffusion, if we consider only a single region and if
this region is sufficiently small to have no feedback effect on national development,
we can take average national wages to be exogenous and thus adopt a top-down
approach (regional wages are determined as a function of national wages and regional
conditions). However, if we wish to construct a multiregional model, such a simplifi-
cation is no longer possible. In the multiregional case

W, = a, —Byu, t7,Z, + MWy, r=1,...,R)

R
xX,W, Y x, =1
r=1

where Z, are specific regional explanatory variables. Therefore

w, =

1=

R R R
Wy =[z X0 + z xr('yrZr_Brur)]/[ - Z xr)\r]
r=1 r=1 r=1

The result is that, even in this case, w,, depends on all the u, (and Z,) values, and
we have to determine wage rates using a regional approach, but taking account of the
links between the regions and the national level.**

This example of the determination of wage rates shows the importance of starting
with regional analysis and obtaining national values by aggregation. This has been
done for wages in the REGINA model for France, the RENA and Macedoine models
for Belgium,*™* and the regional-national Italian model. It has also been done in the
NRIES model recently constructed for the United States, and has been proposed for
the multiregional model of Wharton EFA (Fromm and McCarthy, 1978; Fromm

* King and Forster (1973), in their study of the United States, use interactions between all the
regions and thus a symmetrical linkage; consequently, w,, depends on all the regional conditions.
** It is preferable to speak of a regional rather than a bottom-up approach because of the national
linkage w,. — w,, = W,.

*** However, in the SERENA model, which has recently been built at the Belgian Bureau of
Planning, wages are determined only at the national level.
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et al., 1980).* Bearing in mind the importance of using a regional approach for wage
determination, the Candide-R model for Canada and the RM model for The Netherlands,
which both use a purely top-down approach, appear to be of only limited usefulness.**

More generally, a regional approach should be adopted for all variables that are
determined on a regional market*** basis or that result from the decisions of regional
agents (such as households, local authorities, and regional firms). This is particularly
important for the following variables:

- labor supply (a regional approach is used for the nine regional-national models
mentioned above);

- production processes; it should be noted here that, even if the individual regional
production functions™ were the same, the same combination of labor and capital
would not necessarily be adopted because factor prices, in particular the wage.
level, are not the same for all regions;

- household consumption (only explicitly analyzed at the regional level in REGINA,
Macedoine, and the Italian model, although there are significant differences
between the regions);*

- residential investment (explicitly analyzed with regional relations in REGINA,
Candide-R, and the Italian model);

- investment of local authorities (only in the REGINA and RM models is this both
endogenous and determined at the regional level).

5.4. National versus regional approaches: the case of production and investment

As we have seen, a regional approach appears to be more suitable for several particular
variables, but this does not mean that such an approach should be used for all
variables. Since a regional economy is largely an open economy, a number of decisions
affecting it are taken within a much broader framework than that of the region.

Let us consider the example of regional production, which is important for regional
equilibrium determination. Traditionally, regional theory emphasizes the distinction
between national activities, which have a national market, and regional (or local)
activities, which have only a regional (or local) market.

* In the Wharton EFA model, there is however no explicit relationship for regional wage rates.
They are determined indirectly from the equalization of the total supply of labor and the sum of
total demand for labor and unemployment (all these variables being a function of the wage rate
and other specific explanatory variables).

** Both of these models determine the average increase in wage rates directly at the national level;
in the Canadian model, these results are then used to determine regional wage increases. A top-
down approach is also used for wages in the Milne— Adams—Glickman model for the United States,
but this is only a regionalization model.

*** Thus, for wages, if there is a national market for some groups of workers, a “national approach”
should be followed. Therefore, the choice of the appropriate level of analysis is not arbitrary.

T For an interregional comparison of production functions, see Lande (1978).

1 See Courbis et al. (1980) for France, Gillen and Guccione (1970) for Canada, and Lee (1971)
for the United States.
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For regional (or local) activities, production depends only on regional (or local)
demand and regional (or local) conditions, and it can be determined directly at a
regional (or local) level. So, for these activities, a regional approach can be adopted,
and national production may be calculated by aggregation (the bottom-up approach).

However, for national industries, national demand (or the aggregated demand of
all the regions) should be considered. In this case, emphasis should be placed on the
national (or multiregional) market rather than on activities directed toward the
regional market. The proposal of Klein (1969) for a prototype regional model gives
a leading role to national industries and thus to regional exports, which are themselves
determined by national production:

National —___, Regional —_p, Regional ——P Income
production exports production

Consequently, for these national activities a top-down approach should be adopted.
The consequences are important for those regions whose development depends
markedly on national conditions. As the income created by the exporting industries
itself creates supplementary regional demand, there is a feedback effect that reinforces
the impact of exporting (national) industries on the region in which they are located:

External ) Regional ) Regional production for
demand exports the national market

Regional
income

an

Regional production Regional
for the regional €¢———— demand
market

Such an approach is adopted quite frequently in regional and multiregional models.
For these models, the regional production of national industries is determined by a
top-down method: regional production is related directly to national demand* by

* For some models that do not explicitly consider regional production, this type of linkage is
made directly for employment in national industries. This is often the case for multiregionat
models, for example, Olsen’s MULTIREGION model (1976) for the United States.
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means of regional shares. These shares can be exogenous, as in Leontief’s multiregional
input-output model (1953) and IDIOM, both constructed for the United States, and
in the RENA model for Belgium. Alternatively, they can be endogenous, as in the
Milne-Adams-Glickman model for the United States, the Brown—di Paima—Ferrara
regional-national model for Italy, the Candide-R model for Canada, and the SERENA
model for Belgium. In the Milne-Adams-Glickman regionalization model and the
Italian regional-national model, shares by industry and by region are expressed as
a function of comparative regional costs* (regional costs relative to national costs or
costs of the other remaining regions). For the Candide-R and SERENA models,
regional output shares are dependent on regional investment shares.

Analysis of the main distinguishing features of national and regional activities is
interesting since it shows that, depending on the sector considered, it is necessary to
begin either from a regional and bottom-up analysis (activity in the regional market),
or from a national and top-down approach starting with national demand.

The dualist theory of the “‘economic base” makes it possible to find the appro-
priate level of analysis for determining the regional and national production of each
industry. However, by placing emphasis on external demand and market outlets,
the “‘economic base approach™ assumes (Richardson, 1978, p. 12) that there is
sufficient production capacity in the region(s) considered. If capacity is insufficient,
production will be determined not by demand, but by supply.

From this point of view, it is significant to note that regional investment is usually
considered only as a simple component of regional demand: its impact on supply as a
factor of production is thus totally neglected. In practice, if regional investments are
insufficient, there is a progressive limitation of regional production, and bottlenecks
appear at the regional level.

Since they ignore the impact of regional production capacity on regional production,
the economic base model and the “demand approach’ have limited validity. They can
be used principally for the short term. But, in the medium term, one obviously cannot
neglect the impact of regional investment behavior on production capacity and
regional supply. As proposed by Courbis and Prager (1971), three types of activity
can be considered:

— activities whose location is determined by geographical factors (agriculture and
extraction industries);

— activities whose location is determined by demand; for these activities (in-
cluding most of the tertiary sector), regional production is determined by
regional demand;

— activities that can be located anywhere; for these activities, which operate in a
market larger than the single regional market, location depends not on regional
demand, but on investment opportunities (this is generaily the case for manu-
facturing industries).

* Comparative regional costs for labor and energy in the Milne—~Adams—Glickman model; com-
parative regional production prices in the Italian model.
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For the third type of activity, regional production depends on investment location
choices. For given investment decisions at the national level, the locational behavior
of multiregional firms determines regional investments, and thus regional accumulation
of capital. The latter, according to the value of the capital coefficient, in turn deter-
mines regional production in the medium term (assuming that the level of capital
utilization is “normal”). Therefore the following scheme exists:

National Regional Regional ——p Regional 3 National
investment investment capital production production
stock

In this case, equilibrium between demand and supply is assured by the external trade
of the region (because of the total substitution possibilities that exist in the medium
term between regional production and external trade).

Such a determination process emphasizes the impact of the regional capital stock
(and regional production capacity) on regional production. It was introduced in the
French REGINA model (Courbis, 1972) in the early 1970s. A mechanism of this
type can also be found in the RM model for The Netherlands (van Hamel et al., 1975),
in Fukuchi’s (1978) Japanese model, and in the Macedoine model for Belgium (Glejser,
1975).*

It is interesting to note that in the Canadian Candide-R model (d’Amours et al.,
1975) and the new Belgian SERENA model (d’Alcantara et al., 1980), the regional
breakdown of total national production depends on the share of investment in each
region.** Recently, the builders of the multiregional Wharton EFA model for the
United States (Fromm et al., 1980) proposed that regional production be determined
as a function of regional capital stock, the demand of the given region and other
regions, and comparative costs.

Note that the introduction of capital stock and supply factors, such as those
included in the REGINA model for determining regional production, is considered
more frequently nowadays.***

In addition, it appears necessary to take into account not only the fact that the
market is national (or even multinational) but also that the spatial framework within

* There are, however, differences between these models. In the REGINA model, regional capital
stock and the capital coefficient (a function of comparative factor costs) directly determine
the regional production of ‘“‘free-located™ industries. In the RM, Macedoine, and Fukuchi models,
regional production is tied to both regional capital stock and regional employment. Other variables,
for example business-cycle variables and external factors, are also introduced in certain cases. In
the Macedoine model, regional capital stock (and regional employment) and national demand
determine regional output.

** And, more precisely for Candide-R, on the sum of regional investment over four years, which
can be considered as a proxy for regional capital stock.

*** The importance of the role of regional capital stock and supply factors in determining regional
production has recently been rediscovered by Crow (1979).
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which enterprises make decisions is national. Thus, multiregional firms can be seen to
follow a two-stage pattern of investment (Courbis, 1972, 1975a, 1979b):* first, they
set the national total of their investments (based on total demand and financial possi-
bilities); they then distribute this national total among the regions, taking into account
the investment opportunities in the different regions.**

Such a two-stage approach appears essential. It leads to an emphasis on supply and
means that national development has a significant influence on regional figures. But
since national costs are the result of regional costs, there is therefore a feedback effect
on natjonal figures. It also appears that the choice between regional (bottom-up) and
national (top-down) approaches is not one of arbitrary selection, but depends on the
level of the particular decision considered and on the framework within which the
decision-maker operates.***

5.5. An interregional approach and interregional links

The choice to be made is not only between a regional and a national approach: it may
also be necessary to adopt an interregional approach, i.e., to consider all the regions.
This is obviously necessary for variables such as interregional flows of products.
Generally, in multiregional input-output models, a direct determination of inter-
regional product flows allows the regional surplus and thus the regional production
of exporting industries to be calculated. Regional production therefore depends on
the demand of each region. However, this implicitly assumes that there is regional
specialization and hence a set of regional markets in which exporting industries can
sell. In the national top-down approach, in contrast, it is assumed that there is a
unique, but national, market in which the producers of all regions are competing.

In the NRIES (national-regional impact evaluation system) model (Ballard and
Wendling, 1980; Ballard et al., 1980a, 1980b), an approach similar to that of the
gravity-type interregional input-output models is adopted for determining regional
output. For each region i, the determinants of production (gross output, personal
income, retail sales, and population) in all the other regions j are scaled by the distance
from region i to region j, and then summed. This gives aggregated indicators (calculated
for each region), which are then incorporated in the NRIES production equations for
output of durable’ and nondurable goods, retail sales, transportation, communication,

* The REGINA, RM, and Candide-R models consider such a two-stage process. But in Macedoine,
as in the Fukuchi model and the Wharton EFA project (Fromm et al., 1980), regional investment
is determined directly at the regional level.

** An interesting model that adopts this two-stage determination process for an interregional
allocation of capital stock has recently been proposed by van Rompuy and de Bruyne (1979).

*** Although thus far we have considered only two levels (national and regional), more levels
can be distinguished. The REGINA model (Courbis, 1975b) introduces three levels: national,
regional, and zonal (rural and urban zones); the labor force is analyzed at the zonal level.

For durablegoods output equations, the NRIES model also introduces the comparative manu-
facturing-sector wage rate in a particular region relative to the national rate as a relative cost
variable. This is similar to the method used in the Milne—Adams—Glickman model for calculating
output shares by industry and by region (see above).
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and public utilities. Fromm et al. (1980) propose a similar approach for the Wharton
EFA multiregional model. However, in this latter case demand originating from
outside the regions is considered globally, and the capital stock of the producing
region is also introduced.

More generally, an interregional approach should be followed whenever inter-
regional variables are considered. This is particularly important for migration (of
workers and population), which depends on the comparative opportunities available
in each region.

However, such interregional links are not introduced only for regional production
(to take into account interregional flows of goods*) and regional labor markets
(because of migration™). As we have seen in Section 5.3, the leading character of
some labor markets (or a more general process of interaction between the regions)
also introduces an interregional link for wage determination. The consequences of this
are extremely important not only at the regional level but also (as pointed out in
Section 5.3) for national development.

In the Macedoine model for Belgium (Glejser, 1975), an interregional link, which,
for each region considered, depends on demand in the other regions and in other
countries (and of course on conditions in the region considered), is also introduced
for regional investment ***

These examples show the importance of correctly analyzing interregional links
and of considering not only regional-national but also regional-regional interactions.

5.6. Concluding remarks

The main conclusion of this chapter is that the choice of a bottom-up, top-down, or
interregional approach is not (or at least should not be) arbitrary.

Although a pure top-down approach is the simplest and can be used to calculate
the regional impacts of national policies or to make regional forecasts that are con-
sistent with national figures, national feedback effects are ignored. This approach
is therefore unsuitable for analyzing the national impacts of regional disequilibria
and regional policies. At the regional level, it can be used only if exogenous modi-
fications of national figures are considered. Using the top-down approach, in which

* The “interregional flows” approach puts the emphasis on demand, while the “capital stock”
approach emphasizes supply. However, it would be possible to unify these two approaches by
assuming that trade flows depend on the pressure of demand and, thus, on the rate of capital
utilization and supply.

** This refers not only to definitive migration but also to commuting, as in the RENA model
for Belgium and the REGINA model for eastern and northern France with the adjacent foreign
border regions.

*** Such a formulation can be interpreted as the reduced form of a two-stage (national and
regional) process of investment determination. In the Macedoine model, unemployment in a region
depends on employment both in that region and in the neighboring regions. It can also be con-
sidered as a reduced form introducing implicitly the impact of migration (and the effects of job-
creation) on decisions to migrate.
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it is assumed that total national figures are not modified, if modifications were made
for one region, this would lead automatically to modifications for all other regions.
In this case, any results obtained would be meaningless. Thus, although a top-down
approach can be used for regional impact analysis or regional forecasting, it has certain
limitations.

The bottom-up approach, on the other hand, allows national impacts to be
analyzed. Nevertheless, a purely bottom-up approach ignores national linkages and the
influence of other regions on the region under consideration.

The interregional approach is useful if interregional links are to be emphasized.
However, several variables are determined only at the level of a single region or at the
national level.

Thus, it appears necessary to consider in parallel the three types of interaction
described above: regional—-national, national-regional, and regional-regional. Over
the last few years, several models based on a combination of these three approaches
have been developed. However, it is important to note that, for each variable, the
choice of approach to be used cannot be an arbitrary decision. It is necessary to
determine directly at the regionai level (bottom-up) the variables that are determined
by a regional market or that result from the decisions of regional agents (production
processes, employment and labor supply, wage determination, household consumption,
residential investment, investment by local public authorities, etc.).* A top-down
approach is more appropriate for variables determined by a national market or by
national agents (prices, investment of multiregional firms, interest rates, government
demand, etc.).*™ An interregional approach can be used for interregional variables
(interregional flows, migration and commuting, etc.) and also for variables determined
in terms of comparative regional opportunities or influenced by an interregional
diffusion process (such as wage leadership).

An integrated regional-national-interregional approach is therefore necessary in
order to perform a meaningful analysis. As demonstrated by the simulations made
for the French economy using the REGINA model, such an integrated approach is
quite important in analyzing the impacts of regional disequilibria and regional policies
on national development.*™* Simulations made with this model (Courbis, 1979a)
have also demonstrated the influence of regional policies on national development.
If we consider, for example, a policy aiming to relocate 40,000 jobs in the manu-
facturing sector from the Paris region to the provinces over a 10-year period, REGINA
simulations have shown that, at the end of the period, the overall effect is an important
increase in total national employment (about 100,000 additional jobs)and improvements

*If possible, an intraregional level should also be considered, to deal with intraregional markets
or behavior. It was for this reason that a “zonal” (rural-urban) level, in particular for labor supply,
was introduced into the REGINA model (Courbis, 1975b).

** To take into account the behavior of multinational firms, it would be interesting to introduce
a world or multicountry level into the model.

*** The REGINA model was constructed by the Group for Applied Macroeconomic Analysis
(GAMA) for the French Planning Bureau. A simplified version, the REGIS (Regionalized Simu-
lation) model, has also been developed (Courbis and Cornilleau, 1978b).
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in the external balance of payments and public finances. Such results can be explained
by the fact that the Paris region is a wage-leading region and by the inflation-reducing
effects of relocating manufacturing jobs to the provinces. Thus, the importance of
analyzing wage determination at the regional level, taking into account the wage-
leadership phenomenon, is evident. The effect of this interaction is that the national
optimum in terms of economic efficiency does not correspond to an equalization
of unemployment rates by region.

It is evident that there is widespread interest in considering regional effects and in
using integrated regional-national models, and it is clear that regional policy can be
used not only to reduce regional inequalities but also to help national development.

From an economic point of view, it is important to take into account regional
investment location behavior and the impact of regional capital stock on the
regional distribution of freelocated activities. This leads to the reintroduction into
regional analysis of supply considerations, so that national investment has a direct
effect on regional development.
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Chapter 6

USING EMPIRICAL MODELS FOR REGIONAL POLICY ANALYSIS

Norman J. Glickman*
Department of Regional Science, University of Pennsylvania, Philadelphia,
Pennsylvania (USA)

6.1. Introduction

The effects of national-level policies and economic activity on a country’s regional
system have become important public issues in many countries. For instance, questions
concerning the differential regional (and urban) effects of public investment, tax and
transfer policies, energy costs, and the business cycle have become topics of public
debate as well as of scholarly inquiry. In the United States, the discussion of the
distribution of federal funds to states and localities has erupted into what has become
known as the “Second War between the States”,** as the North and South are some-
times seen to compete for federal aid. Of course, this “Frostbelt” versus “Sunbelt”
debate has also been replicated in other nations, as subnational areas compete for the
benefits of national-level policies.

The concern over regional aspects of national policies has been translated recently
into formal requirements within the U.S. federal government to take account of the
spatial effects of some of its programs. The March 1978 National Urban Policy state-
ment (U.S. Department of Housing and Urban Development, 1978) called for a wide
variety of urban-related legislative and administrative initiatives. Among the latter was
a requirement that federal executive branch agencies prepare an “urban impact
analysis” (UIA) for each major new policy change (whether it be of an expenditure,
taxation, or regulatory nature). The UIA process, codified in Office of Management
and Budget (OMB) Circular A-116 (see Salamon and Helmer, 1980), calls for an
estimation of the effects on central cities, suburbs, and nonmetropolitan areas of

* Financial assistance from the U.S. National Academy of Sciences (NAS)is gratefully acknowledged.
I thank Komei Sasaki for helpful comments on an earlier draft. The views presented here are my
own and do not necessarily represent those of the NAS or the University of Pennsylvania.

** See, for example, Havemann et al. (1976), Congressional Budget Office (1977), Markusen and
Fastrup (1978), and Perry and Watkins (1977).
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these federal programs. Variables for which impacts are to be calculated include
population, employment, income, and local government fiscal condition.

The Office of Policy Development and Research of the U.S. Department of Housing
and Urban Development (HUD) and others have been developing appropriate tech-
niques for estimating the urban impacts of federal policies; for example, see Glickman
and Jacobs (1979a, 1979b). This has been in an effort both to advance the state of
policy analysis — by extending it to a more deliberately “‘spatial” focus — and to help
understand the spatial implications of federal policies. Too often, the unintentional
consequences of a particular policy have been as important as the stated goals of such
programs.* Another objective of HUD’s efforts has been to make the UIA process
work better and, in so doing, to help implement the National Urban Policy.

In undertaking work on UlAs, the role of empirical models in the analytic process
has been discussed. Previously, I have argued (Glickman, 1980a) that the role of
models in the governmental UIA process is limited because of the nature of most
existing models and the short period often allowed for analysis. A number of particular
problems may be identified:

1. Few models have significant spatial components.

2. Many urban or regional models have been built for purposes other than policy
study (for example, forecasting) and do not have the proper “policy levers”
to aid in such spatial analysis.

3. Existing models sometimes do not have the spatial detail necessary for UIAs —
that is, they may be built for states or large regions and do not provide the
central city—suburban—nonmetropolitan area breakdowns important to urban
impact studies.

4. Often program or urban data sources are inconsistent or unavailable for some
kinds of studies, making the use of models difficult.

5. The government analysts who are to carry out UIAs may not have the models
at hand, the ability to execute the models, or the time to undertake extensive
model-development or fine tuning.**

Despite these problems, research has been undertaken using empirical models in
urban and regional policy analysis. In a recent compendium of the methodological

* For instance, the interstate highway system probably did far more in the promotion of urban
and regional deconcentration and the destruction of many viable urban neighborhoods than was
generally expected in the mid-1950s. Also, the Congressional Budget Office (1979a, 1979b) has
shown some possible differential spatial effects of the “Tokyo Round” trade agreements, which
is another “nonurban” policy with potentially important urban and regional consequences.
Chapter 25 shows the effects on regions of the closing of some nuclear power plants in Sweden.
Sakashita (1974) indicates the impacts of rail policy for regional development in Japan. For a
discussion of the role of UIA in federal decision-making, see Glickman (1979b).

** Notable exceptions are the work at the Department of Health and Human Services’ Office of
the Assistant Secretary for Policy and Evaluation (ASPE) and the Department of Commerce’s
Bureau of Economic Analysis (BEA). The work of both ASPE and BEA will be discussed below.
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bases for UIAs (Glickman, 1980b), several models were used. One of the major pur-
poses of this chapter is to outline the uses of models in urban impact analysis and
to make suggestions for their improvement. However, it must be emphasized that
urban impact analysis is only one type of urban or regional policy study for which
models could be employed. Thus, a broader look at the uses of models in urban
and regional analysis is in order. The second purpose of this chapter, therefore, is to
review some possible roles for empirical models in more general forms of regional
policy analysis.

I write this chapter from the standpoint of one who has built models and who,
while serving at the U.S. Department of Housing and Urban Development during
1978 and 1979, was in the position of using models for policy purposes, especially
with regard to the development of UIA methodologies. I thus reflect the “producer”
as well as the “consumer’ segments of the “model market”.

In order to keep the exposition reasonably brief, I have restricted the analysis as
follows. First, I will discuss models which are primarily multiregional — that is, they
model the system of regions within a nation. Second, I will analyze only three types
of models (econometric, microsimulation, and input-output) which are usually
employed in market economies (although, of course, planned economies also use
some of these model types). Third, I will illustrate the use of models with models
developed in the USA. To partially compensate for these limitations, an extensive
reference list is provided.

The chapter consists of three main sections. In Section 6.2, some of the principal
conceptual issues in modeling for regional analysis are discussed. Following this
discussion, in Section 6.3 a number of major models are described along with some
of their policy applications. Conclusions and suggestions for future work are con-
tained in Section 6.4.

6.2. Using models in regional analysis: some conceptual issues

There are several important conceptual and methodological issues involved in the
use of empirical models for understanding the relationship between national and
urban/regional economies.* First, single-region models should be contrasted with
those which are multiregional in nature. Where urban and regional data bases are
adequate, there has been a progression from using single-region models** to multi-
region models. There are several reasons for this phenomenon.

* This section draws in part on Ballard et al. (1980a) and Adams and Glickman (1980b).

** See, for instance, Bell (1967), 'Esperance et al. (1968), Isard and Langford (1969), Glickman
(1971, 1977a), Crow (1973), Hall and Licari (1974), Adams et al. (1975), and Saltzman and Chi
(1977) for discussions of single-region input—output and econometric models. For collections of
studies of multiregion models, see Glickman (1977b, 1979a), Adams and Glickman (1980a),
and Stevens (1980).
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6.2.1. Single-region models

First, single-region models built a decade or more ago abstracted from the real world
the integration of economic activity with neighboring regions and treated all other
regions as the “‘rest of the world”. Although the relationship to other regions had been
conceptually identified, the empirical work did not reflect trade flows within a nation’s
regional system. As a result, interregional feedbacks from changes in one region could
not be captured within this framework. Second, all regions were regarded as homo-
geneous, without due recognition being given to intraregional differences in wages,
factor endowments, and other aspects.

Third, individual equations in single-region models were sometimes incorrectly
specified econometrically in that they did not reflect existing regional economic
theory (see Engle, 1974). Fourth, the national models often incorrectly forecasted
national economic activity, so that local forecasts derived from them tended to have
compounded errors. This resulted from the fact that single-region models treated
variables from the national model as exogenous. Fifth, the usefulness of single-region
models for policy purposes was reduced because of their geographical limitations:
often policies (especially at the national level) have a wide range of spatial effects
which, like private market activity, can easily transcend metropolitan-area or state
boundaries. Sixth, even if individual models were available for each of the regions,
there would be no way of ensuring consistent forecasts of national activity. Because
these individual models are not linked (except to a national model), summing gross
regional output across the regions would not guarantee that the total would add up
to the gross national product.

6.2.2. Multiregion models

Given these and other limitations, attention has more recently been focused on
modeling multiregion systems. For instance, the multiregion input-output (MRIO)
model (Polenske, 1975) was an attempt to view interregional linkages in an input-
output framework. Harris (1973) used cross-sectional econometric relationships,
employing a national input-output table for national control totals, to allocate
economic activity among 3111 “county-type” areas. Olsen et al. (1977) have pro-
duced a multiregion econometric model based on small economic areas, using pooled
cross-sectional data with transportation time indices linking the regions. Ballard and
Glickman (1977) and Milne et al. (1978, 1980) have constructed pure time-series multi-
region models; the first of these was for the Delaware Valley and the second for the
United States. Finally, Golladay and Haveman (1977) have constructed a large-scale
microsimulation model with Polenske’s multiregion input—output table embedded
within it.
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Figure 6.1. The two main types of multiregional model: (a) top down (TD) and (b) bottom up
(BU); these may be combined to produce a model (c) which contains both TD and BU elements.

The top-down approach. When we are analyzing the multiregion approach,* it is useful
to distinguish between two types of model: “top down” (TD) and “bottom up”
(BU) (see Figure 6.1). The first type, the more common of the two, takes national
control totals as forecast by a national model and distributes economic activity to its
component regions. As shown in Figure 6.1(a), national variables (the “top”) are used
to determine regional activity (the “bottom™). Estimates of regional shares of national
economic activity are typically based upon measures of relative regional attractiveness,
such as accessibility, input costs, and industry mix. These models have been employed
to analyze the effects on the various regions of both changes in national policy and
region-specific events.* In the more sophisticated version of the models, there are

* This discussion refers particularly to econometric models but is also relevant to other kinds of
models such as input—output (see the discussion of IDIOM and MRIO in Section 6.3.3).

** For instance, Harris (1973) analyzed the regional distribution of impacts of national military
expenditure cutbacks and Olsen et al. (1977) considered the regional distribution of projected
growth in the national economy between 1975 and 2020. Milne et al. (1978) examined both the
regional impacts of increased federal expenditures in the Northeast and decreased expenditures in
the remainder of the United States. This research will be discussed more fully in Section 6.3.1.
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links between the regions within the systems. This type of model, then, is in the same
intellectual spirit as its single-region predecessors. Examples of the TD approach
include the work of Milne et al. (1978).

There are two characteristics of TD models that can produce misleading results
at both the national and regional levels. First, by modeling a control total at the
national level, TD models do not allow the effects of changing regional conditions
on the national economy to be considered. For example, if national policy produced
spatial shifts in national government spending (that is, among regions), but left the
level of national government spending unchanged, the control totals of a TD model
would be unaffected. Such models could not be used to determine the extent to
which this spatial reallocation of expenditures affected the level of national economic
activity. This is a particular problem when the focus of the analysis is on short-run
fluctuations in the economy.

A second characteristic of TD models can lead to spurious forecasts at the regional
level. Specifically, even if the national control totals produced are correct, regional
totals may be in error because the regional share equations are constrained. For
example, if the sum of regional shares predicted by a TD model does not equal 100%
of the national activity, these shares must somehow be adjusted in order to account
for all of the national economic activity. Given the existence of regional differentials
in the speed of adjustment to the business cycle, it is probable that the shares of
some regions should be increased more than proportionately and those of other
regions less than proportionately to the total national change. This issue is particularly
important in view of the fact that regional cycles have been found to differ substanti-
ally; see Bretzfelder (1973) and Vernez et al. (1977) for regional business-cycle
analysis.

The bottom-up approach. As demonstrated in Figure 6.1(b), the alternative BU
approach aggregates regional activity (the “bottom™) to a systemwide total (the
“top”). By formulating a BU model of the economy with single-region models as a
basis, some of the difficulties inherent in the TD approach can be mitigated. First,
because economic activity is determined initially at the regional level and then
summed to produce national aggregates, BU models can be used to estimate the
national economic impacts of changes in the regional distribution of economic activity.
Second, by modeling specific changes in each region’s level of economic activity
throughout the business cycle and incorporating such unconstrained relationships
into a model, the BU approach can be used to analyze regional differentials in the
speed of adjustments during the business cycle.

Of course, as Bolton (1980), Adams and Glickman (1980b), and Courbis (1980)
point out, there are no “pure” TD or BU models that are realistic. Practitioners must
try to construct models that successfully integrate TD and BU elements, as in Figure
6.1(c). In such models, activity that is determined in national markets (for example,
interest rates) would be estimated from national data in a TD fashion, while local
activity (such as retail sales) could be forecasted from local (BU) sources.
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6.2.3. Uses of models

Models have been used in urban impact analysis and more general regional policy
analysis in interesting, yet limited, ways. For example, Danziger et al. (1980), using
an updated version of the Golladay-Haveman microsimulation model (see Holmer,
1980, for a discussion of the changes in the model), have analyzed welfare reform
proposals and other income distribution policies. Ballard et al. (1980a) have calcu-
lated the effects of a redistribution of the federal budget: the NRIES multiregion
econometric model was used for that study as well as several others, including energy
policy. Polenske’s input-output model has been used for a wide variety of experi-
ments, including the regional impacts of disarmament. Some of these models will be
reviewed in Section 6.3,

6.2.4. Characteristics of models

Whatever the model chosen (e.g., input—output, econometric, microsimulation, land
use, etc.), several model characteristics should be present. First, the model should be
multiregional so that interregional policy differentials and interregional feedbacks
can be measured. Also, the model’s regional components should consistently add to
the national totals for each variable. Second, not only should the model depict inter-
regional feedbacks, but it must recognize that local activity has effects on national
events; that is, there is feedback from the regions to the nation. Third, a model must
show the important differences and similarities among regions and recognize the
hierarchical nature of interregional development. Fourth, the model should be built
to be used by policy-makers as well as academic researchers. Therefore, a wide range
of policy “levers” should be embedded in the model; these policy instruments should
be at both the national and regional levels. Furthermore, the model should include a
large number of variables which can be analyzed, such as output, employment,
income, and others. I am a supporter of those who advocate the building of large
model systems.

However, it must be recognized that formal empirical models have important
limitations. First, they impose tremendous data requirements on the model-builder.
Second, such models cannot meaningfully analyze structural change in the economy
since the models are estimated using fixed coefficients. Third, many of the charac-
teristics noted in my “ideal” model (e.g., it is multiregional and includes feedback
mechanisms and policy levers) are usually not present in operational models. Therefore
the usefulness of models must be understood by both model “producers™ and their
‘“consumers”.

Having discussed some important modeling issues, I will now review some oper-
ational models and their policy applications.
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6.3. Using models in regional policy studies
6.3.1. Econometric models

I will briefly summarize the nature of two multiregion models, one top down and the
other bottom up. Some examples of policies that can be studied using these models
will also be indicated.

A top-down model. The top-down model discussed here is that developed by Milne,
Adams, and Glickman (Milne et al., 1978, 1980).* This model (MAG) is built to be
linked to the Wharton long-term model and takes most of its exogenous inputs from
the national model, distributing them to the nine regions represented in MAG. The
linkages are mainly through the national markets that dominate manufacturing output,
although there are also others. Each region contains equations for output, employ-
ment, and wages. In turn, the variable types are disaggregated by industry: durable and
nondurable manufacturing, nonmanufacturing, farming, mining, and government. In
addition, there are five types of nonwage income, unemployment rates, a large energy-
demand submodel, and a demographic submodel. In all, there are 1600 endogenous
variables in the model.

The MAG model has been used for several sets of regional policy simulations; see,
in particular, Milne et al. (1978). First, the model was employed to gauge the long-
term growth of the component regions given different assumptions about the future
of the national economy. For example, the growth of the northern and southern
regions is compared under assumptions of “slow” versus “fast” national growth.
The simulations show that the North grows faster relative to the nation as a whole
(although more slowly in absolute terms) under a fast-growth scenario. In addition,
the energy submodel was employed to examine the effects of deregulation of natural
gas and domestic oil prices. It was shown that there ought to be a trend toward
equalization of energy prices among the regions** and, therefore, the North improves
its position relative to the control solution. Another simulation shows the effects
of a federal government expenditure redistribution in favor of the North.

A bottom-up model. One of the best examples of the bottom-up approach to regional
econometric modeling is the national-regional impact evaluation system (NRIES)

* As noted in Section 6.2, most models have both TD and BU elements. Those discussed in this
section contain a mixture of both, but are distinguished here by the major thrusts of their struc-
tures. MAG, for example, is primarily, but not completely, TD. The NRIES model, described
later in this section, has a largely BU structure.

** The equalization occurs because as well-head prices increase, transportation costs decrease in
proportion to total energy costs, and because the southern states start with lower energy prices.
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developed at the U.S. Department of Commerce.* NRIES comprises 51 state-area**
econometric models that are integrated into a model of the United States economy.
The national model is the summation of the 51 independently constructed state
models. First, each state model generates individual growth patterns as if there were
51 separate single-region econometric models. National growth trends in this bottom-
up approach are therefore determined by regional growth patterns, as opposed to the
top-down approach of MAG.

Since regions do not grow independently, NRIES links them through an explicit
set of interregional “interaction variables” that are similar to gravity models. The
interaction variables are derived for each state and represent distance-deflated
economic activity in all other states, and are included in the state variable estimations.
The interaction variables (g) are calculated individually for each state (r), variable
(x7), and period (¢) based upon the following formula:

r
rexh = Y Kxjka
k=1
krr
The activity levels of the variables x’ in all other states are scaled by the distance
4 from the base state r and summed. The distance scalar ™d used is the distance
between the population centroids of each region. Since the interaction variables are
distance-deflated, the linkages are also spatially proportioned.***

The NRIES behavioral equations are econometrically estimated by ordinary least-
squares regression for each variable in each region using annual time-series data from
1955 to 1976. This results in a total of 11,730 equations (230 variables x 51 regions).
All equations in a given region are aggregated to form the state “model”; the state
models are then aggregated to form the complete NRIES model.

The NRIES model has been simulated to measure the impacts of several kinds
of policies. For example, Ballard et al. (1980b) have examined the spatial impacts
of housing and community-development programs. That study also considered the
redistribution of federal government grants-in-aid to local governments and the impact
of this spatial shift in spending on local economies. Ballard et al. (1980a) have ex-
tended the analysis to about three-quarters of the federal budget: they have calculated
the direct and indirect effects of a fiscally-neutral redistribution of spending (that
is, one in which expenditures in a given state are proportional to the taxes collected

* For a full description of NRIES, see Ballard et al. (1980c). For applications, see Glickman and
Jacobs (1979b), Gustely and Ballard (1979), Ballard and Wendling (1980), and Ballard et al.
(1980a, b).

** Washington D.C. is treated as a “‘state’ in NRIES.

*** Thus, for example, while economic activity in California affects the economies of both Nevada
and New Hampshire, the influence on Nevada is greater because of its closer proximity to California.
The interaction variables are also weighted by the ‘“‘mass” (levels of economic activity) of the
states. Here, for example, New York and Connecticut are nearly the same distance from Louisiana,
but the influence of New York on the Louisiana economy is much greater than that of Connecticut,
because of New York’s greater size.
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there). Comparisons are made between the artificially reallocated funding scheme
and the one that actually took place between 1969 and 1977. Ballard et al. find
that the northern tier states received less funds than they would have had a fiscally-
neutral policy been in effect. NRIES was then used to calculate the total impact
(direct and indirect) of this synthetic policy. The authors show that, over the period
studied, the Mideast and Great Lakes regions “lost™ (that is, they received less under
the current system than they would have under a fiscally-neutral one) a total of
$380 billion as measured by gross state product (GSP); New York and Illinois *“lost™
about half of this total, or about 9% of their GSP.

Of particular interest is the result that the present system results in a net loss in
United States GNP over the eight-year period compared to the fiscally-neutral system.
That is, even though there is no difference in overall federal spending or revenues
(merely a spatial redistribution of them), GNP is $70 billion less under the present
system. This occurs because the current system allocates greater expenditures to
low-multiplier regions than does the fiscally-neutral system. This change in GNP
with no change in total federal expenditures has been termed the “spatial balanced
budget multiplier”. This simulation illustrates an advantage of a BU system over the
TD approach, as noted in Section 6.2. Here, the total spending remains unchanged,
yet the spatial redistribution causes a change in national-level figures. This could not
be traced were a TD model used.

6.3.2. Microsimulation models

At the opposite end of the modeling spectrum from macroeconometric models are
microeconomic-based microsimulation models. This class of models can be charac-
terized by a set of data on individual economic units (for example, households) and
models that simulate the behavior of the units. Pioneered by Orcutt et al. (1961),
these models have been used primarily to gauge the distributional effects of national
programs.* In addition, a set of models developed by Golladay and Haveman (1977),
Holmer (1980), and Betson et al. (1979) have added a spatial dimension to micro-
simulation models. This set of models will be described next.

Essentially two models with several component submodels are used in this system.
First, the “KGB” model developed by Kasten, Greenberg, and Betson (Betson et al.,
1979) is used to trace the first-round effects of a public policy on households in
different regions and of different races, family sizes, and income levels. Then, the
RESIND model (Golladay and Haveman, 1977) determines the induced effects stem-
ming from the first-round impacts described by the KGB model.

The KGB model first takes a representative sample of families drawn from the

* For example, federal distribution policy has been studied by Moeller (1973), Beebout et al.
(1976), Hollenbeck (1976), Wertheimer and Zedlewski (1976), and Golladay and Haveman (1977);
medical care has been evaluated by Holahan and Wilensky (1972) and Yett et al. (1978); and
energy demand studied by Hollenbeck (1979).
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Survey of Income and Education (SIE) to characterize the population by various
socioeconomic variables before the policy change is simulated. Other information is
obtained from tax schedules and predictive equations. Next, the values of net wage
rates and disposable income are adjusted according to their post-change levels.
Earnings are then adjusted to take account of changes in the supply of labor that
result from wage and income changes.

The RESIND model then traces the effects of policy-induced changes in house-
hold disposable income through the economic system and incorporates cénsumption
responses, industry-based output responses (both direct and indirect), employment
estimates by detailed occupational category, and changes in earnings by earnings class.
And, in turn, all of these estimates are disaggregated into values for the component
regions.

The structure of the RESIND model includes five component modules. Changes
in disposable income from the income transfer programs (and the taxes required to
finance them) lead to changes in the level and composition of consumption expendi-
tures for those affected by the policy measures. These expenditures, in turn, affect
the demands experienced by (and hence the output of) the various industries that
supply consumers. Such changed output patterns will alter the demands placed on
supplying industries. Because of the interdependence of the industries in the national
economy, all sectors throughout the economy will experience such changes in gross-
outputs. In response to increased or decreased output levels, production sectors will
alter the demand for labor of various occupational groups. These changes in occu-
pational demands imply changes in the distribution of earnings and income, to the
extent that the relative change in demand for highly skilled workers differs from that
for unskilled workers.

Thus, in the first module, the microdata of the Survey of Income and Education
are adjusted for underreporting and the net cost or benefit impact on each of the
households is calculated. This first-round impact can be shown for various regions of
the country and for various income classes. The second module simulates the changes
in the level and pattern of consumption spending induced by the policy, for each of
these families. This consumption demand simulation is obtained by applying the
relevant expenditure sector coefficients to families distinguished by a variety of
economic and demographic traits. The coefficients were estimated by fitting a 56-
sector log-linear consumption expenditure system to the microdata of the 1972-1973
Consumer Expenditure Survey. From this simulation, the change in consumer demand
for production from 56 sectors in all the regions is obtained.

The third module transforms this final demand sector into an estimate of changes
in gross output required of all production sectors in various regions of the economy
by incorporating the indirect demands placed by industries on each other. This is
accomplished by means of the multiregion input-output table (MRIO) developed
by Polenske (1975) and discussed in Section 6.3.3. From this module, the changes
in gross outputs required of each of 79 industries in each of the regions by the policy
change are estimated.

In the last two modules, the simulated changes in sectoral outputs are transformed
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into estimates of the changes in labor demand by occupation (module 4) and into
dollars of induced earnings by income class (module 5). In the final module, the
simulated estimates of occupational man-hour demands are also combined with
occupational earnings data to estimate changes in earned income for each occupation
in each region.

As a final step, the regional-occupational earnings estimates are mapped into
incremental size distributions (consisting of 15 earnings and income classes) for each
region and for the nation as a whole. The coefficients for this last mapping are from
special tabulations employing the 1-in-1000 data tapes of the 1970 census. Hence,
the final output of the model displays the distribution of policy-induced earnings
by 15 income classes in each region and in the nation as a whole.

This combination of models is capable of a wide variety of policy simulations
involving both spatial and interpersonal distributions of income. Among the more
interesting policy simulations was the analysis of the welfare reform measure known
as the Program for Better Jobs and Income (PBJI), undertaken by Danziger et al.
(1980). Using the models described above, they found that the urban impacts of
the PBJI (which was never enacted) would have been relatively small, but would
have reduced the overall incidence of poverty. Most of the funds from PBJI would
have gone to regions with low per capita income and high poverty levels, largely
those in the South. Therefore, PBJI would have reinforced current growth trends
by giving funds to the fast-growing but relatively low-income South, rather than
the higher-income but slow-growing North. In addition, PBJI would have reduced
income inequality among urban dwellers within metropolitan areas. Also, the PBJI
aimed to distribute public service jobs to the South, but did not target these jobs
on high-unemployment metropolitan areas. Finally, Danziger et al. concluded that
fiscal relief would have been concentrated in states presently making relatively high
welfare payments to large numbers of recipients. -

Chernick and Holmer (1979), using the same models, analyzed a later welfare
reform proposal, and the same microsimulation model was used to analyze the effects
of a significant reduction in federal income tax rates by Holmer (1980).*

6.3.3. Input—output models

A third type of major empirical model used in regional policy studies uses the input-
output approach.*® The work on regional and multiregional input-output draws
on the early work of Leontief (1941). As is the case in many econometric models,

* Work currently underway at the University of Wisconsin by R.Haveman, S. Danziger, and
others seeks to analyze both the distributional effects and urban and regional impacts of programs
involving housing subsidies for the poor, medical assistance, wage subsidies to counter youth
unemployment, public service employment, and others.

** For reviews and summaries of this well-known technique, see Miernyk (1965, 1972), Richardson
(1972), Riefler (1973), and Glickman (1977a).
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input-output is essentially a demand-driven construct but is derived from the behavior
of individual firms (similar to microeconomic simulation models). As with econo-
metric models, input-output has been applied to both single-region and multiregion
problems and for a wide variety of policy studies, particularly those involving eco-
nomic impact analysis.

The advantages of a multiregional input—output system over a single-region model
are significant. Obviously, the single-region model must ignore interregional trade and
feedback effects among regions; only interindustry feedbacks within regions will be
accounted for in a single-region model. Furthermore, multiregion models provide
a consistent accounting framework for checking data consistency (that is, interregional
exports and imports must be equal). Finally, multiregion models have far more policy
applications than the single-region variety. On the other hand, multiregion models
are more difficult and costly to construct.

A variety of actual policy applications will now be considered in order to indicate
the types of use of input-output. Single-region models have been used for many
economic impact studies by changing the final demand components and calculating
the resulting multipliers. For example, Isard and Langford (1969) used the single-
region Philadelphia input-output table to study the effects of the Vietnam War on
the local economy. First, they calculated that $284 million was the direct amount of
extra spending in Philadelphia due to the war. Using this figure, the final demand
elements were adjusted to take account of this change and the model calculated the
indirect and induced effects of the war-related spending. In all, $996.6 million in
extra output was generated in the economy, thus dwarfing the direct effects. Isard
and Langford then applied the $284 million expenditure to education and low-income
housing uses and calculated the direct and indirect effects; the total impact was some
$40 million less in this “‘peace dividend” simulation. The Philadelphia table was later
extended and used to study pollution problems.

Input-output models have been constructed for several regions, and have been
used for a variety of policy studies. The studies have involved economic forecasting,
the impacts of defense spending (see, for instance, Leontief et al., 1965), environ-
mental problems (Cumberland, 1966; Isard, 1969; Leontief, 1970), and other subjects.

However, multiregion models enable analysts to study a far greater number of
applications, as Polenske (1969) has argued. These include studies of regional differ-
ences in production techniques, regional accounting systems, transportation planning,
and industrial location analysis, among others. Two multiregional models are reviewed
below.

IDIOM. The model IDIOM (income determination input-output model) is an inter-
regional model of the “balanced” or “intranational” type; see Leontief (1953) and
Isard (1960, pp. 345, 346). This model has been developed by Dresch and others;
see, for instance, Dresch (1980) and Dresch and Updegrove (1979). Such an intra-
national model disaggregates a national model into its regional components. It is
therefore a top-down, demand-driven model, consisting of a primary national model
and a secondary regional model. The national component is itself demand-driven
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and determines the national control totals for the regional model. The regional model
takes no account of regional differences in the distribution of output, employment,
or prices, and assumes invariant technologies across regions. The regional model divides
the economy into “national” and ‘local” sectors; the former consists of those
industries with national markets, the latter of those with local markets. The national
industries are assumed to have no barriers to interregional trade and the regional
distribution of output is made exogenously. The local industries have no interregional
trade; all local demands are assumed to be satisfied within the region. In all, IDIOM
is specified for 86 industries and 50 states.

IDIOM has been used for several regional policy simulations. One involved an
assessment of U.S. military export policy: the effects of a possible reduction of $4.77
billion in military exports (Dresch and Updegrove, 1979). The policy was examined
in the light of two possible compensatory policies. The first was a public works pro-
gram designed to minimize regional employment effects; the second policy was a
reduction in payroll taxes.

IDIOM showed that the regional distribution of export-related arms employment
was fairly uniform, ranging between 0.2% and 0.5% of employment among the regions.
However, within the larger regions, some states (for example, Connecticut) had more
significant military-related employment concentrations. The multiplier effects (direct,
indirect, and induced) of the export reduction were also calculated. Here, southern
New England was seen to be most negatively affected, with total employment falling
by 1.0% (compared to the national average of 0.7% and a decline in the southeast of
only about 0.5%). Connecticut, a state with extensive military-related production,
lost 1.6% of its employment.

One of IDIOM’s attractive features is its ability to analyze the effects of two
policies simultaneously and therefore to investigate policy tradeoffs. For example,
Dresch and Updegrove (1979) reported the results of a regionally compensatory
public works policy. A $4.9 billion national expenditure would offset the reduction
in military exports. The regional distribution of net employment change would be
fairly small (x0.1%). The policy of a regionally-based reduction of a labor tax rate
yields a somewhat larger interregional variance in employment change.

IDIOM is a reasonable tool, not only for policy analysis, but also for policy
selection. Although it has been subject to some criticism,* IDIOM is an interesting
model.

MRIO. Polenske (1975) has developed the multiregional input—-output model MRIO,
which is fundamentally a bottom-up model. This model MRIO consists of 44 regional
models, each with 79 industries. Unlike IDIOM, this model uses interregional trade
data to link the regions: fixed, interregional trade coefficients were derived so that

* For instance, it does not consider factor supply elements and, once the regional distribution
of the national industries is specified, the regional distribution of demand does not influence the
regional distribution of output. The lack of factor cost considerations means that IDIOM cannot
analyze changes in interregional competitive positions.
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it is assumed that industry j in region j always imports a fixed proportion of its
requirements of input & from each other region.

MRIO has been used for a variety of policy experiments, including studies of
transportation, energy, and income distribution. (The income distribution application
was adapted and employed as part of the Golladay-Haveman model discussed in
Section 6.3.2.) The major advantage of MRIO over IDIOM — the use of interregional
trade data — is also its main weakness. The model is very expensive to update and the
1963 trade data used are surely out of date,

6.4, Concluding remarks

This brief review of the use of empirical models in regional policy research provides
an overview of some of their characteristics, strengths, and weaknesses. In the remaining
paragraphs, 1 will summarize previous work done and suggest some possible future
directions for work in this field.

The models reviewed here show a reasonable ability to handle a wide range of
regional policy issues. These include forecasting experiments, income distribution and
social service policies, and economic impact assessments, as well as studies of energy,
environment, and federal government expenditure impacts. These models are, how-
ever, limited in several ways.

6.4.1. Data problems

Underlying many of the problems noted below is that of data. MRIO, for example,
loses much of its usefulness because it uses data on interregional trade that are almost
20 years old.* Other data are also missing or of low quality in many countries: for
example, quarterly time series for many key economic indicators, land-use and land-
price data, migration statistics, energy and environmental data, and, in particular,
capital stock and investment figures. Of course, quality and availability will vary
among countries. The Japanese, for instance, have good migration and land-price
data; the United States has rather poor data for both categories. Garnick (1980) has
discussed data issues for the United States. One important item on a modeler’s agenda
should be to encourage data collection.

6.4.2. Spatial disaggregation

Few of the models go below the state level in defining their spatial units. This is a
serious drawback for many types of policy study where knowledge of metropolitan

* The interregional trade data problem has been overcome in Japan, where a series of interregional
tables has been built. See, for example, Japan Ministry of International Trade and Industry (1970)
and Ihara (1979).
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areas or individual jurisdictions is important. Models of smaller areas, such as
MULTIREGION (Olsen et al., 1977) should be built.

6.4.3. Modeling priorities

Most of the models have been built for nonpolicy purposes. For example, many
econometric models have conditional forecasting as their major purpose. Input-
output, while useful for understanding the industrial structure of a region (or regions),
has few, if any, policy levers.

Lyall (1980) takes a skeptical view of the use of models in federal policy-making.
She argues that the structure, spatial scale, and cost of models have limited their use.
Clearly models with more policy levers, which can be manipulated for a variety of
policy experiments and which decision-makers can understand, are of great impor-
tance.*

Furthermore, regional models need to be built for important types of variables that
have largely been ignored, at least in part because of lack of data. Migration, energy,
and environment are of particular importance. Although there have been some models
built in these areas (see Rogers, 1975, 1976; Rogers et al., 1978; US Department of
Energy, 1978; Knox and Sandoval, 1980; Menchik, 1980; Willekens, 1980), more
activity should be encouraged.

6.4.4. Model orientation

Almost all regional modeling to date has been demand-oriented. Clearly, factor supply
considerations are crucial in trying to understand long-term relations among regions.
Although some scholars have dealt with labor supply issues, I consider that it is equally
important to understand interregional (as well as international) capital movements. As
Bluestone and Harrison (1980) have pointed out, capital stock data are sparse in the
United States and the effects of capital movements on local economies can be serious.
Little work on this important subject has been done to date; Harris (1973) has
modeled the investment process but his model does not really make use of that feature.
Supply-side models should be built because demand models may be inconsistent. That
is, the latter determine regional demand, but cannot determine whether supply-side
conditions (e.g., an adequate labor supply) are met.

These are some of the issues to which I hope model-builders will turn. Although
the work reported here is largely related to the United States, it should be noted that
excellent work is going on elsewhere — see Courbis (1979, 1980) and Baranov et al.
(1980) for some examples. This book includes some discussion of the models developed
in other parts of the world.

* It is hard for me to underestimate the role of modelers in interacting with and educating public-
policy-makers in the uses and limitations of models. Too often, people who make policy decisions
do not grasp the nature of models or how they may be used.
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Chapter 7

ECONOMIC MODELS OF MIGRATION

Ake E. Andersson* and Dimiter Philipov
International Institute for Applied Systems Analysis, Laxenburg (Austria)

7.1. Introduction: economics and demography

Economic development is to a large extent determined by demographic changes. It
is, for instance, obvious that the level and structure of consumption is determined
by the size and structure of the population. Consumption functions often contain
population factors as explanatory variables (Andersson and Lundqyvist, 1976).

It is also obvious that the size and composition of the population has an important
influence on the volume of production through the influence of the population on
the labor supply. Most econometric studies include analyses of population and labor
supply as well as the econometric human capital equations (Glickman, 1977). In
other words, it is clear that the connection between economic development and
demographic change is of interest to economic-model builders.

However, it should be noted that, until recently, most demoeconomic models
have been too aggregated to be of any real interest to either demographers or regional
policy-makers.

Many studies of demographic-economic interactions make no distinction between
the sizes of different age groups and do not divide the area being studied into regions.
This makes it difficult for demographers to interpret the results because fertility and
migration patterns are compatible with demoeconomic predictions only at the national
level. This chapter represents a moderate step in the direction of a more disaggregated
analysis of the interactions between demographic and economic development pro-
cesses. The main emphasis is placed on the one-way dependence of demographic
variables on the state of the economic system, although we also suggest methods of
including the mutual dependence of economic and demographic processes. The
analysis also concentrates on migration rather than fertility or mortality, since

* Currently at the Department of Economics, University of Ume8, Ume$, Sweden.
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migration is the variable of greatest interest to most demographers and economists.

We begin by studying the problem of local labor markets. This can be approached
as an optimization problem in which migration is used as an instrument to maximize
some national goal function; this approach is discussed in Section 7.2. A behavioral
approach to the same problem is outlined in Section 7.3, and the institutional prob-
lems associated with labor market analysis are examined.

Both the optimization and labor market analyses are carried out at rather a high
level of aggregation. In contrast, migration decisions are best analyzed at the micro-
level. Section 7.4, which deals with migration analysis, therefore considers individual
migrants rather than policy-makers. The aim is not to derive a general theory of
migration, but rather to find a workable scheme in which the noneconomic and
economic factors which affect migration can be empirically related to the observed
migration frequencies. This section suggests that the multinomial logit model is a
suitable tool for applied mobility analysis. Section 7.5 then discusses the problem of
integrating the results obtained at different levels of aggregation, and the conclusions
of this chapter are summarized in Section 7.6.

The best approach to use in an economic analysis of migration is by no means
obvious. The mobility of the labor force and of the population as a whole has been
a subject of interest to economists for many years, and has been studied using many
different techniques. The most common of these approaches are classified according
to type of model and level of aggregation in Table 7.1, and are discussed in more
detail in later sections.

Table 7.1. The various approaches to economic modeling, classified by the type of model and the
level of aggregation.

Level of aggregation Model type Solution
Deterministic Stochastic criteria
Microlevel Neoclassical Random utility Optimal decisions
optimal choice (Section 7.4.2)
(Section 7.4)
Bounded “Elimination Other solution
rationality by aspects”, criteria
information
theory
Macrolevel Macroeconomic Stochastic Optimal decisions
planning macroplanning
(Section 7.2)
Equilibrium Information Other solution
and disequilibrium theory criteria

(Section 7.3)

(Section 7.4.1)
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7.2. Macroeconomic model of optimal migration of labor between regions

It is possible to view the migration process as a means of obtaining the macropolitically
optimal population distribution. The criteria of optimality are necessarily many
and can be represented in a goal function or as constraints. It is customary to represent
the most important goals as constraints, which cannot be violated, while the less
important goals may be traded off against each other in the goal function.

In this example we shall use the gross national product @ as an indicator of
optimality. The value of @ will vary since it depends on labor mobility. We therefore
shall not consider the labor used in households or in other nonmarket activities since
they are not included in the measurement of Q.

Further, we shall assume that full employment is a political requirement, at both
the regional and occupational levels. This means that the number of jobs in each region
must be greater than or equal to the number of persons in the labor supply. To make
political sense, this requirement must be supplemented by some wage regulation. For
simplicity, we shall assume that the wage rates paid for each job are the same in all
regions.

The socioeconomic background to the problem will be considered to be fixed
over the period under study. Thus, it will be assumed that material capital, K¥, and
the public goods environment, g;, enter the production function of sector s in region
j as parameters. We also assume that the number of workers employed in every occu-
pation is fixed by the policy-makers. Finally, it is assumed that the institutional
framework, consumption infrastructure, and so on, associate a certain mobility cost
with migration between regions.

Note that mobility between regions may take the form of commuting or migration
(or both). In this discussion it is not necessary to specify the type of mobility as long
as the only factor that can be changed is the amount of labor in occupation ¢ moving
from region i to work in sector s in region j, M. Changes in M’ are induced by
the social need to maximize the national product and are independent of the enter-
prises’ perceived needs for labor. The latter will be considered later.

The model will therefore be a simple static social optimization model. The addi-
tional variables and parameters used are listed below (exogenous variables are denoted
by overbars):

b is the social mobility cost of the moves M (here assumed to be independent
of M*
p; is the net price of a commodity produced by sector s in region j (assumed to
be fixed)
Qj is the level of production of a commodity by sector s in region j
{M7}is a vector with a typical element M{}®, for fixed j and s
K is capital

The optimal distribution of labor is given by
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maximize Q = Y piQJ(MSY. K a)— Y B M (7.1)
{MJ?} s.f 0,s,i,f
subject to

Y MP = M; (level of employment in regionj, j = 1,2,...,n)

i,o0,8
and

MZ = M° level of employment in occupationo, o = 1,2,...,m)
L if p
jis

Note also the following natural constraints:

Y MP =Y M =Y M° (total national labor force)
J o

i,j,s,0
M,-‘}S =20

Additional constraints of the type 117{, =M° =1, for all j and o, will turn the model
into a nonlinear optimal allocation model.

The conditions for optimality can be derived using Lagrangian techniques. Let
w? and w; be Lagrangian multipliers corresponding to the o and j constraints, respec-
tively. Providing Qf has the appropriate properties, one condition for social optimality
can be written

oL _ (BQ,-‘

—% =P
Mg 7T \oMEF

where L is the Lagrangian for (7.1).

The Lagrangian multipliers give the value of the marginal product of labor, net of
mobility costs, in occupation o (w?) or in region j (w;). They can then be used to
trace changes in the maximum “net national product” induced by altering the amount
of labor by one unit (e.g., man-hour). Equation (7.2) states that the value of the
marginal product should compensate for the shadow price of full employment in each
occupation, plus the shadow price of full employment in each region, plus the social
cost of mobility. Note that because the Lagrangian multipliers are independent of the
sectors, the value of the marginal product at the sectoral level depends only on the
costs of moving labor.

In the above model the allocation of labor is discussed simply in terms of social
benefit, and the wishes of the enterprises have been neglected. It is necessary, there-
fore, to consider the problem of labor allocation from the point of view of individual
enterprises. We use the following notation:

) — B W’ —w; =0 (72)

7} is the profit made by sector s in region j
cf is the private cost of the moves M’
w? is the private price of labor in occupation o
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Note that fj’ are costs paid by the enterprise for the moves and w® is the salary paid
by the enterprise to the employees.

The optimal mobility of labor as far as the employers are concerned may be
obtained by solving the following problem with fixed s and j:

maximize 7§ = pFQS({MS}, KS,a) — L (W° + e MS (7.3)
M} io
It is assumed that no other constraints are needed.
The condition for optimal labor mobility from the industrial point of view is repre-
sented by the first derivative of the profit function:

on} _. (30} L
e =7 (o) o7 = 7
i

Optimization of labor mobility for the enterprises is thus assumed to be a question
of maximizing short-term profits in a situation where the wage rate within a given
occupation is uniform for all regions. To this wage rate should be added the cost of
moving people to work in the given region.

Thus, there are at least two conflicting approaches to optimizing migration: one
optimizes migration to maximize social welfare, the other optimizes migration to
maximize industrial profits. Suppose that each approach has a unique solution — the
two optima will then be equal only by chance. In order to arrive at consistent ideas
for the optimal allocation of labor, it is necessary to reconcile these two approaches.
(In a perfect market economy, the social welfare approach could be neglected; in a
perfect planned economy, the industrial profit condition could be neglected. How-
ever, no perfect market or planned economy actually exists.)

One way of reconciling the approaches is to equate eqns. (7.2) and (7.4). This gives

witw’+bF = W+ (7.5)

Since w; and w® are determined by the model for a given 55°, and we would like the
social optimum to remain unchanged, we should alter the predetermined parameters
on the right-hand side so that eqn. (7.5) is true. It is therefore necessary to modify
the earnings of the worker by introducing regionally differentiated subsidies (or
taxes); this changes the values of ¢ and w°. Measures of this type can be introduced
by the state.

Parameters ff and w® can therefore be treated as exogenous variables and used to
generate different patterns of migration. This may be useful to policy-makers in both
planned and mixed economies.

7.3. Equilibrium in labor markets

There is some disagreement among economists as to whether the existence of un-
employment causes a state of disequilibrium in the labor market. The following
quotation presents one point of view.



110 A. E. Andersson and D. Philipov

Before we proceed, I must make it clear why general equilibrium analysis is a
proper approach to the study of unemployment. Indeed, most economists nowadays
strongly object to such an idea. The objection comes from a misunderstanding of
what general equilibrium analysis really is. Economists have been brought up to
think that the very notion of equilibrium implies that, for each commodity, supply
must equal demand, which of course cannot be the case for labour if some in-
voluntary unemployment remains. But a general equilibrium is an abstract con-
struct that has no logical obligation to assume equality between supply and demand.
(Malinvaud, 1978, pp. 4, 5.)

We agree with Malinvaud that the concept of equilibrium is useful even in situations
of unemployment. We also believe that equilibrium techniques may be used to analyze
situations in which there are jobs vacant and no unemployment, such as can be
observed in most planned economies. It can therefore be assumed that the concept of
an equilibrium state may be usefully applied in market, planned, and mixed economies.

In order to explain these ideas in more detail, we will divide economies into three
classes (Kornai, 1979), assuming a fixed price for labor:

1. Demand-constrained (Keynesian) economies in which there is a certain amount
of unemployment, but no vacancies exist.

2. Supply-constrained (Kornaian) economies in which there are jobs vacant, but no
unemployed workers.

3. Balanced (Walrasian) economies in which there is no unemployment and no
vacancies exist.

By considering segments (sectors or geographical regions) of the economy we can
generate various mixed economies containing different proportions of these three
types as shown in Figure 7.1.

Consider point D. It represents an economy in which labor use in some segments
is demand-constrained, in other segments is supply-constrained, and is balanced in the
remaining segments. In the discussion that follows we shall consider these segments to
be geographical regions. Point D then represents an economy with unemployment in
some regions, job vacancies in others, and a balanced labor market in the remainder.

Point D is generally in a state of temporary disequilibrium. We assume that un-
employed people will move to the regions with vacant jobs, and that companies
will search for labor in different regions if they are unable to fill all their positions
locally — this should lead to a state of equilibrium.

Once the system has moved from point D to one of the (possibly temporary)
equilibrium positions, the economy can be classified as Keynesian, Kornaian, or
Walrasian.* Thus, if any equilibrium criteria characteristic of the three classes of

* The definition of these three classes does not presuppose stability. If unstable situations occur,
the dynamic trajectories of the processes must be studied. The dynamic properties of the three
types of equilibrium are formally analyzed in Andersson and Batten (1979).
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B Kornaian economy
(v, >0, u; = 0)

A C
Keynesian economy Walrasian economy
(v, =0,u,>0) (v, =0,u;,= 0)

Figure 7.1. Possible combinations of three types of economy in terms of the unemployment
rate (#;) in segment / and the proportion of jobs vacant (v;) in segment 7.

economy are known, they could be used to identify the equilibrium of any mixture
of classes.

A Walrasian economy is characterized by a complete match between the supply
of and demand for labor and commodities. The following two conditions must be
satisfied if an equilibrium point is to exist:

1. Labor supply and demand must depend continuously on the price of labor
(wages, salaries).

2. Let {p}=4{p1,P2,---:Pi>.-.,Pn} be a vector of prices. Then there must
exist at least one vector {p} such that supply matches demand in all segments
i of the economy. It is also required that {p}> {Pnin}= {0}, where {Ppnin}
is a vector of the lowest admissible prices.

The last inequality can be reformulated as {0} < {p} < {Pmax }, Where {Pax } denotes
a vector of the highest allowable prices.

One essential characteristic of a Kornaian economy is that the first condition
and possibly also the last part of the second condition will not be satisfied. The need
for unconditional full employment of certain resources means that supply is inde-
pendent of prices at the national level, though this is not necessarily true at all regional
levels. In a Kornaian economy, the demand for labor may also be independent of the
price if prices are generally fixed by the state.

One important characteristic of a Keynesian economy is that the equilibrium
price-vector, {p*}, may include a price lower than the lowest admissible price; it may
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even be negative. In such a case unemployment must increase, unless pp;, is lowered
below p*. Similar arguments may be used if the equilibrium price exceeds the price
ceiling pmax -

In the next three sections we describe Walrasian, Keynesian, and Kornaian equi-
libria and their relation to migration theory. The economies are represented at the
macroeconomic level. The basic idea is that migration is a part of the aggregated plan
for the supply of labor, and hence only labor migration will be considered. Demand
is assumed to be derived from independent minimization of costs or maximization
of profits in individual companies or over whole sectors or industries.

7.3.1. A Walrasian economy

Let S;(0) denote the supply of labor in region i at the beginning of a period during
which migration takes place. Let S; be the supply of labor at the end of this period,
and M;; be the migration from region i to region j. The supply of labor in region i
at the end of the period is then given by

S; = 8;(0)+ Z(Mji—Mij) (7.6)
i

ignoring workers entering and leaving the work force through processes other than
migration, e.g., death.

The migration flow M;; depends on the relative socioeconomic standards of living
in regions i and j. For simplicity, we will use the wage rate as a composite indicator to
represent standard of living. This will be denoted by w; for all regions i. Thus-

M;; = fij(wi, wy) (7.7)
Substituting (7.7) into (7.6) yields

S; = 5;(0)+ Z Lfii(wi, wi) — fij(wi, wy)l
or !

Si = Si({w}) (7.8)
where {w}= (wy,w;,...,w,). Thus, supply is a function of the wages in all regions.

We assume that all commodity prices are given, for instance, by the world market.
The demand for labor in region i is also a function of the vector {w}:

D; = D;i({w}) (79)

However eqn. (7.9) does not adequately represent the demand for labor by the
various enterprises. Their major aim is to maximize profits through the redistribution
of the labor force (see our earlier analysis). Hence, the following optimization pro-
cedure can be used to derive the industrial demand in region j:
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maximize nf = pfQf({MS}, KS,a;) — 3 w; MF (7.10)
M} i
This is essentially the same as eqn. (7.3), though the occupation indices have been

suppressed. The notation used here is explained in more detail in Section 7.2.
Equations (7.9) and (7.10) are linked through the requirement that

D, =Y M (7.11)
N

Thus, solving the optimization problem (7.10) gives the vector {M}, which can be
used in eqn. (7.11) to generate demand.

Equilibrium in the classical Walrasian economy requires a simultaneous solution
to the following equations:

Si({w}) —D;({w}) = 0 Gi=12,...,n) (7.12a)
Z [S;({w}) —D;({whH]lw; = 0 i=12,...,n (7.12b)

where {w} is a vector of wage rates, the variables in this equilibrium problem.

If a solution exists, eqns. (7.12) give a set of equilibrium wage rates (w;) for the
regions. It is then possible to calculate the equilibrium migration patterns. Note that
they will be given as a net-flow matrix due to the form of eqn. (7.6).

A solution to the equilibrium problem (7.12) can be found under fairly weak
conditions. If supply is larger (smaller) than demand, it is sufficient to show that
raising (lowering) the wage rate vector, {w}, will equalize supply and demand. A
continuous mapping can generally be assumed. If boundedness is also assumed, then
a nonempty compact set is mapped onto itself. Under these conditions, the Brouwer
theorem states that a fixed point, the equilibrium solution to the wage vector, will exist.

7.3.2. A Keynesian economy

The supply of labor in region / is given by eqn. (7.6) for both Walrasian and Keynesian
economies. However, in a Keynesian economy the migration flow depends not only on
wages but also on unemployment, measured by the regional unemployment rate u;:

My = fi Wi(1 —u), w;(1 —uy)]
= fi({w}, {u}) (7.13)
where the overbars indicate that wage rates are determined outside the model.

The supply equation corresponding to eqn. (7.8) will therefore be

Si = Si({w}, {u}) = S;(0)+ Z Lfi:({w}, {u}) — fi; (W}, {u})]
i
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The demand equation remains unchanged:

D; = Di({w})
Thus, it is assumed that the maximization of profits is not constrained by the existence
of unemployment.
One requirement for solution is given by
S;({w}, {u}) —D;({w}) = U; >0 (i=12,...,n) (7.14)

where U; is the number of unemployed workers. The wage rates are held fixed in
eqn. (7.14), and hence it is only the unemployment rates defined as u; = U;/D; that
can change. Therefore, eqn. (7.15) can be used to define the risk of unemployment:

S,({W}, {u}) .
—— ] = y; i=1,2,...,n 7.15)
D) S ) (
If we define the excess E of supply over demand by the ratio of supply to demand,
E; = 8;/D;, eqn. (7.15) may be rewritten

Ei‘—l = U;

In order to discuss the equilibrium at the interregional level, it is necessary to
specify a certain relationship between the regional wage rates. This stems from the
fact that at equilibrium the argument of the function f;; from (7.13) ought to satisfy
the equilibrium condition

wi(l —u)—wi(l—u;) =0 for all i and § (7.16)

This condition reflects the equalization of the regional standards of living, w; (1 —u;),
and underlies the planned supply and demand, which are quantitatively equalized
in eqn. (7.15).

Case 1: w; =w;. It immediately follows from eqn. (7.16) that u* =u; =u; is an
equilibrium condition. Then eqn. (7.15) gives

SR, ) _ DAY _

S({wh wh - Di(fwh Y
The quantities v;; represent the predetermined ratio of demand for labor in region i
to demand for labor in region j. The above equation has a very simple interpretation:
given that the wage rates are the same in each region, the unemployment rates are
assumed to adjust until the relative supply of labor in each region is proportional
to the predetermined demand ratios, ¥;;.

Case 2: W; # w;. Given that the wage rates are not the same in all regions, it follows
that u; # u; in order that the equality in (7.16) should hold, i.e., such that
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Thus, if the regional wage rates are not equal, they can be used to define weighted
regional differences in the excess of supply over demand. This simply means that
the higher the wages in a certain region at equilibrium, the higher the unemployment
in this region will generally be.

Keeping the wage rates fixed is a strong but not necessary condition. By relaxing
it one can study situations of two main types: |w; —w;| < § (the solidarity principle),
in which the government restricts the regional wage differentials to a certain level; and
w; = min w; (the minimum-wage principle), in which the government imposes a
certain minimum wage.

7.3.3. A Kornaian economy

The price system {w} in a Kornaian economy is not generally flexible, as it is usually
determined by the state (Kornai, 1979). The economy is such that the total demand
for labor is usually greater than the total supply, for any supply strategy.

Let v; denote the ratio of vacant jobs to total jobs in region i. The supply equation
is again given by (7.6). The migration flow now depends on wage rates and vacancy
rates

M = fij (v, wi, v, wy)
and hence

Si = Si({w}, {v]) = Si(0) + X (fi — 1)
j

The demand for labor can also be assumed to depend on the vacancy rate
D; = D;({w}, {v})

One solution requirement is given by
Di({w}; {v}) — Si({w}, whH > V; i=12,...,n

where v; = V;/D; and V; is the total number of vacancies.
As in case | of the Keynesian economy, equilibrium is given by the point at which
the vacancy rate is the same in all regjons, v; = v; = v*. Hence,!

Si({W}, (o)) _ Di({®}; ()
$;((%}, o)~ Di({w}, (o)

It is evident that the relative demands for labor in this case are not predetermined.

t It should be noted that the occurrence of a very large number of vacancies may encourage
enterprises to reduce their search for labor, and hence no equilibrium will exist. In the Keynesian
economy, an analogous situation occurs when the number of unemployed is too large — migration
to search for a job may become meaningless. Both cases are extreme but real, and are not con-
sidered any further in this discussion.
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If equilibrium is to be achieved, it is necessary that workers and jobs should be trans-
ferred between regions until the same relative vacancy rates are found in all regions.
Case 2 of the Keynesian economy can also be given an analogous Kornaian inter-
pretation.

The description of the three economies given above demonstrates that the lower-
level policy-makers are faced with more difficult problems in a Kornaian, supply-
constrained economy than in a Keynesian, demand-constrained economy. This stems
from the fact that in the latter only labor is to be redistributed among regions while
in the former both labor and jobs must be relocated. On the other hand, the same
policy-makers in a Kornaian economy may have a larger number of acceptable
solutions to their problems. Policy-makers are irrelevant to optimal migration patterns
in a Walrasian economy.

We believe that it is possible to formulate a joint condition for microeconomic
equilibrium in the labor market for both Keynesian and Kornaian economies (for
simplicity, prices are assumed to be uniform over all dimensions). Let X denote a
decision-maker (an enterprise in a Kornaian economy, and a labor supplier in a
Keynesian economy). Let II denote the probability of finding a contractor to supply
(Kornaian economy) or demand (Keynesian economy) the labor. Let i denote seg-
ments of the economy. The microeconomic equilibrium is then given by

nk =k Vk,hEX;, n,m€EI)

In a Keynesian economy this condition can be interpreted as the requirement that
the probability of finding a job should be the same in all segments of the economy;
this implies that the risk of unemployment should also be the same throughout the
economy.

7.4. Gross migration and decision-making

In this section, we will discuss a model that can be used to estimate gross migration
rates. The migration rates are assumed to depend on a number of socioeconomic
characteristics. The general formulation is

Py(x) = fij(x, Ex, Exg) *,0 =1,2,...,n) (7.17)

where P;;(x) denotes the gross age-specific rate of migration from region i to region
j for age group x, and Ey is a vector of socioeconomic and other characteristics whose
values are exogenously defined and refer to region k. Ey, is a vector which represents
the interaction between regions k and /.

A simple version of eqn. (7.17) that is very often used in practice is the linear
function

M
m=1
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To simplify the notation, the age groups x are not included; M is the number of exo-
genously given characteristics, and the o] are coefficients that can be determined by
regression analysis. Note that the constraint that the estimated P; values must be in
the interval (0, 1) is not necessarily obeyed here.

Equation (7.18) is also often unsuitable for other reasons. It is likely that migration
from region i to region j will depend to a certain extent on the characteristics of
regions other than i and j, and this aspect is not considered in the equation. The
assumption that increasing £ will produce a linear increase in migration rates also
seems doubtful. All in all, this approach is generally used more for its practical sim-
plicity than for its theoretical content.

A model that avoids some of the disadvantages mentioned above is the multinomial
logit model n
P = eVif/Z eVii (7.19)

j=1

where V;; is a function that can be defined analogously to P;; in (7.18). However, it
also has some disadvantages of its own: since the model is nonlinear, it is difficult to
estimate the unknown coefficients; the denominator does not depend on region j and
hence the relative chance of choosing a specific region of destination does not depend
on the number of regions available, i.e.,

P[Py = eViifeVik

This property is known as “independence of irrelevant alternatives™.

Different ways of deducing the logit model are discussed in Sections 7.4.1 and 7.4.2.
We consider a number of approaches to show that the derivation of the logit model
does not depend on one specific set of assumptions. Among these approaches are
models based on constant utility theory and random utility theory, as well as different
models founded in information theory. The factor common to all these approaches
is the explicit consideration of stochastic phenomena.

7.4.1. Derivation of the logit function from information theory

Consider the fundamental equation

n

wi(X) = X mi(x;) - In my(x;) X = (x1,X2,...,X%,)
j=1

where, in microinformation theory, m;(x;) is the probability of an individual migrating
to region j, given that the individual lives in region i; in macroinformation theory,
m;(x;) is the migration flow, or absolute number of migrants going from region i to
region j; and, in both theories, X is the set of possible destinations (n in all) and w;(X)
is the expected value of the system of destinations with respect to a fixed origin. By
summing over the initial region 7, the value of w(X), called the entropy of the set X,
may be obtained:




118 A. E. Andersson and D. Philipov

w(X) = Zl _Z‘m,-(xi)-ln m;(x}) (7.20)
j=1 =

It is then necessary to find the most probable configuration of m;(x;), i.e., to
maximize entropy:

™M=

n
maximize w(X) = Y mi(x) - Inm;(x;)
mi(xj) i=1 j=1

subject to system-wide constraints. In the macrocase these could be

n

Y, mi(x;) = P;

j=1

which is a natural constraint, and

M=

c,-,-m,-(xl-)<C,- (] = 1, 2, - ,n)

i=1

which is a constraint on the maximum possible flow of migrants into region j. Here
¢;; could be a measure of the housing required by migrants to region j from region i.

The following necessary condition for a maximum can be derived using the
Lagrangian for this program:

oL [”i’ Vi, mi(x )]

] 1’

mix) ~lnmy(xp) = 1= p = ey = 0
where p; and v; are Lagrangian multipliers. Hence
m;(x;) = exp[— (1 + y; + vjey)]

n

Y mix)) = exp[— (1 +p)] X exp[—vjc;] = P;
j=1 j=1

P -

my(x;) exp[— (1 + ; + vye;)] exp(—vjcyj)

(721)

exp[—(1 + )] _Zl exp[—yie] X exp(— )
i= j=1

Function (7.21) is of the same type as (7.19). Note that the value of v; can be
derived using

n
Y. cjexp(—vjcy))
j=1

= C (G=1,2,....,n

M

exp(~ vjc;)
1

]
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The following extension of (7.20) is very often useful:
n n
IM/Mo) = L X my(x)) - In [m;(xp)/mf (x))] (722)
j=1 i=1

where m?(x]-) gives some a priori information on the migration flow from region i to
region j. The problem is then to estimate m;(x;) such that the values are in some sense
“correct” and as close as possible to the a priori information (see, for instance,
Willekens et al., 1981). The quantity /(M/M,)is known as the information divergence.

7.4.2. Derivation of the logit model from probabilistic decision theory

Consider the one-dimensional problem of selecting region x; as a destination from the
set of regions X = {x;,x,,...,x,}. The region x; is then described as the preferred
alternative from the set of alternatives X.

Each alternative is described by a finite set of attributes, which can be arranged
as the elements of a vector. Let z; be the vector of attributes of region x;. These
attributes may be economic characteristics (such as the number of people employed,
the average wage, the average dwelling area, or the type of services provided), geo-
graphic characteristics (such as the population density), or demographic characteristics
(such as the mean age of the population or the average number of marriages in region
x). Some of the attributes may be defined but not observed.

In probabilistic decision theory, an individual is assumed to select region x; with
a certain probability that depends on the observable attributes. There are two main
arguments for this type of approach: (i) the individual may observe the attributes
properly, but either his decision-making process is to some degree stochastic, or he does
not consistently maximize his utility function; (ii) the individual acts rationally, but
some of the attributes may be unobserved, or are observed with certain errors. A
probability approach is thus required to deal with the difficulties in observation.

These arguments give rise to at least two theoretical approaches, often referred
to as constant utility theory and random utility theory, respectively. The derivation
of the logit model is different in each case and therefore the two theories will be
considered separately .

Constant utility theory. This derivation is based on the axiom of choice introduced
into probabilistic decision theory by Luce (1959); see also Luce etal. (1965),
Volume I. The axiom is as follows:

Let x; €U, where U is a subset of X. Let Py (x;) be the probability that a particular
element (region) x; is chosen from U, and let Px(U) be the probability that any
element (region) in U is chosen from X. Then

Px(U) = Y Px(x))
x;j€U
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Also, let
Px(VIU) = Px(VNU)/Px(U)
where V is a subset of X, given that Px(U) # 0. Then
Px(xjIU) = Py(x))
or
Px(x;NU) = Py(x)) - Px(U)

The axiom states, in essence, that if some alternatives are removed from con-
sideration, then the relative probabilities of the remaining alternatives will be pre-
served. In other words, the presence or absence of an alternative is irrelevant to the
relative probabilities of two other alternatives, although, of course, the absolute
values of these probabilities will generally be affected (Luce et al., 1965, p. 218). The
axiom of choice is obviously a probabilistic version of the principle of independence
of irrelevant alternatives,

Assuming that this axiom holds, Luce has shown that

n
Px(x)) = v(x,-)/ L o) (7.23)
i-
where v(x;) is a ratio scale on X (a measure of cardinal utility).

Since the attributes of the alternatives are properly observed, there exists a measure

n(z;) such that

n(z;) = u(z;) —c(z))
where u(z;) represents the benefit (generalized gain) of selecting region x;, and c(z;)
is the generalized cost (for instance distance, friction, or disutility) of this choice. This
means that n(z;) can be defined as the net utility of selecting region x;. The functions
n, u, and ¢ are all deterministic. It is the process of choosing the element, i.e., the
region of destination, that is stochastic.

The probability Px(x;) is the proportion of the population choosing to migrate to
region x;, and is determined by the vector z; of observed attributes. The link between
the model that describes this stochastic process and the net utility n(z;) appears in
the analytical expression for v(x;):

v(x;) = exp[n(z;)] = explu(z;) —c(z))] (7.24)
Substituting (7.24) into (7.23) gives
explu(z;) —c(z))]

Px(x) = —
; explu(z;) —c(z))]

Note that the discussion in this section is at the level of an individual mover, and



Economic models of migration 121

for this reason the utility u(z;) and the costs c(z;) are sometimes referred to as per-
ceived utility and perceived costs.
The function n(z;) can also be defined by

m
n(z;) = kZI Q Zj

where zj; is the kth coordinate of the m-dimensional vector z; of attributes of region
x]-.
Random utility theory. It was noted earlier in this section that the use of random
utility theory is based on the assumption that some of the attributes are unobservable,
and hence ought to be treated as stochastic variables. It is further assumed that the
choice is made under the condition of bounded rationality. This means that the
individual has his own well-defined structure of preferences, which can be represented
numerically by a utility function. Given one and the same set of alternatives, described
by one and the same set of attributes, a number of choices is possible;i.e., the choice
has to be treated as a random variable.

These ideas are linked theoretically by assuming the utility function to be a random
function of the attributes; i.e., u(z;) is a random variable for a fixed vector of attrib-
utes. In addition, the individual acts such that he maximizes his utility function;i.e.,
region x; will be chosen if

u(z;) >u(zj) foranyj # i
Since u(z;) is a stochastic function, there is a certain probability that this will occur:
P(x;) = probfu(z;) > u(z;)] forj #1i, j=1,2,...,n
It is always possible to represent u(z;) as
u(z;) = v(z;)+ €@

where v(z;) is a deterministic function and e(z;) is a stochastic function. Here v(z;)
is the mean, or strict, utility function and can be defined as v(z;) = E[u(z;)], or the
expectation of u(z;). The stochastic function e(z;) represents either the errors in
observing the attributes or the effects of unobserved attributes. The expression for
the probability then becomes

P(x;) = proble(z)) —e(z;) <v(z;) — v(z))] (7.25)

In order to obtain the probabilities P(x;) explicitly, it is necessary to define a
probability distribution for the differences e(z;) —€(z;) and to express v(z;) ana-
lytically. This probability distribution must behave consistently under maximization,
i.e., if e(z;) and e(z;) have one distribution (not necessarily with the same parameters),
then max[e(z;), €(z;)] must have the same distribution.

McFadden (1978) shows that the extreme value (or Weibull, or Gnedenko) proba-
bility distribution
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PIT'<y] = explexp(y + o)]

where « is a parameter, is one possible distribution satisfying the requirements stated
above and yielding the logit model. An additional assumption is that the unobserved
elements of the vector z; should independently follow the extreme value distribution.

A theoretical proof (due to Holman and Marley) that the assumption of the axiom
of choice is equivalent to the assumption of an extreme value distribution can be
found in Luce et al. (1965, Vol. III, p. 338).

The strict utility function v(z;) can be defined as a linear combination of the
observed (deterministic) attributes:

m

v(z;) = Z Ap Zjk
k=1

Thus, the logit model is given by

7.5. The problem of aggregation

It is obvious from the preceding sections that there are many models that can be
used in the analysis of migration problems. Each one of these models has been
formulated to give answers to specific questions. Macroeconomic labor migration
models are, for instance, designed to give some structure to net migration flows,
while the micromodels introduce regularities into the behavior of certain finely dis-
aggregated demographic groups. It is very difficult to obtain a consistent aggregation
when coordinating these separate models, especially when the primary requirement
is to generate gross migration flows between regions. These gross flows are needed
for the multiregional population projection models.

In this section. we suggest that the results obtained from economic models at the
aggregate level and at various levels of disaggregation should be used as constraints
on the estimation of gross migration probabilities. The approach is based on infor-
mation theory and thus belongs to the class of stochastic macromodels. The general
idea is to use the economic results, for instance, in the form of net migration con-
straints, as a priori information on migration and then to search for the most probable
pattern of migration flows.

At this stage in our research, we can only outline one possible heuristic procedure
which combines the microeconomic, stochastic utility theory with the labor-market-
equilibrium or optimization theories presented above.
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There are three types of a priori information on migration flows: microbehavioral
decision functions of the logit type; macroequilibrium (Kornaian, Keynesian, Walrasian)
conditions or social optimality conditions; and previously observed behavior. It is
possible to introduce all of this a priori information into a theoretical framework,
either in two stages or in one simultaneous calculation. We intend to try both pro-
cedures but the simpler and thus preliminary approach is to work in stages.

In the first stage, we assume that the probability of migration can be estimated
using microdata in a logit model; for instance

exp(Vij)
n

Y exp(Vy)

i=1

iy

where P;; is the probability of an individual moving from region i to region j, and
Vi; is an indicator of the differences between the two regions. This indicator is
assumed to be measured statistically using some econometric technique.

The macroequilibrium conditions affecting net flows between the regions must also
be taken into account. The exact nature of these conditions depends on the economic
system.

In a Keynesian economy, for example, these equations would be

Nij = My —Mj; = fIw;i(1 —up), wi(1 —uy), . .. ]

The function f is assumed to have been measured statistically (eqn. 7.13). We
propose to estimate a gross migration structure {M;;} that would be consistent with
macroconstraints of this form while giving a microsolution as close as possible to the
pattern generated by the logit function.

If we use the information divergence criterion (eqn. 7.22), the procedure may be
outlined as follows:

M.

I

n n
minimize z z M;;In .
i=1 j=1 2 _
[CXP(Vij)/ ZleXP( Vij)] P;
]=

subject to one of the following four sets of constraints:

Keynesian M,]_M], =f(u,-—u,~,w,-—w,-, . )

Kornaian M —M;; =g — v, w; —wj,...)

Walrasian M;; —M;; = h(w; —w;) .

Social M;; —M;; = optimal net migration as’computed in a planning model
optimality of type (7.1)
conditions

The following constraints also have to be included for consistency:
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where P; is the total population of region i.
Thus, in the Keynesian case, the two-step procedure generates the Lagrangian
optimization problem:
n

n
minimize G = Z Z M;jIn
i=1 j=1

i=

M;

~ — 2 N(My;— My —f)
- i=1
[exp(V,-,-) ZICXP( Vij)] P;

X can be interpreted here as the effect of macroeconomic conditions on decisions to
migrate to and from region i.

A more ambitious procedure would be to estimate the V;,and f, g, or 4 functions
simultaneously. In this case the parameters of these functions become the unknowns,
and the values of M;; are treated as observations. This gives rise to a nonlinear opti-
mization criterion and a nonlinear set of constraints. The solution of this type of
program requires powerful numerical methods.

7.6. Conclusion

The discussion in the previous sections describes methods which could be used to
carry out an economically consistent forecast of a multiregional population. We have
concentrated on migration as the demographic variable of primary importance in
the spatial distribution of the population, at least in the short term and possibly over
the medium term. The functions used in these models are specified in accordance
with socioeconomic theories; unspecified functions are left only in the equilibrium
and optimization models, and may easily be deduced from standard theories described
elsewhere in the economics literature.
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Chapter 8

TECHNOLOGICAL TRANSFER OF REGIONAL ENVIRONMENTAL
MODELS*

Oscar Fisch
Department of City and Regional Planning, College of Engineering, Ohio State
University, Columbus, Ohio (USA )

8.1. Introduction

The Research Applied to National Needs—Regional Environmental Systems (RANN-
RES) program supported a highly diverse set of projects over the five-year period from
1971 to 1976. Approximately 8.5 million dollars was allocated for research on a total
of 18 projects. One of the main links between these projects was the development of
large computer-based environmental models to be used as planning and decision-making
aids at the state and regional levels. In the fiscal year 1976, the National Science
Foundation (NSF) started to assess the relative success of these projects and began to
establish guidelines for future work in this field.

In an early assessment, it was found that few of the project teams had had the
opportunities and/or the funds to test the transferability, general applicability, and
utility of the models. The project described in this chapter (Fisch and Gordon, 1979)
was designed to overcome this problem by independently developing sites for screen-
ing and testing models that are likely to be improvements on those currently in use in
planning agencies in Ohio. The following questions were considered:

1. Which needs of regional planning agencies can better be met by the use of
RANN-RES models or submodels than by current methods?

2. Which modeling projects have produced tools that can be easily transferred
and used?

3. Which models applicable to Ohio present no calibration difficulties?

4. What would be the cost of further extensions to successful models within Ohio
and elsewhere?

5. What are the main computer requirements of Ohio regional planners?

* This work was supported by National Science Foundation Grant NSF/ENV77-15020. Any
opinions, findings, conclusions, or recommendations expressed here are those of the author and do
not necessarily reflect the views of the National Science Foundation.
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The main aims of the project were: to assess the utility and transferability of previous
RANN-RES models by providing the necessary test facilities; to determine the needs
of a typical cross-section of users; and to transfer selected modeling tools to regional
planning agencies and provide on-line capacity for testing and use.

It was initially thought that the main task would be to act as a clearing-house. The
technical assessment of the models to be transferred was considered to be a minor
function.

The clearing-house carried out two main operations: the technical and physical
transfer of the models, and the implementation of the models for use by local public
agencies.

The first operation involved gathering information about the models (i.e., docu-
mentation, software, and original testing data) from the NSF-RANN investigators
and working closely with them, where necessary, to complete the documentation,
define input requirements, redefine proxy variables, and so on.

The second operation involved close contact with three regional planning agencies
in the state (direct users) and with a special board of representatives from different
levels of government in the state (advisory committee). These three regional planning
agencies assigned staff to help in setting up some of the models that supposedly fitted
their short-term and/or long-term planning needs, provided data input, and cooperated
on the implementation, testing, operation, and evaluation of the models. Workshops
with regional staff were to be held at an early stage to clarify and correct first esti-
mates of needs, and to determine the capacity of the agency to use new tools. It will
be shown later that this initial concept was altered by the force of circumstances,
changing the project originally planned into something slightly different. Before going
any further, however, it is necessary to present the RANN-RES program that gener-
ated these projects against the historical and philosophical background of the USA in
the last decade.

The beginning of the 1970s saw the demise of the huge space research program in
the USA. Congress was under political pressure to reallocate federal funds to alleviate
the urban crisis and to respond to increasing public concern about environmental
issues. In addition, Congress decided against development of the supersonic transport-
plane, thereby rendering thousands of engineers and scientists redundant., Summer
crash programs were initiated at schools such as MIT and Berkeley, with the aim
of converting engineers and scientists into regional and urban planners. The implicit
assumption was that these people would apply the sophisticated systems approach
learned in their previous professions to the problems of urban and regional planning.

The philosophy behind the program has been summarized by Maretal. (1977, p. 69)
as follows:

A fundamental goal of all RANN/RES projects was to employ the systems approach
to regional environmental-systems analysis. The RES projects sought to demon-
strate that (1) the computer and model technology associated with system analysis
could perform existing analysis more effectively and comprehensively than existing
manual, discipline-oriented processes and (2) the formulation of any analysis as a
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component of a larger system analysis incorporating complex feedback and inter-
action mechanisms would reveal unanticipated outcomes, thereby reducing the
surprises often encountered in management decision making. Implicit in the effort
to accomplish these two goals were the necessity to (1) merge the knowledge and
methods of many disciplines associated with the study of various components of
RES and (2) unite the efforts of the analyst/modeler with those persons in policy-
making positions.

Bertalanffy (1968) has long advanced the necessity and feasibility of the system
approach, recognizing the value inherent in the whole being more than the sum of
its parts theory and alleging that the reductionalist approach provides information
from only the parts of the problems it addresses.

This statement seems to consider the systems approach in two different lights:
first, from the epistemological viewpoint, the systems approach is presented as a new
cognitive theory; and second, it is shown as an all-embracing mix of two branches of
metaphysics — cosmology, in which the systems approach considers the totality of
parts and their interlinking laws, and ontology, in which the systems approach is
presented as a theory of reality. This statement was made in 1977 and ignores an early
warning (Weber, 1972) of the risks associated with the application of systems analysis
to sociotechnical problems.

Scientists and engineers generally concentrate upon problems with clearly defined
objectives and draw upon their experience in the physical sciences to determine
whether a problem has been solved or whether the solution is technically feasible. In
contrast, government research into social planning or policy planning must deal with
problems that are ill-defined, and that can only be resolved through careful political
judgment.

The 18 RANN-RES projects were funded with the aim of encouraging the develop-
ment of large-scale computer models, with particular emphasis on the use of existing
knowledge to solve regional environmental problems.

Most of the projects try to include factors such as the economic and ecological
impacts of different types of land use, the urban development of rural land, the
management of residuals, and the interaction between urban and agricultural environ-
ments in their computer models. Their basic aim is to integrate the most recent develop-
ments in the social sciences (economics, demography, sociology of human migrations,
development of human resources, and growth and development of human settlements),
engineering and planning (transportation and land-use planning and development,
resource consumption analysis, disposal of residuals, soil fertility analysis, and com-
munity development and planning), and geography and ecology (analysis of resource
availability and ecosystem response).

Thus, the projects being evaluated were basically trying to obtain quite specific
results and it seems reasonable to expect that problem-solving former scientists would
be well suited to this type of work.

The 18 models cover quite a large number of topics, as shown by the titles listed
in Appendix 8A, and treat these subjects at a wide variety of spatial and temporal
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Figure 8.1. The main factors considered in regional environmental projects.

levels with varying degrees of complexity. The original scope of the models was out-
lined by Mar et al. (1977).

Figure 8.1 outlines the procedure used in the RANN-RES projects. The principal
investigator was supposed to be familiar with the most recent theoretical and methodo-
logical advances in each of the three fields denoted by boxes in the figure. His main
task was to develop links between the squares to produce a computer model able
to solve problems not only in the original geographical setting but in any area with
similar problems.

8.2. Model transfer: ex ante

We initially defined model transfer as the process whereby a technical model originat-
ing in one institutional setting (e.g., a university) is adopted for use in another insti-
tutional setting (e.g., a regional planning agency).

Three important assumptions were made at the start of our project: the end pro-
duct of the 18 projects, a soft technology, was at the working prototype stage; our
task would be mainly that of screening the models to match them with the require-
ments of the regional agencies; and the agencies were in real need of at least some of
the models evaluated. The fundamental belief underlying the last two assumptions was
that the design of the soft technology was prompted by a real regional need of high
national and regional priority and that implementation of this technology was the
driving force of the overall research process. However, this took no account of the
fact that the organizations developing the models were not necessarily going to be
the final users.

The federal programs of technology transfer in use at the time relied on the simple
strategy of disseminating technical information and did not result in the adoption of
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the models by large numbers of regional agencies. This failure to adopt models that
had already been built was explained as follows:

1. The destination agencies (final users) could not design the models because they
do not have the necessary “brain” power.

2. The originating agencies (designers) have the necessary “brain” power and know
about the users’ needs and were therefore responsible for the design of the
models.

3. The intended destination agencies did not adopt the models because they were
not reached by the dissemination program, or because the information pro-
vided was either insufficient or too sophisticated for them. Too much detail
discourages potential users as much as too little.

A RANN-RES workshop was held, with the 18 principal investigators participating.
A special group reported on the transfer and utilization of models, and recommended
to the plenary session (Mar et al., 1977, p. 51):

The users must be encouraged to identify with a technology because acceptance is
not possible without identification. User commitment is the key to successful
transfer. . .

In order to establish that commitment it was recommended, among other things, that
the user be convinced of the value of the technology in meeting his particular needs.

In brief, we initially understood that the task of model transfer would involve:
advocation of the systems approach to solve the problems faced by the regional
agency; validation of the structure, theory, and methodology used in the model as the
most advanced available at the time; introduction of the model for use in the regional
agency, after minor adjustment to the new operational situation.

We considered that we had a good start in our work because one of the models
under investigation was already being implemented in one of the three regional plan-
ning agencies in the state of Ohio (a subcontractor of our project).

The quality of the projects to be transferred was not in doubt, given the summaries
of the projects presented at the workshop. The national reputations of some of the
scholars in the different teams and the number of journal articles generated by the
projects reinforced our feeling that the 18 projects did indeed represent the best of
the *“state of the art” at that time.

8.3. Model transfer: ex post

In the private sector, research activities are governed by a combination of scientists,
technicians, marketing production engineers, and regional sales managers. A clear
corporate goal unifies and guides the research, and the technology transfer phase is
reflected in the design of the technology.
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In the public sector, finding a market for a newly developed technology is an after-
thought. A potential user of the technology must be identified at the preliminary
stages of the research so that the project may be endorsed; this is also a way of enhanc-
ing the relevance of the project to national and regional objectives. However, when
funding is assured, the interaction between the research workers and the original
endorser is totally informal, with the latter, in the majority of cases, playing the role
of a guest whose next invitation is conditional on his being polite to his hosts.

In screening the 18 projects to be transferred by matching them to the needs of the
local planning agencies, our ex ante assumptions about model transfer started to break
down very rapidly.

Our first assumption was that the models would be at the working prototype stage
when submitted to our clearing-house operation. This implies that the following items
had already been prepared:

1. An “executive” report outlining the characteristics of the model.

2. An exhaustive description of the theory and methodology behind the model,
and a discussion of their implicit claims to represent the most advanced state
of the art.

3. An exhaustive report of the tests carried out at the development agency.

4. Complete documentation of the computer code, with a list of input require-
ments,

5. A set of computer tapes to be transferred, including the model and the original
testing data.

The executive report is needed to persuade the regional agencies to adopt the
model. The second and third items are required to validate the model, while the fourth
and fifth are used to implement the model at the planning agency.

We found that the executive report was missing in almost all of the cases studied,
and it was necessary to use a summary of the second and/or third items or the RANN-
RES workshop papers to persuade the local agencies to adopt the model.

The other items appeared in every possible combination; in one case all five items
were missing. We define an item as “missing” if it was not possible to obtain it within
the first 18 months of our project; at that time, the projects had been completed for
at least two years.

8.4. Advocacy stage

One-third of the models were immediately discarded because they focused on prob-
lems so unique to the area originally studied that nothing in the approach or results
could possibly be applied to Ohio state. Since the models involved were very complex,
it was necessary to break them down into a set of components to match them to the
needs of the local planning agencies.

In a survey performed at the beginning of our project, the advisory committee and
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Table 8.1. Components of the RANN—RES models ranked in first ten by destination agencies.®

Components ranked 1-10 by Percentage of agencies ranking component in first ten
destination agencies < 25% 25-75% > 15%
a X

b X

c X

d X

e X

g X

h X

k X

1 X

m X

n X

p X

q X

r X

t X

w X

zZ X

aa X

%From a total of 27 components, nine were not ranked in the top ten by any destination agency:-
For a description of each component, see Appendix 8B.

Table 8.2. Components of the RANN—RES models ranked in first five by destination agencies.®

Components ranked 1-5 by Percentage of agencies ranking component in first five
destination agencies <25% 25-15% > 15%
a X

b X

[¢ X

d X

g X

h X

k X

m X

n X

q X

w X

z X

%From a total of 27 components, 15 were not ranked in the top five by any destination agency.
For a description of each component, see Appendix 8B.

the three regional planning agencies were asked the following question: would simu-
lation models with any of the following outputs be useful to your agency? Later, they
were asked to rank the components in order of usefulness to their agency (see Tables
8.1 and 8.2). The components ranked among the top ten by the various agencies can
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be given the following overall ranking: (1) b; (2) w;(3) a,c,d;(4)k, m,n, q, z; (5) g,
h;(6) 1, aa;and (7) e, p, 1, t; for a description of each component see Appendix 8B.

Using these results, the degree of readiness of the models to be transferred, and our
close contact with the three regional planning agencies (the destination agencies), we
selected six models for transfer. Since one model was already being transferred, we
now had a total of seven models to validate and implement in the local planning
agencies.

8.5. Validation stage

The advocacy stage mainly involved putting forward the arguments for the systems
approach and persuading the local agencies to use research funded by the NSF for
regional planning purposes. The validation stage proved unexpectedly difficult in
several ways; these are outlined below.

In the first part of the validation stage, it was necessary to establish a clear match
between the capabilities of the model and the needs of the destination agency. If D is
defined as the set of microservices demanded from the model by the local planning
agency and S is the set of microservices that the originating agency claims the model
could supply, the following combinations are possible: (1)DNS=E;(2)DNS=D;
3)DNS=S;(4) DNS=M;and (5) DNS=D=S. Here E is the empty set and M
is the subset produced by a partial match between supply and demand. Case (1)
represents a clear incompatibility between the services provided by a model and the
needs of the potential destination agencies and case (3) represents a situation in which
the destination agency requires all the services provided by the model and more. The
worst case from our point of view is case (4), in which the partial match must be large
enough to warrant the implementation of the whole model. This case also shares some
of the problems of case (3), in that all the services provided by the model are required
but not all the related needs of the destination agency are fulfilled. In such a situation
the exogenous variables of the model may have to be forecast by the destination
agency, possibly with the aid of a new model more costly than the one being trans-
ferred. Case (2) and particularly case (5) are the ideal situations, but neither was
observed in practice.

The second part of the validation stage involved checking the consistency between
claims made by the originating agency about the services provided by the model and
the real ability of the software to deliver those services. In more than one case there
were discrepancies between the documentation of the model and the results of the
tests, and more dramatically, between the description of the methodology and the
computer code of the model. We spent a considerable amount of time rebuilding the
original logical and mathematical structure of such models from the FORTRAN code
of the software.

The most difficult problem to deal with at this stage was associated with the quality
of the research behind the models to be transferred. In the majority of the projects,
there was no mention of a literature search or the integration of the various branches
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of science listed in Figure 8.1 that would justify the description of the model as the
most advanced “state of the art”. We expected to be able to compare the theoretical
and methodological state of the models between 1970 and 1972 with the advances
reported in the literature during the period of the original research (1971-1976). This
would show us where the models were lacking in terms of technological development,
given the natural delay between conception of the model and transfer of model
technology. However, this last expectation was never fulfilled, given the observed
differences between the theoretical and methodological state of the art in 1972 and
the state of the art reported in the projects. These differences will become clearer in
the discussion of the activation stage which follows.

8.6. Activation stage

It is commonly thought that the main reason for the underutilization of federal
research is the lack of scientific and technical skills at the regional planning agencies.
This lack of skills may frequently block the adoption of new models, either because
the agency fails to realize the potential of the model or because it cannot meet the
technical demands of the implementation-maintenance stage. However, we believe
that this inability to evaluate models at the destination agency also frequently leads
to the adoption of unsuitable models, a process that is reinforced by the prestige and
credibility of the research agency. One example of this was the adoption of the com-
munity analysis model (CAM).*

CAM was an ambitious attempt to model the microbehavior of different classes of
population in urban neighborhoods, in terms of residential choice by location, tenure,
and price of housing. The community analysis model is based on nine sociodemo-
graphic and housing submodels, which are described in more detail later in this section.

The core of the methodological approach is the definition of a comprehensive list
of neighborhood actors, together with their decisions, their social stratifications and
interactions, and the major determinants of their social and spatial location at any
particular moment in time.

There are 12 “‘neighborhood actors’” who make ‘“decisions”, such as whether or
not to have a child, whether or not to move into or out of the region, which neighbor-
hood and type of housing unit to live in, mode of tenure, and so on. These actors
are classified by age, ethnic—racial composition, and education, and there is a full list
of factors or “determinants” which may affect the decisions they take. For example,
migratory decisions are affected by determinants such as age, race, education, and
racial changes in neighborhoods; moves may even be forced on a household by demo-
lition,

The spatial unit considered in this approach is a “neighborhood” within a metro-
politan region. A neighborhood is defined as a census area or combination of adjacent

* The remainder of Section 8.6 follows the description of the model presented in Fisch and Gordon
(1979), Volume 3: An Evaluation of Birch’s Community Analysis Model.
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census areas that are relatively homogeneous in terms of types of housing available,
social status, etc.

All of the basic transformations of data in the community analysis model are linear.
They are therefore ideally suited for matrix specification, with the state being given
by a vector and the operator transforming the data by an appropriate matrix. How-
ever, the author chose instead to represent the state by a cubic matrix (population
state: 4 x 3 x 3), and to describe, sometimes without specific equations, the trans-
formations of these matrices. This meant than we had to spend considerable time in
translating the nonmathematical explanations and computer code used in the model
into more standard vector-state and matrix-operator representations. It was then
possible to analyze the dimensions of the problem, the sequential steps in the trans-
formation, and the assumptions and data requirements associated with the model.
These analyses are summarized below. Each step is represented in standard matrix
notation; see Rogers (1971) for a good introduction to this. The size of each matrix
or vector is indicated below the equation in which it appears, The meaning of the
equation is then explained nonmathematically, and this is followed by any observations
or comments that should be noted at this stage.

Step 1
pll,t—1)=80Lt—1)PL¢t—1)
36X1 36X1 1X1

Qutput. Population at location / at time ¢ — 1 (lagged).
Transformation. Total population to population classified by age—ethnicity—

education.
Operator. State’s sample tape S(¢ — 1) is adjusted to local conditions to give
S, t—1).

Observation. Transformation is exogenous; not included in the software pro-
vided. The main problem is the derivation of S(/, ¢), S(, t+ 1),
etc., for forecasting purposes.

Step 2
p°(L 1) = Ct—yp(, t—1)
36 X1 36X 36 36X 1
QOutput. Population at location / at time ¢ (current).
Transformation. Population at time ¢ — 1 to population at time ¢ (cohort
survival).
Operator. C(t — 1) is derived from fertility and mortality rates adjusted by
ethnicity. No clear educational mobility adjustment.
Observation. Migration is not considered.

Step 3

K@ 1) = HR(t — 1)p°( 1)
27X1 27X 36 36X1
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QOutput. Number of households at location [ at time ¢ (current).
Transformation. Number of people (population) to number of households
(headship rate HR).

Operator. The headship rates are derived nationally from data for previous

periods.

Observation. No specific behavioral explanation of changes in household size,
the most important factor in analyzing housing demand. House-
hold size dropped approximately 25% during the 1970s. Data from
1979 show that 53% of households contained 1 or 2 people, whereas
10 years before this figure was only 45%.

Step 4
R, T, ¢) = TEG—1) k(1,0
54X 1 54X27 = 27X1
QOutput. Number of households at location / and time ¢ with type of tenure T.
Transformation. Total households to households classified by type of tenure T.
Operator. TE is derived from the State’s Public Use Sample Tape of the Census.
Observation. No consideration of local conditions, behavioral changes, etc.

Step §

m°( £) = MT(: — 1) R°(, T, ) + fm(l, £)

27X1 27X54 ~ 54X1 27X1

QOutput. Households willing to move out of location [ at time ¢.

Transformation. Households classified by type of tenure to households willing

to move at location / at time ¢.

Operator. Mobility rate of households with different types of tenure (MT)
derived at the metropolitan level plus number of households forced
to move by demolition (fim). Mobility rate derived from data for
previous periods.

Observation. No local adjustment of this mobility rate. No clear indication of

how to derive MT(¢), MT(¢ + 1), and fm(l, ¢t + 1), etc.

Step 6
L
M°(t) = ¥ m°( o)
27X1 27X1

I=1
QOutput. Total regional pool of migrating households at time £ L is the number
of neighborhoods in the region.

Step 7
X°(l t) = PR()) [M°(t) +I(8)]
27X27 27X1  27X1

Output. Number of households moving to each neighborhood of a region at
time ¢,
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Transformation. Total number of household movers in region plus total house-
holds in-migrating to region, to number of households moving
away to each neighborhood of region.

Operator. Diagonal matrix with elements derived from probability function

generator (PFG):

Y PR;() = 1.0;jf = 1,2,...,27.
i

Observation. The PFG requires that the user specify the structure of the 27
equations to be fitted. Some of the variables (filters) used in the
model are: SLOTS, CONTIG, PMIN, PFOR, JOBACC, and CLASS.
SLOTS is the number of vacancies created by one class of house-
holds for households of the same type. According to the author,
this seems to be a “good” filter. But SLOTS is obtained from the
number of households moving from location ! generated in
Step 5. In general, there is no documentation of any statistical
fitting of observed data for the Miami Valley region. Thus, it is
impossible to evaluate the reliability of the method or of the
results obtained from it. In addition, the model does not calculate
the net or gross migration into the region.

Step 8
%°(, T, P, 1) = TEP(r) X°(l, 1)
162X1 162X27 27X1

Output. Number of households choosing housing with different types of tenure

at different price levels.

Transformation. Total number of households moving to region, to number of
households choosing each type of housing (according to tenure
and price).

Operator. Matrix of regional split rates classified according to price and tenure,

with local adjustments. Derived from data for previous periods.

Observation. No rationale behind changes in either tenure or prices.

For the whole region

X, Pt—1)= ) °Q T,Pt-1)
Y x(T,Pt—1)

TENDM(T, t — 1) = =
LY P 1)

TENDM(T, t) = ST(f) TENDM(T, t — 1)
54%1 54X 54 54 X1

ST(z) is a shift tenure operator (no rationale given).
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(TP t—1)

TPDM(P, t — 1) =
YR, Pt—1)
P

TPDM(P, t) = SP(¢) TPDM(P,t— 1)
81X1 81X81  81X1
SP(z)is a shift price operator (no rationale given).
TEP(t) is the deconsolidation operator obtained by merging ST and SP.
TEP(t) — TENDM(T, t)*TPDM(P, t) is a constant characteristic of the occupying
households.

Step 9
(P =Y 0T, Py
162X1 7 162X1

8.7. Integrating applied research and technology transfer

Research and development in the private sector is ruled by profitability; the product
must be marketable, and its quality is the result of a tradeoff between marketability
and profit margin. However, federally sponsored applied research designed to fill high
priority needs in regional and local government cannot be assessed simply by its
profitability. Federal programs generally operate in a top-down mode, without any
effective measure of failure or success that takes transferability into account. Would
programs designed to act in a bottom-up mode be more likely to succeed?

A successful historical example of applied research was produced by the 1862
Morril Act, which created the Land-Grant Universities. The original Agricultural and
Mechanical Colleges, with heavy support from the U.S. Department of Agriculture,
successfully merged the top-down and bottom-up approaches in the design and imple-
mentation of new agricultural techniques. The Agricultural Experimentation Stations,
with their close contact with the destination agencies (County Agricultural Extension
Services or even the farmers themselves) created an efficient means of transferring
existing technology from research laboratories to local agencies and supported the
testing and minor adjustments necessary to tailor it to specific local requirements
(top-down approach). At the same time, all the local needs not met by existing techno-
logies passed directly into the program of basic and applied research at the college
laboratories (bottom-up approach). This dialectical interface between theoretical and
practical demands in research and development has resulted in an extraordinarily high
productivity growth rate in the agricultural sector over the last 100 years.

To conclude, our experience of model transfer to regional and local destination
agencies suggests that the process could be improved in four important ways:

1. A bottom-up approach is needed to shape the program of basic and applied
research in this field. Some needs of destination agencies cannot be fully met
either because basic research is lacking, or, if amodel has ostensibly been designed
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for use in a particular region, because the needs of the region were not fully
investigated at the inception of the program.

2. Permanent technical clearing-houses are needed to extract the models from the
originating agencies and transfer them to destination agencies. They must per-
form three important functions: advocation, validation, and implementation.

3. A mechanism for peer group review of the models is needed, especially with
regard to their potential transferability; peer group evaluation of the transfer-
ability of applied research would also be useful.

4. Funds should be diverted to destination agencies to create a buyers’ market for
technologies. This mechanism should mean that scarce resources are spent on
the main priorities of the destination agencies, and applied research grants will
then be allocated to the agencies, when a research proposal is accepted by a
destination agency. It is hoped that this would reduce the mismatch between
the needs of the local planning agencies and the services provided by the existing
models.
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Appendix 8B. List of components of RANN-RES models

(a) A detailed regional input—output table at the SMSA or county level derived
from the input-output table for the state.

(b) Spatial allocation of future population to census areas,

(c) Determination of future wholesale and retail activity at the neighborhood
level, based on the predicted population distribution and present neighborhood
characteristics.

(d) An overlay of the spatial allocation of future industries, utilities, retail and
commercial facilities and residences with maps delineating land capability.

(e) A biological data retrieval system which relates water-quality changes to effects
on organisms.

(f) Energy-demand forecasts for census areas, districts, and SMSAs for both rented
and owner-occupied housing units. Energy-use categories include central heat-
ing, cooking, water heating, dryer heat, air conditioning, space heating, and
kitchen energy.

(g) Forecasts of school-age population in each grade, land use, vacant land status,
construction type, and assessed value of each subzone in townships.

(h) Estimates of township budget and tax rates.
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List of economic consequences to multicounty regions of state restrictions on
the use of agricultural fertilizers.

List of economic consequences to multicounty regions of state restrictions on
soil loss.

Analysis and ranking of citizens’ political preferences concerning planning-
related issues in a given county or region.

List of the combination of planning decision variables that best satisfies estab-
lished goals under specified regional priorities.

Projection of economic activity for a multicounty region, based on historical
growth,

Projection of economic activity for a multi-county region, based on inter-
actions of economic sectors and growth rates derived from external systems,
Simulation of the pastureland ecosystem through consideration of herbivore
and plant-growth subsystems. The simulation can be carried out for individual
farms.

Classification of land in a county or multicounty region into regional response
units, i.e., units of land that react in specific ways to development or environ-
mental change.

Socioeconomic and land-use projections in which population, employment,
industrial development, and labor-force participation rates for a region are
allocated to 40-acre cells.

Ground-level concentrations of air pollutants (gases and particulates).
Estimates of the deposition rates of air pollutants through fallout and washout.
Hydrologic outputs for a watershed, including total annual runoff, annual sur-
face runoff, maximum discharge, and sediment production.

Prediction of the number of fish in a reservoir or group of reservoirs, based on
the concentration of tota] dissoved solids and mean depth of the reservoir.
Estimates of the effects of sulfur dioxide on a forest ecosystem.

Forecasts of public expenditures and revenues for major political jurisdictions
within a region.

Simulation of the formation of coalitions by groups concerned with local
planning issues.

Effects of air pollutants on urban areas, in terms of economic costs.

Analysis of the effects of future urban development on air quality.

Analysis of the effects of future urban development on water quality in a
particular river basin.
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Chapter 9

MULTIPLE OBJECTIVES IN MULTILEVEL MULTIREGIONAL
PLANNING MODELS

Peter Nijkamp and Piet Rietveld
Faculty of Economic Sciences, Free University, Amsterdam (The Netherlands)

9.1. Introduction

The aim of multiregional policy analysis is to provide tools for spatial conflict reso-
lution. To develop harmonized planning strategies for a system divided into a set of
subsystems (for example, districts within a metropolis, regions within a country,
branches within an industry, or sectors within a national economy) requires methods
for the resolution of conflicts of goals or interests arising from the interdependence of
the various components of the system. Hence, collective decision-making should
guarantee an allocation of resources (money, commodities, investments, etc.) such
that the final state of the system reflects a meaningful compromise between the
various policy options.

The complex interactions between both the components of the system and the
policy or decision levels of the system can only be analyzed properly if information
is provided on the structure of all the components. This information comprises,
amongst other things: (a) interdependencies between the components of the system
(for example, overspill effects and externalities); (b) conflicts between various priori-
ties, objectives, or targets within one component of the system (for example, friction
between equity and efficiency at the intraregional level); and (c) conflicts between the
priorities, objectives, or targets set by the various components of the system (for
example, competition between various cities for federal funds).

To provide the information in category (a) it is necessary to construct a structure
model which describes all interactions within and between the components of the
system (for example, an interregional model describing the functional economic
relationships within and between regions in a national economy).

The policy conflicts inherent in (b) require the use of multiobjective programming
theory in which a vector optimization problem reflects the conflicts between a set of
different objectives (for example, the friction between the aim of maximum produc-
tion and maximum environmental protection within an area).
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Finally, the conflicts between the various components of the system require a
coordinating mechanism at a higher level to provide a meaningful compromise between
the various aims at the lower levels (for example, the allocation of investment funds
by central government in order to stimulate the regional potential for industrial growth).
This category of coordination problems is best studied using multilevel programming
theory.

Thus, the interdependencies, interactions, and causal-functional relationships
within and between the components of a system are described by means of a structure
model. This model and its constraints define the feasible area for both a multiobjective
programming analysis and a multilevel programming analysis. Multiobjective program-
ming deals with the multidimensional nature of choices and conflicting options in real-
world policy problems. Multilevel programming concentrates on coordinating different
decision levels in an attempt to encourage the best social choices. The aim of the
present study is to provide a synthesis between multiobjective and multilevel pro-
gramming. This implies some sort of nested hierarchy between a coordination center
(or central policy unit) and the components of the system. Thus, it will be assumed
that there are several decision units (in particular, regions) that are competing with
each other in external conflicts caused by spatial overspills and environmental extern-
alities. Furthermore, the policies of the various components are assumed to be coordi-
nated by a central planning unit [using either a top-down (centralized) or bottom-up
(decentralized) approach]; this is important because each component has its own
interests, leading to multilevel conflicts. Finally, each component is assumed to have a
set of multiple conflicting objectives leading to internal conflicts.

This chapter contains a brief introduction to multiobjective programming and
multilevel programming. Special attention will be paid to the problems of coordination
in a combined multiobjective~multilevel programming model. The computational
aspects will be discussed, and the conflicts inherent in the possibility of the parties
forming coalitions will be examined. After a formal comprehensive analysis of the
problems of conflict resolution, an empirical application based on a multiregional
policy model will be presented incorporating, amongst other things, pollution, employ-
ment, and a two-level policy structure.

9.2. A multiobjective programming framework

Traditional policy models are generally based on the assumption that individual
decision units are trying to achieve one-dimensional objectives (maximum revenues,
utility, social welfare, etc.). These policy analyses are often developed for a wonder-
land containing no other decision units, while external overspill effects are frequently
excluded by assumption.

Recently, however, there has been a growing awareness of the existence and relevance
of overspill effects in the larger decision-making units (such as regions or countries).
A simultaneous analysis of all relevant policy objectives (implying a multidimensional
objective profile) and of all relevant decision units (implying a multicomponent profile)
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Figure 9.1. Multiobjective framework for planning in a two-component system. The J objective
functions of each component (e.g., region) 7 are denoted by Wips wherej=1,2,...,Jandr=1, 2.

would complicate the traditional policy and programming models considerably.
Figure 9.1 illustrates a double multidimensional policy framework which reflects the
interdependencies and interactions among the various components of the policy
structure under analysis. The various objective functions are denoted as w,, w,,.. .,
wjy. The framework in Figure 9.1 can easily be extended to a structure with three or
more levels, The figure clearly reflects a double choice conflict, i.e., between objectives
and between components. The conflict between components is a result of both the
effects of overspill between these components (for example, spatial externalities and
input-output linkages in a multiregional system) and competition for scarce resources
allocated by a higher decision or policy level. The conflicts between objectives emerge
from the divergence between objectives within a certain component, and may be
studied using multiobjective programming (see, for example, Johnsen, 1968; Fandel,
1972; Cochrane and Zeleny, 1973; Hill, 1973; Guigou, 1974; Zeleny, 1974, 1976;
Haimes et al., 1975; Wallenius, 1975; Wilhelm, 1975; Keeney and Raiffa, 1976; Thiriez
and Zionts, 1976; Bell et al., 1977; van Delft and Nijkamp, 1977; Nijkamp, 1977,
1979; Starr and Zeleny, 1977; Cohon, 1978).

The presence of several competing policy units introduces an additional compli-
cation because it involves a double choice conflict. This problem can be described
formally using adjusted multiobjective programming models. Consider, for instance, a
system with two components (for example, two regions in a national system). Then
the intracomponent and intercomponent structure of component 1 can be formally
represented by means of the following model:

x; = f(x1,x2,€;) ©.1)
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Table 9.1. A component interdependence matrix.

Component 1 Component 2

X, )
Component1  x, Xy, Xy,
Component 2 x, X5 X,

where x; is a vector of relevant variables for component 1 (for example, employment
level, sectoral production levels, levels of pollution, energy consumption, etc.), x, a
vector of the same variables for component 2, and e, a vector of exogenous variables
for component 1. An analogous model may obviously be assumed for region 2. Examples
of intercomponent relationships in a multiregional system include input-output
linkages, environmental externalities, transportation flows, and migration and com-
muting flows. Table 9.1 illustrates these interdependencies. The diagonal blocks of
Table 9.1 represent intracomponent relationships while the off-diagonal blocks repre-
sent intercomponent relationships (including any conflicts between the components).

Beside the structural relationship reflected by eqn. (9.1), it is also necessary to
consider the set of technical, economic, environmental, and institutional constraints
that limit the sphere of action of decision-makers. Given eqn. (9.1), the feasible area
of x; may be represented by K, ie.,

x; €K, 9.2)

This leads to the following multicomponent multiobjective programming structure
for the whole system:

max wy; (¢, )

max wo; (x,)

for component 1

max wyy (1)

max wys (x;)

max w; (x)

for component 2 (9.3)

max wyy(x;)



Multiple objectives in planning models 149
max wlc(xl 5x2)

max wy (¥1,X2)

for the whole system

max ch(xl 5x2)

subjecttox; €K,,x; €K,
and (x1,x)€K

Table 9.2 shows the multiobjective matrix obtained by combining both the com-
ponents of the system and the system as a whole. Each column of the table represents
the structure of a certain objective function over the various components, while each
row represents the profile of all relevant objectives for a given component. Thus, a
vertical maximization would maximize the value of one objective function for all
components, while a horizontal maximization would maximize the value of all objec-
tive functions within one component.,

Table 9.2. A multiobjective matrix profile.

Components Objective functions

w, w, RN wg
1 (M W,y R wWH
2 W, W,y RPN W,
System Wie Wye C. Wie

Clearly, both directions involve serious policy conflicts between both components
and objectives. Therefore, an appropriate compromise framework that leads to a
satisfactory result for both components and objectives has to be devised. In our view,
an interactive learning procedure is extremely useful in that it guarantees coordination
at the multicomponent level and compromise at the multiobjective level (for a formal
exposition of interactive programming, see Nijkamp and Rietveld, 1976, 1978, 1979).
The two parties in the interaction are the policy-maker, who is responsible for the
decision but who lacks a clear insight into the problem, and the analyst, who possesses
this insight and who is available to aid the policy-maker in his decision. The interactive
programming procedure used in conflict resolution is basically as follows. First, the
analyst produces a provisional compromise solution (see below) which is then assessed
by the policy-maker(s). The policy-maker indicates the proposed values of the objec-
tive functions that are not satisfactory to him, and these preferences are incorporated
by the analyst in the next stage of the analysis. The procedure is then repeated until a
converging satisfactory compromise solution is finally obtained.

A general outline of the interactive procedure is given in Figure 9.2.
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v

Determine maximum value of all objectives
for all components

v

identify provisional compromise solution for
all objectives and components

Check whether all policy units are satisfied with | Yes
suggested compromise

4

Stop

¢ No

Impose additional constraints arising from
previous step

Figure 9.2. Flow diagram illustrating how a compromise solution acceptable to all policy units may
be obtained through an interactive procedure.

There are various methods of calculating provisional compromise solutions (see
Nijkamp and Rietveld, 1979). In this chapter we will make use of a method proposed
by Theil (1964), which consists of the following steps:

1.

Find the solution vector x; that yields the maximum attainable value for each
objective wy, using mathematical programming.

. Given the solution vectors x; (j =1, 2,...,J), construct the payoff matrix P

with a typical element p;;+ defined as the value of objective w; when x; is the
decision vector. The elements pj; of the main diagonal are clearly the maximum
attainable values of the objectives w; (j =1,2,...,J).

. Given P, construct the loss matrix Q with a typical element g;;» defined as

pj; —pjj'. Thus q;;- represents the difference between the maximum attainable
level of objective j, and its value when objective j' is maximized. Obviously,
gjj’ 2 0and g;; =0.

. Find compromise weights (\;, A5, ...,A;) such that for all pairs of objectives

j, j' the weighted loss for objectives j caused by the maximization of objective
7' O\ gj;7) is equal to the weighted loss for objective j* when objective j is maxi-
mized (A;’ g;/;). Hence, the number of conditions imposed on the A; is equal to
4 J(J—1), which is larger than the number of unknowns (J — 1). Theil con-
cludes that exact equality between pairs of weighted losses is in general unattain-
able. He therefore proposes to approximate these equalities by determining
weights (A, , A5, ..., As)such that

%: >\]q]]l = ; )\]' q]’j fOl’]J = 1,2, - ,J (9'4)
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Theil shows that weights determined in this way have the attractive properties
of being positive and unaffected by linear transformations.

5. Determine the compromise solution by maximizing X;\;cw; under certain con-
straints, where the A; are the compromise weights determined in step 4.

Before examining the interactive framework for a multilevel multiobjective pro-
gramming model in detail, it is first necessary to study some of the important features
of multilevel programming models in general.

9.3. Multilevel programming: an introduction

Multilevel programming models provide a framework for the coordination of decisions
made in the various components of a system. It is assumed that the coordination has
to be accomplished by a central unit that has the authority to give certain directives
to the components. However, the central policy unit has only fragmentary knowledge
about the structure of the problem. Hence, in addition to the learning process des-
cribed in Section 9.2, another learning process has to be introduced to gather sufficient
information about the structure of the problem.

Multilevel programming models can be described as follows. Assume that there are

R components (r=1,2,...,R). Every component r has a series of J objectives
w, = (Wy,, Way, ..., wy,) that have to be maximized and that depend on / instru-
ment and state variables x, = (x1, X1, . ..,Xn) . If we assume that the system has a

linear structure, then w, = C,x,, where C, is a (J x ) matrix of impact coefficients. If
we also assume that the components or subdivisions have solved their internal goal
conflicts, we may take for granted the existence of a welfare function w, = X;\;, w;,
for each component, where );, is the weight attached to objective j by component .

The restrictions faced by the components may be divided into two classes: internal
restrictions

Bx, <b, 9.5)

and joint restrictions
Y Ax, <a, (9.6)
r

It is clear that when there are only internal restrictions, the components are indepen-
dent of each other and no coordination is therefore needed. The need for coordin-
ation consequently stems from the occurrence of joint restrictions.

In order to coordinate the decisions, the center has to formulate an objective. In
many multilevel studies it is assumed that the central objective w, is simply the sum
of the objectives of the components: w, = £, w,. This assumption will be followed
in the rest of this section and in Section 9.4.

The central planning problem can now be formulated as:
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max )\; Clxl + ... +XIR CRxR

subject to Ax; + Ayx, + ...+ Agxg < a
lel < bl
B2x2 < b2 (9 7)
BRxR < bR

x, =0 r=12,...,R

Problem (9.7) cannot be solved immediately if it has been assumed that the center
has only limited information about the matrices B,. The answer is for the components
r to determine the optimal values of x, themselves, guided by some coordination from
the center. This coordination can be accomplished either directly or indirectly.

In the direct method the center begins by distributing the common resources a
among the components according to a provisional distribution (a,, a,,...,ar)
satisfying T,a, = a. Then each component r solves

max w, = A, CX,
subject to B, <b,

(9.8)
Ax,<a,

X, =20

and reports the shadow prices 7, of the common resources back to the center. Given
this information about prices, the center revises the distribution of resources to increase
efficiency. When the shadow prices are equal in all regions, a redistribution does not
increase w,, so that the optimum has been attained. Examples of direct methods can
be found in Schieicher (1971), ten Kate (19722), Kornai (1975) and Johansen (1978).

A characteristic feature of indirect methods is that the center computes the distri-
bution of resources only after the optimal prices of resources have been determined.
The center begins by generating provisional prices m for the common resources. The
components then solve

max A\, C,x, — 7'A,x,
subject to B,x, <b, ©9)
X, =20

and report to the center the optimal amounts a, required. If X,q, =a, the overall
optimum has been attained. If not, the center has to adjust the prices such that this
condition will ultimately be fulfilled. See ten Kate (1972b) for a more precise state-
ment of the conditions for optimality in the direct and indirect methods, and Dantzig
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Central policy Central policy
unit unit
A 3
Quantities Prices Prices Quantities
A 4 \ 4
Components r Components r
(r=12,...,R) (r=12,...,R)

(a) (b)

Figure 9.3. The two methods of coordinating resource allocation and resource prices between the
central policy unit and the R components of the system: (a) direct method; (b) indirect method.

and Wolfe (1960), Dantzig (1963), Baumol and Fabian (1964), and Johansen (1978)
for examples of indirect methods.

The main distinction between direct and indirect methods is that in the former the
center provides information about quantities to the components and receives infor-
mation about prices from the components, while in the latter the situation is reversed
(see Figure 9.3).

In the next section we will discuss the way in which the center determines prices or
quantities so that the process will converge.

9.4. Computational aspects of multilevel programming

One of the first algorithms of use in indirect methods of distribution was developed by
Dantzig and Wolfe (1960), and can be outlined as follows. Let S, denote the set of
all x, satisfying the constraints for each component in (9.7):

Sy = {x,| Byx, <b,;x, >0} (9.10)

At the beginning of the procedure, B, (and consequently also S,) is unknown to the
center. The Dantzig-Wolfe algorithm carries out a stepwise determination of the
relevant part of S, # =1, 2, ..., R), whichisa convex polyhedron with a finite number
of extreme points. Let T, be the matrix of extreme points of S,. Then every x, €S,
can be written as a convex combination of the columns of T,, i.e., x, = T, u, (', =
1, 4, > 0). Consequently, (9.7) is equivalent to:

max A; C; Ty, + ...+ Ag CrTruER
subjectto A T,py +...+ AgTrup <a
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?
t =1 r=12,...,R
Hr (9.11)
u.=0 r=12,...,R
The difference between (9.7) and (9.11) is that in the former x,, x,,...,xg are
the unknowns to be determined, whereas in the latter the unknowns are u; , 4, . . .,
ur . The question is, obviously, how to determine T,, T,,...,Tg. To solve this

problem Dantzig and Woife (1960) proposed the following algorithm:

1. In the first two steps T, is completely unknown. The center provides information
about arbitrary prices w to the components.

2. The components solve (9.9) and each reports one column of T, to the center.

3. The center solves (9.11) for the T, matrix, as far as its columns are known. The
dual variables related to the common resources @ are reported to the components.

The iterations are then repeated until the recurrent solution of (9.11) converges. See
Malinvaud (1972) and Johansen (1978) for related algorithms.

A very attractive property of this algorithm is that it guarantees convergence in a
finite number of steps. The information reported by the components of the system
is apparently handled in a very efficient way.

An equally attractive procedure has been developed by ten Kate (1972a) for
methods of direct distribution. In fact, his proposal is based on a dualization of the
Dantzig-Wolfe algorithm, In its original formulation, the Dantzig-Wolfe algorithm
tries to determine in a stepwise fashion the relevant part of the feasible region implied
by (9.9). The algorithm of ten Kate attempts to identify the relevant part of the set of
feasible dual variables implied by (9.8) in a similar way.

The central programming problem implied by the ten Kate method is as follows.
Let 7k, represent the dual variable related to the kth common resource of component
r during iteration i. Let % be the vector of dual variables related to the resources b, of
component r during iteration i. Then 7\, = b;vi represents the value of the resources b,
during iteration i. The center has to solve the following problem in step i':

maxz, =y, v,
r

subject to v, <nL+ Y nk,ay, i=12,...,i'—1
’ r=1,2,...,R (9.12)
L % = 4k k=1,2,...K
The result of (9.12) is a new distribution of resources (a,, 4,1, . .. ,dg ) based on the

information about productivities per component deduced from all preceding steps.

The algorithm guarantees convergence within a finite number of iterations. This
attractive property is not shared by some alternative direct methods, such as those
described in Schleicher (1971), Kornai (1975), and Johansen (1978). These other
methods, however, are more intuitively appealing. The central idea is that when a
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component r has reported a relatively high productivity %' in iteration i — 1, the

central objective function can be improved by reallocating, in iteration 7, a certain
amount of g; to component r at the expense of less productive components. Obviously,
this rule about the direction of a redistribution must be followed by a rule which
determines the order of magnitude of the redistribution. However, it is not easy to
find such a rule since a small step-size may imply a very slow rate of convergence,
while a large step-size may imply no convergence at all. Schleicher (1971) solves this
dilemma by introducing a variable step-size, which can be altered in each iteration as
necessary.

Nijkamp and Rietveld (1981) contains a more extensive analysis of various aspects
of multilevel planning methods, including amongst other things the amount of a priori
information needed, the size of the information streams, the number of iterations, and
the complexity of the computations to be performed. It seems to be impossible to
find a single method which performs better than all other methods under all criteria,
although within certain subsets of methods more definite conclusions can be drawn,

Nijkamp and Rietveld (1981) also contains some computational results obtained
using the Schleicher and ten Kate methods, and it is clear that the latter is superior
to the former as far as speed of convergence is concerned.

9.5. Multiobjective multilevel planning

Comparing Sections 9.3 and 9.4 with Section 9.2, it is clear that the multidimensional
character of the objectives has not been recognized sufficiently in the multilevel
planning methods discussed here. This is shown in at least two ways:

1. The conflicts between the components of the system are neglected — for example,
the central objective is assumed to be simply the unweighted sum of the objec-
tives of the components.

2. The components can easily determine the weights A, they attach to the various
objectives they pursue. Internal conflicts consequently receive only minor
attention,

9.5.1. Conflicts between components

Most multilevel planning studies consider that each component has a unidimensional
objective, such as the maximization of income, which can be aggregated in a meaning-
ful way. If other interpretations are placed on A, C,x, (for example, if it is assumed
to represent welfare in component r), difficulties may arise. In this case an aggregation
is only meaningful if a consensus can be reached about a common measure of welfare
in the various components. Another problem arises in indirect methods, since the
objective A,C,x, —n'A,x, in (9.9) essentially assumes the existence of welfare pay-
ments from component r to the center, which hardly seems very likely.

It will be shown in this section that it is possible to design multilevel programming
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models which take into account the various conflicts between objectives. Salih (1975)
has given an example of an indirect method which does this; in the present section we
will concentrate on direct methods, especially that of ten Kate.

As a first step, we assume that the central objective function is no longer w, =
Z,A,w,, where A, is the vector with weights determined by component r, but w, =
Z,7rw,, where the v, indicate the priorities of the center with respect to the objec-
tives of component r.

Allowing this divergence of priorities gives rise to some very interesting phenomena.

Assume, for example, that a,, a,,...,ag is the optimal division of resources when
there is no difference in political weights (i.e., v, =A,, 7 =1, 2, ..., R); this would
give rise to the solutions x,, x,, ..., xg. What will happen if a difference in political

weights does exist? Obviously, there is no guarantee that the resources will be used
according to the intentions of the center. Hence, one may wonder whether it is possi-

ble for the center to determine a division &, , d,, . .., dg that yields the best feasible
outcome, given the divergence of priorities.
We will show that a division &,, d,,...,dg is possible in principle, although it

implies considerably more computation at the component level. The information g,
is useless in the new situation, since the center is no longer interested in the effect of
resource k on the welfare of component r, but rather its effect on the various objec-
tives 1, 2, ...,J of component r. The components must therefore provide information
in the form of a J x K matrix II, with elements m;y,, instead of a vector m, with ele-
ments mg,. Unlike 7,, I1, cannot be derived directly from the simplex tableau; sensi-
tivity analysis is necessary (see Wagner, 1975).

Given this new information, the ten Kate method for direct distribution can be
adapted to compute 4, , d,, . . . ,dg in an iterative fashion, while retainingits attractive
convergence properties:

max Y. v,
r

subject to 2, < Y. v Ty @i + 2 Y 1l r=1,2,...,R

~ -

! i=1,2,...,i'—1 (9.13)
k=12,....K

Note that the priorities of both levels play a role in (9.13), since both the central
weights 7;, and the weights A;, assigned by the components will affect the result. [Note
that the dual variables 7}, depend on the A;, values (9.8).] It is obvious that when
Yjr = Ny for allj and r, (9.13) is equivalent to (9.12).

The multilevel planning method described above is characterized by a certain
measure of decentralization. The center does not tell the components which decision
x, they should take; it only specifies the boundaries g, within which the components
must operate. This method generally yields a lower value for the central objectives
when the wishes of central and component authorities do not coincide. Thus, if the
objectives of central and component authorities conflict, the center will be aware of a
certain cost of decentralization.

Z g, = ag
r
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Section 9.6 is devoted to a numerical example using the multiobjective multilevel
planning method implied by (9.7), and illustrates the cost of decentralization in a
multiregional planning problem.

9.5.2. Conflicts between objectives

The second shortcoming of standard multilevel planning methods lies in their neglect
of conflicting objectives: these methods take into account uncertainties in the decision
structure, but not in the priority structure. If we combine the learning processes con-
cerning both items, we obtain a double interactive structure containing 2R + 2 par-
ticipants of the following types: R policy-making bodies or components; R bodies for
analytical aid to decision-makers at the component level; one central policy-making
body; and one body for analytical aid to decision-makers at the central level. Figure
94 presents the ensuing communication network. It shows how the information
exchange between the center and the components has been extended so that it now
includes two phases of deliberation at both levels.

Provisional distribution

- of resources {eqn. 9.12)
Advisors/analysts —| Central policy
for central unit
[3? licy unit List of relative priorities
Shadow prices Distribution
of resources of resources
i Provisional use of
Advisors/analysts resources (eqn. 9.8 » Component
for component < policy units
policy units List of relative priorities

Figure 9.4. Communication between advisors and policy-makers in a direct multilevel multiobjective
planning process.

The compromise procedure described at the end of Section 9.2 can easily be
generalized to achieve a compromise solution in a multilevel framework. This approach
will be adopted in Section 9.6.
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9.6. A numerical application

Here we illustrate the ideas put forward in earlier sections in a numerical application
of a multilevel multiobjective policy model with conflicting interests. We will consider
a simple two-region input—output model for The Netherlands. The model is assumed
to contain the following elements:

4 sectors: agriculture, industry, services, and transport (s = 1, 2, 3,4)

2 regions: Rijnmond (the greater Rotterdam region) and the rest of The Nether-
lands (r =1, 2)

2 objectives: maximization of regional income and minimization of regional pol-
lution (j = 1, 2)

The model considers the following variables:

Yr=1p Y2r»Y3r» Yar) are the production levels in sectors 1, 2, 3, 4 in region 7
e, is the emission of pollutants in region r
m, is the influx of pollutants into region r
i, = (i1, i3y, I3y, I4,) Is the productive investment in sectors 1, 2, 3,4 in region r
v, is the environmental investment in region r
The two objectives are
max! wy, = ¢y, (9.14)
and
min! w,, = m, (9.15)

where ¢, is the vector of value-added coefficients in region r.
The model contains 11 common constraints.

1. Eight input-output relationships for the intermediate deliveries between the
four sectors in both regions:

—I+Ay A, Y1
<01 (916)
Ayj —I+ Ay Ya

where the matrices A are the input-output matrices and g, indicates the final
demand in the various sectors.
2. One constraint for the limited amount a, available for total investment:

i o+l i+, <a, (9.17)

3. Two constraints for the relationships between the influx of pollutants into
each region and the emission in both regions.



Multiple objectives in planning models 159

my —hye, —hye, +f1v, = 0
(9.18)
my —hpe;, —hne,+ 0, = 0

where the coefficients & denote the multiregional diffusion pattern of pollution
and f, represents the efficiency of pollution abatement investments in reducing
the emission of pollutants.

In addition to these 11 constraints, there are six constraints for each region separately:

1. Four constraints for the restricted supply of capital available for each sector:
v, — 8, <3K, (9.19)

where § is the diagonal matrix of capital productivities and K, is the vector of
the amounts of capital available at the beginning of the planning period.
2. One constraint for the limited amount of labor available:

Ly, <b,, (9.20)
where f,, is the diagonal matrix of labor productivities and b,, is the labor force
in region r.

3. One relationship for the link between the level of production and the emission
of pollutants in a region:

e,—d,y, =0 9.21)

where d, is a vector of emission coefficients.

Before we discuss a numerical application of the model* to multilevel planning, we
should examine the way in which the decomposition has been accomplished (see
Figure 9.5).

Figure 9.5(a) illustrates the decomposition proposed above. The zero matrices indi-
cate that the two components (regions) are partly independent of each other. The
multilevel planning procedure aims at a decision based on 11 common constraints.
Figure 9.5(b) illustrates another method of decomposition, namely by classifying the
variables according to whether they are “economic” or “environmental”. If this method
of decomposition is used, the multilevel algorithm has only three common constraints.

In general, it is not possible to predict the decomposition that will be preferred by
the center, since although a small number of common constraints may be preferred
from the point of view of computation, this type of decomposition will also reduce
the influence of the center on the components in any priority conflicts.

One interesting implication of the existence of two methods of decomposition
[into regions (r =1, 2) or policy fields (p =1, 2)] is the possibility of three-level
planning models (see Figure 9.6). In Figure 9.6(a) the regions are responsible for

* This model is based on Mastenbroek and Nijkamp (1976). The precise data used in the numerical
applications are available on request from the authors.
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Variables Variables
(yy. ey (ya. €2 vy iy, (ey.my vy,
M vl Mol val Y21l E2 My vy,
1 1 16 6
[ e [ e
(9.18) ) 9.21)r=1,2
[2] -
£ |(9.19) 5 [(818)
£ 6{(920pr=t O £ 18l(919)r=12( ¢
‘é (9.21) € [(9.20)r=1,2
o (9.19) o
6 0 (9.20) pr=2 2 0 (9.18)
(9.21)
(a) (b)

Figure 9.5. Two methods of decomposing the problem. In method (a) the variables are classified
according to region; in method (b) economic variables are separated from environmental variables.

Central Central Central
policy unit policy unit
r=1 r=2
r=1l1r=1r=2]lr=2| |p=1||p=111P=2||p=2] |r=1|r=1]|"=2||r=2
(a) {b) (c)

Figure 9.6. Three hierarchical approaches to multiregional multisectoral planning: (a) the regions
r are responsible for sectoral planning; (b) the sectoral organizations p are responsible for regional
planning; (c) regional and sectoral planning are integrated on one level.

economic and environmental (facet) policies, while in Figure 9.6(b) the economic and
environmental organizations are responsible for regional policies. If the center is not
content with either of these options, it may try to achieve a direct integration of
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Table 9.3. Payoff matrix.

Objective maximized Resulting values of objectives

Wi Wiy Wy, Waa
w,, 624 — 402 686 —179
Wy, 63 0 654 —41
Wy, 105 — 140 2863 — 316
Wy, 63 -39 654 —32

regional and facet policy as in Figure 9.6(c). One disadvantage of decomposition (c) is
that the decision problem is more complex than in (b) or (a), as shown by the number
of common constraints; there are 13 common constraints in (c), as compared with 11
and 3 in (a) and (b), respectively. In practice, the policy-making structure is frequently
a very complex mixture of (a), (b), and (c).

Let us now consider a numerical application of the model, using the decomposition
into regions illustrated in Figure 9.5(a). The conflicting nature of the objectives can
be represented by the payoff matrix (see Table 9.3), which indicates the values of the
various objectives when one of these objectives is maximized. (Note that we have
multiplied w,, and w,, by —1 so that min! w,, can be replaced by max! w,,.) It
follows from the definition of the payoff matrix that the best attainable levels of each
objective can be found on the main diagonal. With the exception of (w,;, wx, ), all
pairs of objectives show a considerable degree of conflict.

We then make the following assumptions:

1. The weights attached to the objectives by the center are (y11, Y21, Y12> ¥22) =
(1, 3, 1, 3). These weights are not known explicitly by the center, however,
and hence an interactive multiobjective decision (MOD) procedure must be
employed to find the desired outcomes. Furthermore, the center does not have
any data on the regional decision structure (A,, B,, b,, A,), so that an interactive
multilevel planning procedure must be employed.

2. The weights attached to the objectives by the regions are not the same as the
weights given by the center: (A\;;, Ay;) = (1, 0) and (A5, A2;) = (1, 2). These
weights are not known explicitly by the regions, so that an interactive MOD
procedure must again be used. However, the regions have reliable information on
the decision structure (A,, B,, b,).

Tables 9.4 and 9.5 show how the two regions (r = 1, 2) use the interactive MOD
procedure to determine the optimal allocation of resources al during the first two
iterations (i = 1, 2) of the multilevel planning procedure.

The weights A underlying these compromises are also given in the tables. The
attractiveness of the compromise solutions to the regional 