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Abstract The frequency change of 100‐year flood events is often determined by fitting extreme value
distributions to annual maximum discharge from a historical base period. This study demonstrates that this
approach may significantly bias the computed flood frequency change. An idealized experiment shows
frequency bias exceeding 100% for a 50‐year base period. Further analyses using Monte Carlo simulations,
mathematical derivations, and hydrological model outputs reveal that bias magnitude inversely relates to base
period length and is weakly influenced by the generalized extreme value distribution's shape parameter. The
bias, persisting across different estimation methods, implies floods may exceed local defenses designed based
on short historical records more often than expected, even without climate change. We introduce a frequency
bias adjustment method, which significantly reduces the projected rise in global flood occurrence. This suggests
a substantial part of the earlier projected increase in flood occurrence and impacts is not attributable to climate
change.

Plain Language Summary We report a previously overlooked bias in a common method for
projecting the frequency of extreme floods, like 100‐year events. This method typically uses a short period
of historical data for two primary purposes: first, to define local thresholds for extreme floods, such as 100‐
year events, and second, to serve as a base for projecting future changes in flood occurrences. Our study,
utilizing random data, demonstrates that this method can lead to inaccurate projections, increasing the
number of expected extreme floods in future years and decreasing them in historical baseline years, even
when no change is indicated by the data. Additionally, we find that the longer the historical period used, the
smaller the bias. By simulating the characteristics of real hydrological model projections with artificial data,
we are able to estimate a bias similar to that observed in these projections, and thus propose a simple
method for its mitigation. Our findings indicate that previous studies might have overstated the impact of
climate change on the projected increase in flood frequency and affected people. Additionally, using short
historical records to design flood defenses can lead to more frequent flooding than anticipated, even without
climate change.

1. Introduction
Understanding how extreme event frequencies change due to anthropogenic global warming is pivotal for climate
change research and informed decision‐making (Harrington et al., 2019; Sippel, Walton, & Otto, 2015). Extreme
event thresholds are often based on relative terms, such as percentiles or standard deviations (IPCC, 2014;
IPCC, 2021). However, using a fixed base period to estimate these thresholds can severely bias extreme event
frequency estimates (Sippel, Zscheischler, et al., 2015; Sippel et al., 2017; Zhang et al., 2005). Zhang et al. (2005)
noted artificial jumps in percentile‐based temperature extremes' exceedance rates at base period boundaries due to
quantile estimates biases and sampling variability. Sippel, Zscheischler, et al. (2015) found that fixed‐period
normalization could exaggerate increases in temperature or precipitation extremes. These findings have been
widely recognized by the climate research community, improving climate change detection, attribution and
monitoring (Abatzoglou & Williams, 2016; De Luca & Donat, 2023; Mahony & Cannon, 2018; Ombadi
et al., 2023; Pokhrel et al., 2021; Ringard et al., 2019; Simolo & Corti, 2022; Stevenson et al., 2022; Williams &
O’Gorman, 2022).
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Changes in river floods, often proxied by annual maximum streamflow, are projected to increase across more
global land areas (IPCC, 2021). The frequency of rare, devastating river floods, like 100‐year floods that often
surpass local flood protection levels, is of particular concern. These thresholds are typically determined by
fitting an extreme value function to annual maximum discharge data—non‐gaussian in nature—at each grid
cell. More grid cells exceeding these thresholds indicate a rise in flood events. Previous studies vary in their
choice of base period to estimate 100‐year flood, from a short historical period (about 30 years) (Alfieri
et al., 2015; Hirabayashi et al., 2013) to long pre‐industrial simulations (over 400 years) (Lange et al., 2020),
which could lead to substantial uncertainties. These uncertainties complicate effective adaptation strategies,
such as optimizing flood defenses (Ward et al., 2017) and managing flood risk (Willner et al., 2018).
However, the impact of using a fixed base period for extreme value function fitting on flood frequency
estimates remains poorly understood.

In the next section, we first use Monte Carlo simulations to demonstrate that using a fixed base period for extreme
value function fitting significantly biases exceedance frequencies, and present our mathematical insights. We then
apply the insights to emulate biases in a real hydrological simulation. We further propose a practical bias‐
adjustment method based on Monte Carlo simulations and apply it to projected flood frequency changes. An
overall flowchart of this section is shown in Figure S1 in Supporting Information S1. Section 3 concludes with an
outlook.

2. Methodology and Results
2.1. Understanding Frequency Bias in Changes of Extremes

We conducted Monte Carlo simulations with independent and identically distributed (i.i.d.) random variables
from a Generalized Extreme Value (GEV) distribution (mean μ = 0, standard deviation σ = 1, shape parameter
ξ= 0.2). Following Sippel, Zscheischler, et al. (2015), this experiment was set up in analogy to investigating flood
frequency changes across 10,000 separate annual maximum discharge data series, each with 100 random, i. i.d.
numbers representing 100 years. Using the first 50 values of each series, we estimated GEV distribution pa-
rameters with the L‐moments method to set the threshold for local 100‐year events. We then counted exceedances
above the local thresholds in each year. For comparison, we also counted exceedances above a fixed theoretical
100‐year return level from the original GEV distribution (μ = 0, σ = 1, ξ = 0.2), which has an expected ex-
ceedance probability of 1%.

The artificial data, despite its stable time‐invariant statistical properties, showed a notable increase in the number
of extreme events outside the base period and a decrease within it, similar to Sippel, Zscheischler, et al. (2015)
(Figure 1a). The 100‐year flood exceedance probability in this data rose by about 100% out‐of‐base compared to
the base period (red line in Figure 1a). Additionally, there was a 60% overestimation in 100‐year flood events
against the fixed theoretical threshold during the out‐of‐base period (black line in Figure 1a, ‘true’ line in
Figure 1b), termed out‐of‐base relative frequency bias (ORB). This bias increased the exceedance probability
from 1% to 1.6% (out‐of‐base frequency bias, or OFB of 0.6%). In contrast, the base period showed a 20% un-
derestimation (in‐base relative frequency bias, IRB), or an in‐base frequency bias (IFB) of − 0.2%.

To unravel the cause of the apparent increase in extremes during the out‐of‐base period, we demonstrate why an
unbiased estimator of return level does not preclude bias in the exceedance probability. Although the L‐moment
method produces an unbiased estimator for GEV distribution parameters, individual sample estimates can still
significantly differ from the true value (green histogram, Figure 1b). This sampling variability causes the average
exceedance frequency of the estimated 100‐year return levels to be over 1%, as briefly described by Zhang
et al. (2005). For an error of ∆q above and below the true return level, the positive bias in the exceedance
probability (shaded area right of the return level under the probability density function curve) is shown by the
yellow area being larger than the orange area (Figure 1b inset). This occurs due to the concave upward shape of
the upper tail of the exceedance probability function G (Figure 1c, Text S1 in Supporting Information S1). This
bias persists, across different population distributions (Normal, Gumbel, GEV) and quantile estimation methods
(nonparametric, moments, L‐moments), as seen in Figures S2–S5 and Text S1 in Supporting Information S1.
Unlike previous studies, we provide a closed‐form expression for the OFB in the large‐sample limit for the
Normal distribution and numerically expand it for Gumbel and GEV cases (Text S1 in Supporting Information
S1). Key mathematical results are summarized below.
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Figure 1. Biases in detecting extreme events using local 100‐year thresholds. (a) Exceedance probability of the 100‐year
return level in an artificial GEV series from 10,000 samples (100 points each, first 50 as base sample). Red and black lines
show frequencies exceeding the estimated and true 100‐year levels, respectively. Shaded areas indicate the 5th to 95th
percentile range in 200 simulations. (b) Histogram of 100‐year return levels estimated by GEV distribution fits to the 10,000
base samples, its sample mean, and the true 100‐year return level from the population GEV distribution. The inset visualizes
the bias. (c) Illustration of how the shape of the tail of G(x)= 1–F(x) leads to OFB; F(x) is the GEV distribution's cumulative
distribution function, q(p) is the quantile for cumulative probability p. The inset shows the bias, with g1 corresponding to the
purple shaded area in inset (b).
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Define F as the cumulative distribution function (CDF) of the random variable, p as the cumulative probability
(p = 0.99 for a 100‐year event), q(p) = F− 1(p) as the true quantile value for p (q (0.99) for the 100‐year level),
f= F’ as the probability density function (PDF), and f ’ as the derivative of f. Using Taylor expansion and omitting
higher order terms, we demonstrate in Text S1 in Supporting Information S1 that the OFB can approximately be
expressed for data from any distribution as

OFB(p) ≅ − f (q(p))E[δq( p)] −
1
2
f′(q(p))E[δ2q(p)] (1)

where δq(p) represents the estimation error of the quantile function at p, E denotes its expectation, and higher
order terms in δq(p) are ignored. For the Normal distribution, using the definition:

x(p) ≡ erf − 1(2p − 1) (2)

where erf denotes the error function, we derive (Text S2 in Supporting Information S1) a close‐form expression
for OFB in the limit of infinite base sample size n:

n OFB(p)≅
1

2
̅̅̅
π

√ x( p) (
3
2
+ x(p)2) exp (− x(p)2) (3)

Equation 3 shows that the relative bias is independent of the sample's mean or standard deviation. Monte Carlo
simulations for various return periods and sample sizes show that the simulations converge to the analytical
solution as sample size increases, validating Equation 3's accuracy (Figure 2a). For Gumbel and GEV distri-
butions, with quantiles estimated using the L‐moments method, Monte Carlo simulations reveal that the ORB is
not affected by the base sample's mean or standard deviation, and only weakly depends on the GEV shape
parameter (Figures 2b–2d). The bias inversely scales with sample size, and smaller sample introduces additional
bias, especially for the Normal and Gumbel distributions. The GEV distribution shows higher ORB, due to the
shape parameter adding a degree of freedom and causing a wider range of estimated return levels (Figures S2–S5,
Text S1 in Supporting Information S1).

The IRB fundamentally differs from ORB. In IRB, the sample for estimating the return level is the same as the one
used for determining the frequency of exceedance, leading to statistical dependence and typically, but not always,
resulting in frequency underestimation. For i. i.d. samples from a Normal distribution, we derive an analytical
expression for IFB (see Text S3, Equation (44) in Supporting Information S1). We further determine (Text S4 in
Supporting Information S1) a simple closed‐form expression of the IFB (Figures S6–S7 in Supporting Infor-
mation S1) in the limit of infinite base sample size n:

n IFB(p) ≅
1

2
̅̅̅
π

√ x(p) (
1
2
− x(p)2) exp (− x(p)2) (4)

Our study builds on previous research by Zhang et al. (2005) and Sippel, Zscheischler, et al. (2015) on biases in
extreme event frequency estimates, with our contributions including: (a) simple closed‐form expressions for IRB
and ORB for Normal distribution data in the limit of infinite sample size, (b) a novel mathematical depiction of
ORB using Taylor expansion applicable to data from any distribution, (c) Monte Carlo simulations of IRB and
ORB for Normal, Gumbel, and GEV distributions, and (d) analysis of factors affecting IRB and ORB like sample
size, distribution parameters, and quantile estimation methods (nonparametric, moments, L‐moments). Detailed
derivations of Equations 1, 3 and 4 (the latter two pertaining to Normal distribution), additional numerical results,
and Python code for IFB and OFB calculations are provided in Texts S1 to S4 in Supporting Information S1 and
the Data Availability section.

2.2. Emulating Frequency Bias Using a Hydrological Model Simulation

Utilizing random data, we demonstrated significant bias in assessing flood frequency changes relative to a short
base period when the flood threshold is estimated within that period. Fitting extreme value distribution to annual
maximum discharge timeseries simulated by hydrological models results in varied parameters at the grid cells,
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and spatial and temporal autocorrelations exist. We reveal that this bias persists in actual hydrological simulations
and is minimally affected by differences from i. i.d. random data. We specifically examine experiment results
using data from the ISIMIP2b project (Frieler et al., 2017), which provides pre‐industrial control (piControl),
historical and future simulation results. The piControl simulation spans from 1660 to 2299, with climate forcing
set at pre‐industrial level and direct human influences (land and water management activities and socioeconomic
conditions) fixed at 2005 level for the 2006–2299 period (see Figure 1 in Frieler et al., 2017). The future scenarios
(e.g., RCP2.6 and RCP6.0) also have direct human influences fixed at 2005 level, so differences between
piControl and RCP2.6/RCP6.0 experiments result from pure climate change.

Global daily discharge at 0.25‐degree spatial resolution were simulated using CaMa‐Flood v3.4.4 (Yamazaki
et al., 2011, 2013), with runoff input from the ISIMIP2b experiments. Specifically, we used data from one land
surface model, LPJmL (von Bloh et al., 2010; Rost et al., 2008), driven by bias‐corrected IPSL‐CM5A‐LR
climate data. CaMa‐Flood's default settings and a standard model spin‐up procedure were employed. In this

Figure 2. Relative out‐of‐base bias in exceedance probability for different return periods for the (a) Normal distribution, (b) Gumbel distribution, (c) GEV distribution
with ξ = 0.2, and (d) GEV distribution with ξ = − 0.2, based on Monte Carlo simulations using 100,000 samples of various sizes (n). The black dashed line in
(a) represents the analytical solution for large n.
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subsection, we focus on the piControl experiment only, while simulations from other experiments are also used in
the next subsection. Given the stable climate and socioeconomic conditions during the piControl period, we
expect no change in flood frequency.

We divided the 2006–2299 piControl simulation (294‐year period) into 11 25‐year epochs (e.g., 2006–2030,
2031–2055, etc.) to analyze flood frequency. We combined these epochs into samples of various lengths (25, 50,
100, 200 years) to maintain data's auto‐correlation, then randomly drew 11 samples for uncertainty estimation.
We then fitted a GEV distribution to the annual maximum discharge at each grid cell for different sample sizes,
estimating the 100‐year return levels locally with the L‐moments method. The percentage of grid cells that
exceeded the local 100‐year return level, defined as the exceedance probability of 100‐year floods, was calculated
yearly. We used the probability plot correlation coefficient test (Vogel, 1986) to ensure the quality of the GEV fit,
keeping only those cells with a score above 0.99. This resulted in 101,877 grid cells being selected for further
analysis (Figure S8 in Supporting Information S1).

We emulated the statistical properties of the piControl simulation by generating random samples (μ = 0, σ = 1)
with the same length and shape parameters as the real data but without autocorrelation, and applied the same
epoch combination method. Both real and random data were analyzed to compare the exceedance probability for
in‐base (base samples created by combining the epochs) and out‐of‐base (remainder of the 294‐year timeseries)
periods. This comparison, detailed in Figure 3 and Table S1 in Supporting Information S1, revealed a consistent
bias in estimating flood frequency in both real and emulated data. The ORB is inversely related to base period
length, suggesting the potential for substantial biases with shorter base periods for return level estimation. The
bias of the ratio of out‐of‐base to in‐base frequencies of 100‐year floods averages 329% (91%, 39%, 18%) for 25
(50, 100, 200)‐year base samples. These findings closely align with our earlier idealized experiment and allow us
to accurately estimate the magnitude of bias in actual hydrological simulations.

To analyze the sensitivity of ORB, IRB, and the total bias to the GEV shape parameter, we divided the above
samples into three categories: shape parameters close to 0 (− 0.05 to 0.05), above 0.1, and below − 0.1. The results,
shown in Figure 3, reveal that the increase in the occurrence of extremes is more pronounced with shorter base
periods due to larger sampling variability. For the 25‐year base period, the greatest increase in the occurrence of
extremes is observed in the group with shape parameters greater than 0.1, mainly due to a large negative IRB
(− 70%). In contrast, the group with shape parameters less than − 0.1 shows the smallest increase in the occurrence
of extremes and a less negative IRB, even exhibiting a positive IRB for base periods of 100 or 200 years.
Interestingly, random data with identical shape parameters but without autocorrelation yielded similar results to
the actual hydrological simulation, indicating that location and scale parameters, as well as the degree of auto-
correlation, have a minor impact on the observed increase in 100‐year flood frequency.

The bias estimation uncertainties, as depicted by error bars in Figure 3, are smaller for Monte Carlo estimates
compared to real data. This difference is attributed to the independent and random nature of Monte Carlo samples,
in contrast to real data that encompasses natural climate variability. Real data's 25‐year epochs reflect different
phases of the climate system's natural variability, resulting in diverse statistical properties across epochs.
Meanwhile, Monte Carlo simulations exhibit consistent statistical properties, leading to reduced variability and
lower estimation uncertainties.

For grid cells with GEV distribution shape parameters near zero, using Gumbel distribution fits to estimate the
100‐year return levels effectively reduces biases (Figure S9 in Supporting Information S1). However, for other
cells, the Gumbel distribution performs poorly, resulting in significant IRB and ORB (Figure S9c–S9d in Sup-
porting Information S1).

2.3. Adjusting Frequency Bias in Historical and Future Flood Simulations

We have established that defining extreme occurrence using extreme value theory over a fixed base period in-
troduces significant bias. This bias cannot be corrected analytically with existing methods because the extreme
distribution does not satisfy normality assumptions (Sippel, Zscheischler, et al., 2015). Moreover, the bootstrap
procedure (Zhang et al., 2005), which we recommend for estimating accurate changes at the grid cell level, is
computationally intensive. Although a long base period can mitigate these biases, it's often impractical due to the
lack of extended piControl experiments in many impact studies. Here, we introduce a first‐order adjustment
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method aimed at substantially reducing the frequency biases in aggregated statistics. This practical bias adjust-
ment method can also be applied as a post‐processing procedure for existing studies.

Assuming that projected global (or in a large region) flood frequency changes are a linear combination of climate
change, natural variability, and frequency bias effects (ignoring their interactive effects), we can remove the
frequency bias from these projections. We can approximate the frequency bias in hydrological model outputs
using Monte Carlo simulations that mimic the model's statistical properties. These approximations can then be
used to adjust the estimated flood frequencies.

For the base period, we adjust the aggregated annual frequency of extreme events exceeding the N‐year threshold
to 1/N %. For example, if 100‐year flood frequency averages x% (typically <1% due to IFB) during the base
period, we modify it to its theoretical 1% occurrence by multiplying 1/x for all grid cells for each year of the base
period. This accounts for natural variability's significant influence on short base periods, which can complicate
interpretations in impact assessments. Thus, our adjustment removes both IFB and natural climate variability
from the base period.

Figure 3. Relative biases in detecting 100‐year extreme events, introduced by setting local 100‐year extreme thresholds from
a base period, across various base period length (25, 50, 100, 200 years), for the full sample (a) and groups with selected
shape parameter ranges (percentages of the full sample in brackets) (b)–(d). Data are from GEV fits to 101,877 timeseries of
294‐year annual maximum discharge, simulated by LPJmL‐IPSL‐CM5A‐LR under piControl conditions (solid), and
emulated by random samples with matched shape parameters but no autocorrelation and parameters μ = 0, σ = 1 (hatched
bars). Metrics include in‐base (green) and out‐of‐base (orange) relative frequency biases, and the bias of the ratio of out‐of‐
base to in‐base frequencies (purple, right axis), all as percentages. Error bars show one‐standard‐deviation ranges estimated
from 11 random epoch combinations within the 294‐year timeseries.
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For out‐of‐base years, we use Monte Carlo experiments to determine the OFB
for the selected base period length, threshold estimation method, and esti-
mated shape parameters. Let xij represent the projected flood occurrence (1
for above, 0 for below threshold) at grid cell i in year j, and xj (xj =

1
m∑ixij)

denote the averaged flood occurrence in year j, where m is the number of grid
cells. The adjusted xij would then be

xadj
ij = xij

xj − OFB(p)
xj

(5)

This adjusts for the OFB since 1
m∑

i
xadj

ij = xj − OFB(p) . We prefer this

multiplicative OFB adjustment method over the alternative, additive version,
xadj

ij = xij − OFB(p) , since the multiplicative method avoids negative values
in the adjusted flood occurrence.

We illustrate the impact of frequency bias on projected future occurrence of
100‐year floods, and the effectiveness of our bias adjustment using experi-
ments described in the previous subsection. First, the 100‐year thresholds
were estimated by fitting GEV functions to annual maximum discharge
timeseries at all non‐dry grid cells for the historical (1971–2000) and the 294‐
year piControl base periods, respectively. Then, the unadjusted annual flood
frequencies were computed using these thresholds (Figure 4a, dashed lines,
and Figure 4b). Note that the stationarity assumption for the historical base
period is a prerequisite for GEV fitting, and nonstationary extreme function
fitting methods and their bias adjustment are out of scope for this study. Our
bias adjustment procedure (Data Availability) for the historical base period
case includes the following steps.

1. Retrieve the shape parameters from the GEV function fit at all non‐dry
grid cells.

2. Run Monte Carlo simulations to estimate OFB using the retrieved shape
parameters, base period length, and distribution name (gev).

3. Compute the mean in‐base 100‐year flood frequency as x%, then adjust in‐
base flood frequency by multiplying 1/x.

4. Compute region‐averaged flood occurrence in each year, then adjust out‐
of‐base flood frequency using Equation 5.

For the historical (1971–2000) base period, the unadjusted 100‐year flood
frequency increased from 0.7% (1971–2000) to 3.05% (4.5%) in 2071–2100

under RCP2.6 (RCP6.0), representing a 336% (543%) increase. Assuming Gumbel distribution data, flood fre-
quency is observed to increase from 0.84% in 1971–2000 to 2.37% (3.91%) in 2071–2100 under RCP2.6
(RCP6.0), a 182% (365%) uptick (Figure S10a in Supporting Information S1).

Applying our frequency bias adjustment method significantly reduces projected increases in flood occurrence.
Assuming GEV‐distributed data (Figure 4a), the increase in flood frequency diminishes to 112% (257%) under
RCP2.6 (RCP6.0). Assuming Gumbel‐distributed data (Figure S10 in Supporting Information S1), the revised
increases are 101% (255%) under RCP2.6 (RCP6.0). This demonstrates that under low‐end global warming
scenarios like RCP2.6, the increase due to frequency bias is comparable to the climate change signal for the
Gumbel fit and substantially exceeds it with the GEV fit.

Using separate data samples for estimating return levels and flood frequencies, as in Lange et al. (2020), reduces
distortions in flood frequency changes due to frequency bias (Figure 4b). This approach employs 294‐year pre‐
industrial control data to estimate 100‐year return levels, which are then applied to historical and future flood
frequency assessment. Assuming GEV‐distributed data, pre‐industrial 100‐year flood frequency increases from
1.25% to 2.59% (4.49%) from 1971–2000 to 2071–2100 under RCP2.6 (RCP6.0), a +107% (+260%) increase. It

Figure 4. Increase in annual flood occurrence based on LPJmL, driven by
IPSL‐CM5A‐LR across historical and future (RCP2.6 and RCP6.0) periods,
using (a) historical 1971–2000, and (b) piControl as the base period. GEV
function fits were applied to estimate the return level of the 100‐year flood in
all grid cells. Dashed (solid) lines in (a) depict original (bias‐adjusted)
annual time series of spatially averaged 100‐year return level exceedances.
Horizontal dashed (original) and solid (bias‐adjusted) lines denote 30‐year
mean values for the respective periods.
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offers a more accurate representation of climate change impacts on flood frequency, as it avoids IRB and
significantly reduces ORB with a longer base period. Consequently, the effect of frequency bias adjustment is
small, slightly raising flood frequency increases to 116% (281%) for RCP2.6 (RCP6.0).

3. Outlook and Conclusion
Through a combination of analytical derivation, Monte Carlo simulations, and hydrological simulation analyses,
we demonstrated that using base period‐derived thresholds for evaluating frequency changes in extreme events
like floods leads to frequency underestimation within the base period and overestimation beyond it. The degree
of these biases inversely scales with the base period's length and is comparable to the climate change signal for
low‐end warming scenarios like RCP2.6. This is vital for researchers attributing changes in frequencies of
floods or other extreme events and their socioeconomic effects. When using the historical period for both
extreme function fitting and future change baseline, it should be noted that projected changes are only partly
attributable to climate/socioeconomic shifts. For focused studies on climate/socioeconomic impacts, using
separate periods for fitting extreme functions and baseline assessment is preferable. We recommend piControl
or extended historical simulations are used for improved detection/attribution studies. If the base period must
double as a future projection baseline, applying a frequency bias adjustment method, such as outlined in this
study, is advised.

Our study's implications go beyond simulating changes in extremes; they are also relevant to flood defense
design. Engineers often use local historical data fitted to extreme value distributions to design flood defenses.
When averaged over many locations, this could potentially lead to more frequent floods than expected, even
without climatic or socioeconomic changes. The shorter the historical base period, the higher the risk of floods
exceeding local defenses more often than anticipated. Our findings highlight that this risk depends on the base
period's length and the chosen extreme value distribution. This knowledge is crucial for local stakeholders, raising
awareness about the potential for more frequent floods than previously thought, independent of climate and
socioeconomic changes.

In conclusion, extreme value distribution fitting for detecting changes in extremes must be carefully conducted to
avoid overestimation due to threshold exceedance frequency biases. Our study offers methods to separate the
impact of climate change and avoid these biases. Nonetheless, this does not contradict previous findings (e.g.,
Alfieri et al., 2015; Hirabayashi et al., 2013) that flood impact will likely increase under higher levels of future
warming, posing substantial adaptation challenges globally.

Data Availability Statement
The runoff data from LPJmL is publicly available through the ISIMIP archive (Gosling et al., 2023, downloaded
from https://data.isimip.org/, search “lpjml ipsl isimip2b water qtot”, then download “2005soc” files for the
picontrol, rcp26 and rcp60 scenarios, and “histsoc” files for historical scenario). Data archiving for the CaMa‐
Flood simulated annual maximum discharge, the bias adjustment example, and python code for analytical and
numerical frequency bias estimation, is publicly available on Zenodo (Zhao & Lange, 2024). Figures were made
with Matplotlib version 3.3.3 (Caswell et al., 2020; Hunter, 2007), available under the Matplotlib license at
https://matplotlib.org/.
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