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Abstract: This study explores public discourse surrounding the January 2025 Califor-
nia wildfires by analyzing high-engagement YouTube comments. Leveraging sentiment
analysis, misinformation detection, and topic modeling, this research identifies dominant
emotional tones, thematic patterns, and the prevalence of misinformation in discussions.
The results show a predominantly neutral to positive sentiment, with notable emotional
intensity in misinformation-related comments, which were rare but impactful. The the-
matic analysis highlights concerns about governance, environmental issues, and conspiracy
theories, including water mismanagement and diversity-related critiques. These findings
provide insights for crisis communication, policymaking, and misinformation management
during disasters, emphasizing the importance of aligning strategies with public concerns.
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1. Introduction
Wildfires have become increasingly frequent and severe in recent years [1], posing

significant threats to ecosystems, human lives, and property. In January 2025, the California
wildfires emerged as one of the most devastating events at the beginning of the year,
attracting widespread public attention and discourse. As climate change continues to
exacerbate the frequency and intensity of such disasters [2], understanding how people
perceive and discuss these events is critical for effective crisis communication, policymaking,
and misinformation management.

The rise of social media platforms has transformed how information about disasters
is disseminated and discussed [3]. By fundamentally shifting crisis communication from
traditional expert-to-receiver models to decentralized, real-time engagement [4], social
media now serves as a hub for public discourse that offers valuable insights into societal
responses, emotional reactions, and the spread of information. Social media enables rapid
information dissemination, public participation, and self-organization during crises, which
can facilitate community resilience and psychosocial healing [4,5]. However, alongside
these constructive discussions, social media also provides fertile ground for misinfor-
mation [6] and unreliable user-generated content, potentially undermining public trust,
hindering disaster response efforts, exacerbating societal divides, and even being used
maliciously to harm organizations [7]. This shift from a unidirectional flow of information
in traditional media to a multidirectional one in social media necessitates adaptations in
crisis communication strategies, prompting researchers to propose modifications to existing
models to better integrate social media’s evolving role in disaster communication cycles.
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The aim of this study is to provide a focused analysis of public engagement during the
January 2025 California wildfires. Using a robust methodological approach that combines
sentiment analysis, misinformation (this study focuses on misinformation—defined as false
or inaccurate information created and disseminated, often by twisting or misinterpreting
facts—rather than disinformation, which is intentionally crafted to deceive and harm [8],
because the covert nature and complex intent behind disinformation make it especially
challenging to detect reliably) detection, and topic modeling, this research seeks to un-
cover the emotional tone, thematic content, and prevalence of misinformation in online
discussions. Specifically, this study addresses the following questions: (1) What are the
dominant emotional tones in the public discourse? (2) What thematic patterns emerge
in discussions about the wildfires? (3) To what extent is misinformation present in this
discourse? The findings yield insights for refining crisis communication, enhancing misin-
formation management, and guiding policy interventions tailored to the unique challenges
of wildfire events.

2. Literature Review
The increasing prevalence of wildfires globally has prompted a growing body of

research on their social, environmental, and economic impacts [9]. In this context, social
media platforms have emerged as vital tools for public engagement, information dis-
semination, and situational awareness during crises and natural disasters [10,11]. These
platforms enable real-time updates, facilitate information exchange, and support public
participation in disaster response efforts [12], playing a significant role in shaping societal
responses, perceptions, and decision making [13,14]. Studies also highlight social media’s
ability to rapidly spread critical updates during emergencies, often serving as primary
news sources [15]. However, most existing research on social media has predominantly
focused on textual platforms like X (previously Twitter), leaving a gap in understanding
how video-centric platforms such as YouTube are leveraged (a search on Web of Science
(as of 27 January 2025) highlights this disparity: studies on Twitter yield 45,244 results,
and Facebook 75,285, while YouTube lags with only 18,069 results and TikTok with a mere
3254, underscoring the academic preference for text-based platforms over video-centric
or emerging social media). Though existing research on textual platforms has provided
valuable insights into information diffusion, sentiment dynamics, and the rapid spread of
emergency-related content, the inherent limitations of text such as the absence of non-verbal
cues and contextual imagery highlight the necessity of exploring video-centric platforms
for a more comprehensive understanding of disaster communication.

Recent research highlights the growing importance of multimodal data analysis in
disaster response and sentiment analysis, particularly on platforms like YouTube. While
traditional approaches have focused on textual content [16], studies now emphasize the
value of integrating audio, visual, and textual data for more comprehensive insights [17,18].
Unlike textual platforms, video-centric media can capture nuanced emotional expressions,
detailed situational contexts, and complex narratives that combine sound, imagery, and
text. This differentiation underscores the importance of dedicated research into how
video content contributes uniquely to public understanding and crisis management. This
multimodal approach has shown improved accuracy in emotion prediction and sentiment
analysis. Social media platforms, including YouTube, offer rich sources of information
during disasters, providing situational updates and public perspectives.

At the same time, the proliferation of misinformation on social media platforms has
been a growing concern, particularly during crises where the stakes are high [19]. Research
has documented how misinformation spreads rapidly on social media platforms, often
amplified by algorithmic recommendations and viral sharing behaviors [20,21]. Misin-
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formation during wildfire events [22] can manifest in the form of conspiracy theories,
misleading claims about the causes of fires, or inaccurate safety information.

Recent studies have explored YouTube’s role in misinformation spread, focusing on
both video content and user comments. Ref. [23] developed a model using video captions
to classify misinformation with high accuracy. Ref. [24] examined cross-platform misinfor-
mation, finding that social media posts linking to YouTube videos are particularly effective
in spreading false information. They emphasized the importance of using multi-platform
data for more effective detection. Ref. [25] analyzed video metadata and user engagement
to identify channels promoting conspiracy theories, demonstrating the potential of these
metrics in detecting malicious content. Ref. [26] focused on YouTube comments, revealing
that conspiracy theories flourish in this relatively unmoderated space.

Sentiment analysis and topic modeling are valuable tools for understanding pub-
lic responses to natural disasters on social media. Studies have employed VADER for
sentiment analysis and Latent Dirichlet Allocation (LDA) for topic modeling to examine
emotional reactions and identify key themes during crises [27–30]. Research has shown
that public sentiment often fluctuates during disasters, with negative impacts observed
in affected regions. Common topics identified include crisis-related information, disaster
impacts, and public feedback to authorities. These analyses can reveal evolving public con-
cerns and emotions throughout disaster periods, helping crisis managers design effective
response strategies.

By focusing on YouTube, this study contributes to the growing field of social me-
dia research in disaster contexts and underscores the importance of integrating diverse
platforms into the analytical framework. By acknowledging the unique strengths and
challenges of both textual and video-centric platforms, researchers, policymakers, and
communicators can develop robust crisis communication models that tailor strategies to
each medium’s specific capabilities, ultimately deepening our understanding of public
engagement during wildfires and offering valuable insights to effectively address public
concerns and combat misinformation.

3. Methodology
This study analyzed public discourse surrounding the January 2025 California wild-

fires by focusing on YouTube (this study focused on YouTube because its robust API allows
efficient collection and analysis of large datasets, and its diverse content and broad user
base make it ideal for examining public discourse; however, this focus may limit the gener-
alizability of the findings due to platform-specific biases, suggesting that future research
should include additional social media platforms) videos with at least one million views as
of 24 January 2025. Videos were selected based on their view count to ensure they represent
widely consumed content, reflecting key narratives, themes, and public engagement with
the topic. The YouTube Data API was utilized to extract user comments from these videos.
Using a Python 3.13.1 script, all top-level comments were retrieved, ensuring comprehen-
sive coverage through pagination. Each comment’s metadata, including author name, text,
publication date, and number of likes, were collected and stored in a structured format for
further analysis.

Once extracted, the data underwent preprocessing to ensure consistency and usability.
Missing or non-string values in the comment text were replaced with empty strings, and
all text data were converted to string format. Stop words were removed using the Natural
Language Toolkit (NLTK) to facilitate keyword analysis and topic modeling [31].

Sentiment analysis (in the context of text analysis, sentiment refers to the general
polarity of an expressed opinion, typically classified as positive, negative, or neutral, and it
captures the overall tone of a statement rather than the specific emotional states it conveys;
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emotion analysis, on the other hand, goes beyond sentiment to identify distinct affective
states such as happiness, anger, sadness, or fear, providing a more nuanced understanding
of how people react to events) was conducted using the VADER Sentiment Intensity
Analyzer [32], which provided a compound sentiment score for each comment. This score,
a composite of positive, neutral, and negative sentiment measures, was used to classify
comments into five emotional categories: happiness, excitement, neutral, sadness, and
anger. The classification thresholds were defined based on the compound score.

A compound score of 0.6 or greater indicated strong positive sentiment, categorized
as “Happiness”, while scores between 0.3 and 0.6 reflected moderately positive sentiment,
labeled as “Excitement”. Scores ranging from −0.3 to 0.3 represented emotional neutrality,
categorized as “Neutral”, capturing the absence of strong positive or negative emotions.
Moderately negative sentiment, with scores between −0.6 and −0.3, was classified as
“Sadness”, and strong negative sentiment, with scores of −0.6 or lower, was labeled as
“Anger”. For scores falling outside these predefined ranges, the emotion was classified as
“Unknown”, accounting for ambiguity or the inability to classify the emotion.

To detect misinformation, a keyword-based approach was employed. Comments con-
taining terms such as “conspiracy”, “hoax”, “fake”, “fraud”, “misleading”, or “scam” were
flagged as potentially containing misinformation. This method provided a straightforward
mechanism for identifying comments related to misinformation themes (it is important to
note that while the identified comments are related to misinformation, they do not necessar-
ily support misinformation narratives; these comments may also oppose misinformation
or take a neutral stance, engaging in discussion rather than endorsing or amplifying false
claims). The selection of keywords for detecting misinformation was based on previous
literature on misinformation detection and included the most commonly used terms and
their closest synonyms to ensure comprehensive coverage of misleading narratives.

In addition, this study examined specific topics that users and news media linked to
potential reasons behind the January 2025 California wildfires, including some that were
conspiratorial in nature: water mismanagement, directed energy weapons (DEWs), arson
or deliberate ignition, diversity and inclusion initiatives, misuse of palm tree imagery, and
theories involving Sean “Diddy” Combs. (In late 2024, Combs faced multiple allegations
of sexual misconduct, leading to significant media coverage and public discourse [33].
Amidst this, unfounded claims surfaced on social media suggesting that the Los Angeles
wildfires were intentionally set to destroy evidence related to Combs’ alleged crimes. These
theories posited that the fires served as a cover-up for his legal troubles.) For each topic, an
extensive list of keywords was developed to capture variations and synonyms. The text of
each comment was searched for the presence of these keywords, ensuring case-insensitive,
full-word matching to avoid partial matches. The frequency of comments linked to each
topic was then quantified to assess their prominence in wildfire-related discussions. This
approach provided insights into how individuals framed the wildfires’ causes, highlighting
the prevalence of potentially conspiratorial narratives within the discourse.

Topic modeling was performed using Latent Dirichlet Allocation (LDA) to uncover the-
matic patterns within the comment corpus [34]. Text data were vectorized using CountVec-
torizer, with stop words excluded and document frequency thresholds applied to filter
noise. LDA identified five distinct topics, with each comment assigned to the topic it most
closely aligned with. The most representative words for each topic were extracted to aid
interpretation and provide insight into the underlying themes.

The processed dataset included a range of attributes for each comment, including
sentiment scores, emotional classifications, misinformation labels, and assigned topics with
their corresponding representative words.
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This methodological approach, leveraging a combination of sentiment analysis, mis-
information detection, and topic modeling, provided a comprehensive framework for
examining public sentiment and thematic content in the context of online discussions about
the 2025 California wildfires. The use of Python libraries and tools such as the YouTube
Data API, NLTK, VADER, and scikit-learn enabled efficient data extraction and analysis,
ensuring a robust exploration of the dataset.

4. Results
A total of 76 YouTube videos related to the 2025 California wildfires, each with over one

million views, were analyzed. After preprocessing, the dataset comprised 263,638 comments,
with the number of comments per video ranging from 79 to 19,552 (see Figure 1). On aver-
age, each video contained approximately 3469 comments, reflecting significant variation in
audience engagement across the selected videos. This extensive dataset provided a robust
foundation for sentiment analysis, misinformation detection, and thematic exploration.
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Figure 1. Number of comments per video.

The number of likes on comments ranged from 0 to 30,626, with an average of
7.52 likes per comment, indicating a wide disparity in user engagement. Sentiment scores,
calculated using VADER, ranged from −1 to 1, with an average score of 0.06, suggesting
a generally neutral to slightly positive sentiment overall (see Figure 2). A positive and
statistically significant correlation was observed between the number of likes and sentiment
scores (correlation coefficient = 0.0062, p-value = 0.0016), indicating that comments with a
more positive sentiment tended to receive more likes.

The emotional analysis of the comments revealed a diverse distribution of emotions
across the dataset (see Table 1). Neutral comments dominated the discussion, accounting
for 36.32% (95,760 comments) of the total, followed by expressions of happiness at 21.15%
(55,748 comments) and excitement at 14.94% (39,380 comments). Anger and sadness were
less prevalent, representing 14.14% (37,271 comments) and 13.46% (35,476 comments),
respectively. A negligible number of comments (0.00%, three comments) fell into the
“unknown” category, highlighting the effectiveness of the sentiment classification process.
This distribution reflects a predominantly neutral tone in the discourse, with notable
pockets of positive and negative emotions.

The analysis of misinformation-related content revealed that only a small fraction of
comments, 0.98% (2577 comments), contained keywords associated with misinformation,
while the vast majority, 99.02% (261,061 comments), did not. This finding indicates that
explicit misinformation was relatively rare in the dataset. However, the presence of nearly
2600 potentially misleading comments highlights the need for continued vigilance and
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targeted strategies to address misinformation in discussions about critical topics like the
2025 California wildfires (also see the word cloud for misinformation-related comments in
Figure 3).
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Table 1. Emotion distribution for all comments.

Emotion % of Comments

Neutral 36.32

Happiness 21.15

Excitement 14.94

Anger 14.14

Sadness 13.46
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The sentiment analysis of comments flagged as related to the topic of misinformation
revealed a markedly negative emotional tone (see Table 2). Sadness was the most prevalent
emotion, accounting for 36.36% of these comments, closely followed by anger at 35.27%. A
closer look at these comments revealed that anger largely stemmed from distrust (media,
politicians, and insurance), perceived injustice, and polarization. Sadness arose from
disillusionment, helplessness, and grief over systemic failures or personal losses. Both
emotions reflect a broader societal crisis of trust and a desire for accountability in the face
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of disasters and misinformation. In contrast, positive emotions like happiness (6.60%) and
excitement (5.67%) were much less common, suggesting that such comments rarely elicited
positive reactions. Neutral comments made up 16.10% of the total, reflecting a smaller
portion of emotionally disengaged responses. This distribution underscores the heightened
emotional intensity and predominantly negative sentiment associated with misinformation
in the discourse.

Table 2. Emotion distribution for misinformation-related comments.

Emotion % of Comments

Sadness 36.36

Anger 35.27

Neutral 16.10

Happiness 6.60

Excitement 5.67

In addition, the analysis revealed varying levels of engagement with potentially con-
spiratorial topics linked to reasons behind the January 2025 California wildfires (see Table 3).
Among the keyword groups, references to water were the most prevalent, appearing in
9772 comments, indicating significant public discourse around water-related issues. This
was followed by mentions of diversity, equity, and inclusion (DEI) initiatives, which were
found in 4058 comments, reflecting a notable association made by users between these initia-
tives and the wildfire response. Arson, intentional, or deliberate actions were referenced in
1315 comments, highlighting the continued relevance of arson-related narratives. Mentions
of directed energy weapons (DEWs) appeared in 526 comments, while 417 comments refer-
enced theories involving Sean “Diddy” Combs, suggesting limited but notable traction for
these conspiracy theories. Finally, palm trees or palms were mentioned in 134 comments,
indicating relatively low public engagement with narratives linking palm trees to the wild-
fires. These findings underscore the diverse range of topics discussed and the prominence
of both factual and conspiratorial narratives in public discourse surrounding the wildfires.

Table 3. Distribution of potentially conspiratorial comments.

Keyword Group Count

Water 9772

Diversity/Equity/DEI/Inclusion 4058

Arson/Intentional/Deliberate 1315

DEW/Weapon 526

Diddy/Combs/Sean 417

Palm/Palms 134

The topic modeling analysis identified five distinct themes within the dataset, with
varying levels of prevalence (see Table 4). Topic 2 was the most dominant, encompassing
28.50% (75,136 comments) of the total, followed by Topic 1, which accounted for 24.92%
(65,704 comments). Topics 0 and 3 were nearly equally represented, making up 17.53%
(46,226 comments) and 17.73% (46,731 comments), respectively. Topic 4 was the least preva-
lent, covering 11.32% (29,841 comments). This distribution highlights the thematic diversity
in the comments, with significant engagement across all identified topics, suggesting that
discussions about the 2025 California wildfires spanned a wide range of focal points.
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Table 4. Comment distribution by topic.

Topic % of Comments

Topic 2 (Governance and Financial Aspects) 28.50

Topic 1 (Personal Connections and Emotions) 24.92

Topic 3 (Global and Emotional Reactions) 17.73

Topic 0 (Environmental and Situational Discussions) 17.53

Topic 4 (Religious and Spiritual Narratives) 11.32

The thematic analysis of the dataset provided insights into the key discussions in
the comments (see Table 5). The most prevalent theme, Governance and Financial As-
pects (Topic 2), included keywords such as “California”, “government”, “insurance”, and
“money”, reflecting concerns about policy and economic impacts of the wildfires. The
Personal Connections and Emotions theme (Topic 1) was characterized by expressions
of support and empathy, featuring words like “love”, “hope”, “family”, and “safe”. The
Environmental and Situational Discussions theme (Topic 0) focused on the physical and
ecological dimensions of wildfires, with frequent references to “water”, “fires”, “trees”,
and “winds”. The Global and Emotional Reactions theme (Topic 3) encompassed broader
concerns beyond the immediate disaster, with keywords like “climate change”, “sad”,
and “world”. Finally, the Religious and Spiritual Narratives theme (Topic 4) illustrated
faith-based responses to the disaster, with terms such as “God”, “Jesus”, “pray”, and
“repent”. These themes underline the multifaceted nature of public discourse, blending
practical concerns, emotional expressions, and broader ideological perspectives (also see
word clouds by theme in Figure 4).

Table 5. Most frequent words by topic.

Topic 1 Topic 2 Topic 0 Topic 3 Topic 4

God (7157) People (14,273) Fire (10,643) People (9565) God (10,722)

Love (5866) California (10,645) Water (7972) Gaza (7226) Jesus (3772)

Safe (5493) Fire (10,071) Fires (5427) Fire (4860) Lord (2368)

Like (5480) Trump (6073) Like (3294) Like (4626) Fire (1818)

People (5153) Get (5815) House (2928) God (4568) Pray (1684)

Hope (4979) Like (5685) Houses (2782) Allah (3256) Free (1565)

Guys (4880) Money (5123) California (2282) Fires (2715) People (1501)

Thank (4767) State (4907) Would (2202) Climate (2569) Christ (1495)

Bless (4539) Insurance (4813) People (2089) Sad (2406) Amen (1468)

Fire (3700) Newsom (4622) Trees (1836) Feel (2389) Mary (1199)

Stay (3307) Fires (4475) Homes (1807) Change (2377) Hollywood (1123)

Good (3048) Water (4352) Get (1742) World (2354) Repent (1119)

Family (3015) Need (4174) Build (1646) Palestine (2215) Thank (987)

Prayers (2877) Dei (3809) Winds (1636) Sorry (2148) Palestine (945)

Everyone (2744) Government (3710) Could (1595) America (2055) Please (938)

Man (2697) Would (3686) Years (1531) Lost (1987) Name (908)

Dog (2579) Help (3652) Burn (1510) Homes (1811) Mother (875)

Sorry (2498) Time (3249) Right (1371) Think (1809)
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The analysis of sentiment scores across topics revealed significant variations, un-
derscoring the distinct emotional tone of discussions within each thematic category (see
Figure 5 for sentiment and Figure 6 for emotion intensity by topic). Topic 1, which focused
on supportive and empathetic expressions, had the highest average sentiment score (0.3086),
indicating a predominantly positive tone. Similarly, Topic 4, characterized by religious and
spiritual themes, also displayed a positive sentiment (0.2197), suggesting that comments
in this category were generally uplifting or encouraging. In contrast, Topic 0, related
to Environmental and Situational Discussions, had an almost neutral average sentiment
score (−0.0019), reflecting a descriptive or fact-based tone. Topics 2 and 3, centered on
governance and global perspectives, had negative average sentiment scores (−0.0748 and
−0.0912, respectively), highlighting a more critical or somber tone in comments associated
with these themes.
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5. Discussion
The results of this study provide valuable insights into the public discourse surround-

ing the January 2025 California wildfires, as reflected in YouTube comments on videos
with high engagement. The emotional analysis revealed that neutral comments dominated
the discourse, with notable pockets of happiness and excitement, suggesting a generally
measured or positive tone in public sentiment. Anger and sadness were present but less
prevalent, indicating that negative emotions, while significant, did not overshadow the
discussions. This contributes to the growing research on social media sentiment during
disasters, which reveals complex patterns. Studies show that negative sentiments often
dominate, with off-site users expressing more negativity than those directly affected [35].
However, positive sentiments also emerge, reflecting hope and encouragement [36]. Senti-
ment analysis can be categorized into various types, including anxiety, disappointment, and
relief, providing a nuanced understanding of public reactions [37]. Spatiotemporal analysis
demonstrates that sentiment varies across locations and disaster stages, with higher con-
centrations of posts in populous areas and near disaster sites [38]. While negative tweets
spread faster, positive and neutral messages tend to have broader reach [35].

Additionally, the low prevalence of misinformation-related comments highlights the
relatively minimal presence of explicit misinformation within the dataset. However, the
identified instances underscore the importance of monitoring and addressing misinforma-
tion in critical discussions, especially given its non-negligible incidence and causal impacts
on beliefs and behaviors [39].

Thematic analysis through topic modeling revealed diverse focal points in the dis-
course. The most dominant themes included governance and financial concerns, personal
connections, environmental and situational issues, global perspectives, and religious or
spiritual responses. These findings illustrate the multifaceted nature of public engagement,
encompassing both practical concerns and emotional or ideological dimensions.

The findings carry several implications for policymakers, communication profession-
als, and researchers. First, the predominance of neutral and positive sentiments suggests
that public discussions can be leveraged to foster constructive engagement during crises.
For instance, the empathetic and supportive tone identified in Topic 1 highlights oppor-
tunities to amplify messages of solidarity and community resilience. Conversely, the
negative sentiments associated with governance-related discussions (Topic 2) indicate areas
where public trust may need to be strengthened through transparent communication and
effective policies.

The low but noteworthy presence of misinformation-related content underscores the
need for proactive misinformation management strategies. On the one hand, the natural
origin of wildfires likely contributes to the overall low volume of misinformation. On
the other hand, various conspiracies still emerge, attempting to link the 2025 California
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wildfires to human activities or deliberate plots. Conspiracy theories tend to emerge during
crises and emergencies as people seek to make sense of uncertain situations and regain a
sense of control [40,41]. These theories often arise from fear, uncertainty, and distrust in
official information sources [42]. Social media platforms play a crucial role in the spread of
conspiracy theories, with online communities forming around shared beliefs. The propaga-
tion of these theories can follow a power-law distribution, potentially leading to a critical
transition from sporadic mentions to widespread dissemination. Conspiracy theories can
have real-world consequences, as seen in the case of 5G–COVID-19 misinformation leading
to arson attacks. Among the identified conspiracies in the case of the 2025 California wild-
fires, water mismanagement claims dominated the discourse, with nearly 10,000 comments
alleging deliberate diversion or insufficient water resources for firefighting efforts. Simi-
larly, over 4000 comments blamed funds allocated to diversity, equity, and inclusion (DEI)
initiatives for alleged inefficiencies in wildfire response, reflecting a polarizing narrative
that systemic policies detracted from disaster preparedness. Other conspiratorial theories,
such as deliberate arson and the use of directed energy weapons (DEWs), gained traction,
showcasing public speculation fueled by unfounded claims during crises. Additionally,
less prominent but notable narratives included the theory involving Sean “Diddy” Combs,
which alleged the fires were set to cover up evidence and claims linking burning palm trees
to urban redevelopment agendas. These findings underscore the widespread dissemination
of conspiratorial reasoning, emphasizing the need for targeted interventions to address
misinformation in the wake of disasters.

This study demonstrates the potential of public sentiment and thematic analysis as
tools for supporting crisis communication and policymaking. Understanding the emotional
and thematic dimensions of public discourse enables stakeholders to tailor their responses
to the needs and concerns of affected communities. Additionally, by monitoring misinfor-
mation, authorities can enhance their capacity to safeguard public trust and mitigate the
adverse impacts of false narratives. These insights can also guide future communication
strategies to ensure alignment with public sentiment and enhance the effectiveness of
outreach efforts.

Despite its contributions, this study has limitations. The reliance on YouTube com-
ments limits the scope to a specific subset of public discourse, excluding other platforms and
offline interactions [43]. The use of keyword-based methods for misinformation detection,
while straightforward, may not capture all forms of misinformation or provide nuanced
insights into the context of flagged comments [44]. Similarly, sentiment analysis using the
VADER tool, while effective, may not fully account for linguistic nuances [45]. The thematic
categorization through LDA, while informative, relies on interpretive assumptions, which
may influence the identification of topics [46]. Another potential limitation is that YouTube
videos themselves may carry emotional bias, which could influence the sentiment of user
comments. The analysis showed a moderate positive correlation between video sentiment
and comment sentiment, with a statistically significant Pearson correlation coefficient of
approximately 0.35 (p ≈ 0.002). (For each analyzed video, transcript text was extracted,
which was then processed using NLTK’s VADER sentiment analyzer to compute compound
sentiment scores. If a transcript was not available, the video’s title and description were
extracted and analyzed for sentiment.)

Future research could expand the scope of analysis by incorporating data from addi-
tional social media and digital platforms to capture a broader spectrum of public discourse.
Advanced machine learning models, such as BERT-based classifiers [47], could enhance the
accuracy of sentiment and misinformation detection by accounting for contextual nuances.
Additionally, longitudinal studies could explore how public sentiment and misinformation
evolve over time during and after crises, offering insights into long-term trends and recov-
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ery processes [19]. Finally, integrating qualitative analyses, such as in-depth interviews or
focus groups [48], could complement quantitative findings and provide richer insights into
the motivations and perceptions of individuals engaging in public discourse.

6. Conclusions
This study provides a comprehensive analysis of public discourse during the 2025

California wildfires, emphasizing the emotional and thematic diversity in high-engagement
YouTube comments. The findings reveal that, while neutral and positive sentiments predom-
inated overall, discussions surrounding misinformation exhibited a significantly heightened
negative emotional tone. In addition, the thematic analysis highlighted a mix of practi-
cal concerns and conspiratorial narratives, with water mismanagement claims notably
resonating with the public.

These insights underscore the potential of sentiment and topic analyses as essential
tools to guide crisis communication and policymaking. In particular, understanding public
sentiment and the dynamics of misinformation can help inform more effective risk and
crisis communication strategies.

Based on the analysis, crisis communication strategies should incorporate enhanced
real-time monitoring of social media platforms. This involves employing advanced analyt-
ics and integrating data from multiple channels to promptly detect and address emerging
misinformation and public concerns. Such a comprehensive monitoring approach ensures
that any potential issues are identified quickly, allowing for timely responses.

Moreover, proactive communication strategies are essential. Clear and transparent
messaging protocols need to be established to counteract misinformation, foster public
trust, and address both the practical and emotional aspects of crisis events. By prioritizing
clarity and openness, authorities can more effectively manage the flow of information
during emergencies.

In addition, it is crucial for authorities to engage actively with the community. This
means creating and maintaining two-way communication channels that allow them to listen
to public concerns and tailor responses based on real-time feedback, thereby promoting
community resilience. Active engagement ensures that the voices of those affected are
heard and considered in the decision-making process.

Finally, fostering cross-sector collaboration is key. Building strong partnerships be-
tween government agencies, media organizations, and digital platforms can help coordinate
unified risk-communication efforts, ensuring that authoritative and consistent messages
reach the public during crises.

While this study is limited by its focus on YouTube data and reliance on keyword-
based methods, the findings offer valuable perspectives on public engagement during
disasters. Future research should broaden the analysis to include multiple social media
platforms, utilize more sophisticated analytical models, and adopt longitudinal designs to
further explore the evolution of digital discourse during and after crisis events.
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