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Preface

The use of computers in urban management is a subject
of increasing interest among IIASA's member nations. This
interest reflects the belief that the vast data storage
and retrieval capabilities of today's electronic digital
computers when combined with modern techniques of manage-
ment hold great promise in improving the quality and
effectiveness of urban policymaking.

To explore the potential role that IIASA might play
in reviewing and disseminating the current state-of-the-
art in the use of computerized information systems in
urban management, the Human Settlements and Services Area
invited a leading authority on the subject, Dr. Kenneth
Kraemer of the U.S.A., to visit IIASA and offer recommenda-
tions on desirable courses of action. This Research Memo-
randum, an expanded version of Dr. Kraemer's lecture at
ITASA, outlines the basic concept and design of the URBIS
(Urban Information Systems) Project directed by Dr. Kraemer
and concludes with a discussion of the contribution that
IIASA might make in this field.

A. Rogers
Chairman

Human Settlements
and Services Area

April 1977

iij







Abstract

Urban governments are becoming increasingly interes-
ted in modern management techniques such as computerized
information systems. This paper presents an analytical
state-of-the—art review of the uses, impacts and problems
of computer technology in local governments in the United
States. It reports the results of a questionnaire survey
conducted by URBIS (Urban Information System) Research
Group, University of California at Irvine to determine
the uses of computer technology and the policies govern-
ing those uses within local governments. The oraganiza-
tion and research strategy of the URBIS Project is pre-
sented by way of introduction and is followed by a
discussion of the role IIASA might play in the study
of Urban Information Systems.
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AN ANALYTICAL OVERVIEW OF
URBAN INFORMATION SYSTEMS IN THE UNITED STATESl

I. INTRODUCTION

It is fascinating to think about the new and ingenious ways systems
theory and analysis can be applied to understanding our world and accom-
plishing tasks. Yet it also is interesting and worthwhile to study the
present-day results of what earlier systems thinkers have brought forth.
Certainly, one of the premier examples'of applied systems concepts widely
in use today is the computerized information system. One finds these
systems in every sort of organization and in nearly every country in the
world. Much has been written and said about the impacts of these systems
on the organizations that use them, often in context of performing some
specific task, and usually in regard to operations such as manufacturing,
commerce, engineering, and science. But computers offer promise to other
kinds of organizations as well, and are Being used in many ways that have
never been the focus of detailed study. :

One of the most important but little studied subjects is the appli-
cation of computers to the task of managing urban governments. Nearly
every nation today is concernedeith problems of urban areas--overcrowd-
ing, housing shortages, pollution, traffic congestion--and in many cases
it has been proposed that use of moderﬁ management techniques such as com-
puterized information systerms might alleviate some of these problams [14,
16]. No doubt the technology holds greater promise than we now make use
of, but in order to further capitalize on uselof computerized information

systems in urban management, three kinds of efforts must take place. First,



there must be a commitment to research and development in applying com-
puter technology to help meet the needs of urban planners, policymakers,
and managers. Secound, ways-must be found to encourage disseminatioﬁ of
successful applications of computer technology to those urban governments
that need them. Finally, periodic examination and documentation of the
results of these efforts must be undertaken to evaluate successes and
failures and to provide guidance for the future. This paper discusses
an example of the latter kind of effort.2

This paper is based upon results of the URBIS Reseatch Project, a
multi-year study of the uses and impacts of computer technology on local
governments in the United States. This project is being carried out by
a team of researchers at the Public Policy Research Organization of the
University of California, Irvine.3 Support for the project is from the
Research Applied to National Needs Division of the U.S. National Science
Foundation, and endorsement and assistance in the‘pfoject has come from
a variety of urban public-interest groups in the United States, including
the Internatiomnal City Management Association, the National Leégue of |
Cities, the U.S. Conference of Mayors, the National Association of Coun-
ties, and Public Technology, Incorporated.

This paper presents the basic concept and design of the URBIS
Project, discusses data on the state-of-the-art in urban information sys-
tems from the recently completed first phase of the project and will con-
clude with a discussion of the role that the International Institute of
Applied Systems Analysis might take in further study in this important

field.



IT. THE URBIS PROJECT

The URBIS Project was begun in 1974 with the mandate to study how
computer technology is being used in local governments, what impacts
those uses have in the governments, and what might be done to improve
the contributions of the technology to meeting the challenges to urban
areas. Several characteristics of the URBIS Project make it unique and
interesting. First, the project is -an example of evaluation research.
It seeks to collect data on current states, and to relate those data to
some paradigm of what ought to be in order to evaluate those current
states. Second, the project is an example of policy researcﬁ. It fo-
cuses, ultimately, on evaluating the policies for use of computer tech-
nology in the governments. Third, it is a multi-stage project using an
innovative statistical sampling strategy designed to collect and analyze
data both on the conditions in the current set of cities and to create
a hypothetical set of preferred characteristics that would obtain in
"future cities" [18]. Finally, this fesearch is deliberately both em-
pirical and prescriptive. It not only seeks to discover what is the
case, but what should be the case as well. Thus, the project is seen
to be valuable at two levels: as a needed study of information systems
in urban governments; and as an example of a policy research strategy
that can be applied effectively to a wide range of public policy issues.

An illustration of the concept underlying the URBIS Project can be

seen in Figure 1. The project design uses three classes of research variables:

environmental or independent variables; controllable or policy-technology

variables;
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and dependent or outcome variables. Fnvironmental variablcs describe the
basic demographic, political, administlrative, aﬁd financial characteristics
of the cities studied, and are ceonsidered to be unchanging in the short-
run. The environmental variables form the foundatioﬁ of any descrip-

tion of the city, and determine certain other city characteristics.
Controllable variables are those policies for utilization of computer
technology and the configurations of the technology that are malleable

by city officials in the short-run. They usually develop based on the
conditions provided by the environmental variables, but are not completely
dictated by particular environmental characteristics (i.e., there is con-
siderable flexibility in these variables in all cities). The outcome or
dependent variables are the effects that are presumed to be '"caused" by
the interplay of the environmental and policy-technology variables. By
measuring these outcome variables, it is possible to assess the impact

of particular policy and technology configurations, given particular en-
vironmental characteristics. It is expected that cities with problems

and undesirable impacts from use of computing will be able to improve
their computing operations by adopting policies of those cities with
similar environmental charaéteristics and positive experiences with com-
puting.

Environmental variables include community attributes such as popu-
lation size, growth rate, city age, local financial base, need for local
poverty-related services; and the political-administrative characteristics
of the city such as form of govermmeunt, level of reformed political in-
stitutions, policy focus of decision wmaking, and distribution of political

decision making. The "controllable" variables include basic organizational



policies such as centralization of control over decisions, management
support of computing activity, user involvement in computing activity,
quality of data processing personnel, pricing policies for computer

use, investment level in data processing, and restrictions on computing
activities due to finances. Also, the controllable.vafiables include
characteristics of the technology itself, such as the degree of computer-
ization, sophistication of automation, degree of data sharing within the
city, the degree of data consolidation, and the extent of computer utili-
zation. The outcome variables include measures of how the technology is
actually used by individuals in the government, as well as measures of
the impacts of computerization on delivery of services to citizens, on
decision making among top city management, and on the work environments
of municipal employees.

The project is being carried out in two phases, with a third phase
follow-on planned. Figure 2 shows these phases and their purposes. 1In
the first phase, from which the data in this paper were taken, the ob-
jective was to collect comprehensive data on the uses of computing‘tech?
nology and the policies governing those uses within the individual gov-
ernments. Preliminary indications of the impacts of the technology were
gathered from the chief executive officers of the governments. It was
desirable in this phase to establish a reliable profile of the "state-
of-the-art" of computer use in local governments, so the research was
carried out as a census survey including all U.S. cities over 50,000 in
population and ail countries over 100,000 in population. The research
instruments‘were three fairly lengthy questionnaires to be completed by

the local government data processing managers (who each completed two



questionnaires) and by the local chief executives (who each completed
one questionnaire) [19,20,29]. Of the 713 cities and counties in the
population surveyed, responses were obtained from about 75 percent-—-a

remarkably high return rate for a study of this magnitude.

The second phase of the study, for which dafa have just recently
been collected, focuses on establishing the relationships between local
government characteristics, such as the size of the government and its
wealth base, with the kinds of computer technoiogy each has, and with
the policies each uses for its information systems. These correlates
are, in turn, correlated with a set of outcome measures to produce an
environment-policy-technology-outcome profile. With such a set of pro-
files for the policies under study, the objective is to develop contin-
gency recommendations for policymakers. For example, the study might
show that large cities with council-manager form of government and need
for highly specialized computing in its various departments will benefit
from a policy of centralized control over computer acquisition, but de-
centralized computer systems and employment of analysts and programmers
by user departments. The second phase data were collected from a wide
variety of individuals in site visits to 40 cities selected for study
based on a set of pre-defined characteristics revealed from Phase I data.

The data bases collected from these two phases are very large. To-

. iy 4
gether, they contain approximately two million data elements.




Figure 2. URBIS RESEARCH PHASES

PHASE I PHASE I1 FOLLOW-ON
Census Survey Policy Survey Longitudinal
Research in 713 Research in 40 Case Studies
Local Governments Local Governments in 5 - 10
. . Selected from Local
Citl?S 50,000 Populatlo? Phase T Covernments
Counties 100,000 Population Selected from

Exploratory Case Studies

Case Study in Selected
Sites to Provide
Contextual Information

Phase I & 2




I11. THE STATE-OF-THE-ART IN URBAN INFORMATION SYSTEMS

Three aspects of the state—of-the-art in urban information systems
will be discussed in this section: the extent and uses of computer tech-
nology; the impacts of computer technology; and problems with computer
technology. A summary section will provide a perspective on the findings

in these three aspects.

Extent, Use and Organization of Computer Technology

Extent of Computer Technology

Computers are used rather extemsively in U.S. local governments
(Figure 3). Over half of the cities and counties with populations ex-
ceeding 10,000 now use computers. Proportionately more large cities and
counties use computefs than do small, with nearly 100 percent of the very
large cities and counties (populations greater than 250,000) using com-
puters. This difference can be seen as a function of adoption of com-
puting in Figure 4, which shows that computer adoption varies according
to govermment size, and that the pattern of adoption approximates the
logistic curve, characteristic of innovation diffusion [4]. Computing
capability also variles greatly, with larger governments having much
greater capacity asAmeasured by number of cémputer mainframes, computer
core capacity, time—sﬁaring capability and number of applications opera-
tional (Figure 5). This is certainly not surprising, given that the needs
for computing capability probably vary directly with the size of the local
government. A distribution of the kinds oflcomputer mainframes used by
local governments is presented in Figufe_G, clearly showing the dominance

of this market by IBM.
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Figure 6. DISTRIBUTION OF COMPUTER MAINFRAME MANUFACTURERS IN
'~ U.S. CITIES AND COUNTIES, 1975, BY POPULATION?

Percentage of
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with this Manufacturer '
100 T " IBM (city & county)
<_ .
90 +
80 T—
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Other mainframe manufacturers, such as Honeywell, Digital Equipment
Corporation, and Univac do not appear on this chart because their
machines are in limited use in the local governments surveyed.
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Another useful indicator of the distribution of computing activity
over governments of varied populations is through comparison of expendi-
tures for data processing. Figure 7 presents several expenditure indica-
tors as functions of population. Overall, local governments in the
United States spend between .5 and 1.7 percent of their operating budgets
on c¢ata processing activity, with the smallest governments spending pro-
portionately less than the largest, and the largest spending proportion-
agely less than the medium-sized govermments. It appears that the lar-
gest governments might be achieving an economy of scale not attained by
the medium-sized governments, although there may be other explanations
for the bell-shape of the expenditure by population curve. 1In spite of
the relatively small percentage of local government budgets consumed by
data processing, the figure for total data processing expenditures by
governments above 10,000 in populgtion is in excéss of $300,000,000 an-
nually [19, p. 18]. And, this figure is probably undgrestimated. Many
"hidden" costs fof data processing, such as added personnel costs for

user departments, are not recorded as data processing expenditures [33].

Uses of Computer Technology

Computers are put to a wide variety of applications in local govern-
ments, and again, the average number of computer applications per govern-
ment increases as a function of local government size. Figure 8 shows
this relationship for both oﬁerational applications (thosé that are cur-
rently being used) and applications planned for operation within the next
two years. The largest cities (over 500,000 in population) average 65

operational applications and the largest counties average 47 applications.
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The smaller cities (100,000-249,999 in population) average 38 operational
applications and the smaller counties average 24 applications. Some dif-
ferences between the profiles of cities and counties are notable, primar-
ily the fact that the increase in number of operational applications by
size is considerably greater in cities than in counties, and that planned
applications are somewhat more ambitious in citiés than in counties.
These facts indicate that counties move more slowly with development of
applications than do cities, probably because couﬁty applications tend

to be larger undertakings in most cases (e.g., voter registration, pub-

lic welfare, public health, and courts are usually county functions).

These differences in kinds of applications developed in cities and
counties are demonstrated more clearly in Figures 9 and 10 [5]. These
figures indicate the relative development of applications by measures of

"commonality,"

or the percentage of local governments reporting at least
one application in a particular functional area such as police or courts,
and "dintensity" which is the average number of applications within each
functional area among local governments that report at least one appli—
cation in that area. Thus, applications low to the left are relatively
undeveloped in local governments; those high to the left are partially
developed in many local governments; those high to the right are exten-

sively developed in many local governments; and those low to the right

are extensively developed in'a few local governments.

It quickly becomes clear that certain kinds of applications dominate

both city and county data processing. A large fraction of those applications



-17-

suof3eo1Tddy JoO

—————————

Isquny 93visAy
L 09 0S oY o€ 0z 0T
i or T g 7 1 @N
X 1 66-05
- pouueTd
~———s97131)
/
Y’
8Ce z.b % -T 6%2-001

\. "
..-/ —
" i
L] / —

TeuoT3®IadQ : | = pouueTq

S9TITD . ! 8§32T3UnOYH .
9¢ ¥ muw 0z4 + 66%-052 az1g
nu. \ M JUSWUIDA0N

. - TeUOT3IEBIad) \ _,
s9T3Unod N ”

| _ |

s9e Lh® 978 61 @ <4+ 00§

NOIIVINdOd X9 ‘GL6T ‘SINTANIIAOD TVOOT
NI ,,SYVAA OMI NIHLIM QINNVId,, ANV , TYNOILVYZdO, SNOILVDITddV ¥YAINdKOD A0 YAGHWAN 8§ @In31q



-18-

*gaiv sTY3 up Teuorieaado wcoﬁuqu:anu 210w 10 U0 YITA SITITD TP
103 ®aiw Truoj3dunj ayj uj suofiedyrdde Truor3riado 3o iaqunu adeieaw 243 syenba .Sﬂm:uu.:Hn

‘paie STY3l UT suojacdfTdde TeuotiIBIRdO 2a0W 10
Quo 3aey YoIym Jad 3JO @sn Juaiand Y3 Buyiaodax 897372 TT¥ 3o Juadiad ayl sTenba »u:mcossoow

q ALISNIINI 8 L 9 S b € z T
. - n L 4 i 3 i
. _ . ) . . _ s8urpTIng
19p1023y/MIRTD [ \u:n:m
BIOFISTILIS TeITA + £1ddng O JudWLI3A0)
9183TOM 2TTQNd + Suraesutduy Y/ 11y @ vﬂuucoo 19430
s1eljdeol/yaTedd 2114ngd + v +_ 0
. /:o._”umwuuom
£383us OTTqNd = O §371R1QTT + pue syaeg
wcﬂwwwuounomoﬂ v 4 0z
5921N0S3Y UBUMH = 4 \ Cuotaewioguy
s3ano
JUBWUIBA0YH TBIAUIYH = [] 20 uvofjiejaodsueal v 9TT19nd
UOTIBAISTUTWPY/IDUBULY = § :o._”um.uacm/m sdemydTil
uo13Ra3ISTIIY A0307 + pur s12813§
s)}10M JT([(qngd pue gupuoz pue Jupuuvld v A\ ,
JusudoTaraq £3junuwoy = \J Tesoudy ueqan
uop3deioad 3ary Q pue Sufpsnoy
SaN30d1
. T 0%
JududnIojuy
1004 070K /a8raey [eilue) (J apuD pur duisuadi
JLUOWESISsY §
3uyssadoag vivqQ
K1ojusau]/Suiseydang $
3uuusiay ¢ -+ 09
SATITTRINY/
juawaleugy pue Zuylaldpng §
uoF3d83014 IIFTOJQ)
+ 08
uoy3oaTT0y/LInsLar] §
duypjunoddy §
-ﬁ 00T

e ALITVNOWWO0D
SL6T ‘NOLIVINOd 000°0S ¥IA0 SIILID °*S°fi NI SNOILVDITd4V TVNOILVHIAO 40 I11d0¥d "6 aand1g



-19-

*eaiw STY3 uj Touojjviado suojiedjldde siow 10 du0 YIFA s3JIFO T

103J B9 TERUOTIdUN} 3yl uf suojjedrjdde Teuojieaado jo lagqunu adeidae 3yl sTenba zu«m:uucua
*Ba1v 6743 uj suofledjrdde [ruoliwvaado aiow 0

auo 2ABY YOTym 4(i jo ®sn Juaiand ayl Buyjaodaa safjunod e jo jusdiad ® sTunbe zu:m:cesoom

8 L 9 S 7 € z T
1 P i i
QMLISNAINI y t t t t + t
A1ddng as3jeM
Temauay uvqan pue m%ﬂm:osd
s3uTpPTING 9TIqnd [J
u07392301d BIT5 QO uoyaejacdsuval \J +
m:qmwuuoumcwc saraeaqyl V4
5 - S5T3I5T3LIS [CITA D + ~ uoT3ILdId3Y ¥ syucd L oz
£393es ATIAN = OO PRI 4 woTaRIFUTS 7 MWIII///I/

§2221059Y ueunl = + Tvod 1o3oK/odeary TRaUAD (] sfemy8yl{ 9 81292138

Jjusuwulsaoy jeisudy =[] Butuoz/3utuueTg ) 39p10239y [ Juswadiuvjug

: /MI197I apo)y pue Bulsuody]

UOFIVAISTUFWPY/DDULUTY = § )
8}i0M 2}1qng pue .
Juowdotraaag L3junwwo) =\/ YIT®®H 91790d + oy
FANaDAT
Q1ejTeM OFTqRd +
uoF399301g 9d110d O LaojudAu] /Bugseyoang §
Tauuosaag ¢ 1 09
Juawadvue puv 3urialdpng §
durssasoag eiuvg [
s3anoy O
uoj3iealsyday a930p +
|- 08
JUDUELIEEY § uoF3oaT0n/Lanseval] §
3utjunoddy §
4 oot
o ALTIVNORHOD

SL61 ‘NOILVINAOd 000°00T ¥IAQ SIILNACD *S°*Q NI SNOILVOITddV 'IVNOILVMEJO 40 d711i0dd 0T

aan8yy



-20-

with substantial development in many governments are in the finance area.
Police applications tend to be the most intensively developed, although
the range of governments that have them is smaller than with financial
applications. A large number of functional areas show little develop-
ment in both cities and counties, such as housing, libraries, parks and
recreation, and sanitation. Some functional areas are more developed

in counties, such as assessment, public welfare, public health, voter V
registration, and courts. Others are more developed in cities, such as
fire protection and clerk/recorder activities. These differences gen—
erally reflect differences in responsibility for provision of various

local govermment services.

Organization of Computer Technology6

Most local governments have a range of options for procuring com-
puter services., The three most common are to: perform data processing
in-house using the government's own staff and purchased, rented or leased
equipment; join together with other local governments in a shared com-—
puting effort, using some mix of their own and other governments' re-
sources; and, contract with a private service bureau for services.
Figure 11 shows the percentages of local governments that make use of
these various arrangements, broken down by population. This figure in-
dicates that the likelihood of a government doing its own in-house data
processing increases with population size, while the likelihood of using
a private service bureau is inversely related to size. Use of public
regional, or shared, installations is fairly uniform over all sizes of
local-governments, although among cities there might be a slight propen-

sity for smaller governments to use this arrangement.
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Among those governments that now perform data processing operations
in-house, there ére several arrangements fdr locating computing activity.
Because early computer applications were devoted almost exclusively to
financial affairs, many governments first located their computers.in the
finance department. Subsequently, as computers have proven useful in a
wider range of local government‘operations, there has been a trend to
move the computing operation out of the finance department and into an
independent data processing unit, or other appropriate departments.
Figure 12 shows this trend, based on data taken from 1965 studies and
the 1975 URBIS data. Clearly, the computer is ceasing to be regafded
as a tool of finance, and is in many places considered as a functional
activity in its own right. Moreover, there may be a trend toward more
decentfalization of computing to user departments, encoutéged by dévelop—
ment of a wide range of applications and made possible by decreasing costs

of computer hardware.

In summary, computers are used fairly extensively in U.S. local gov-
ernments, and their use is increasing all the time. By all measufes of
use, including year when compuéing was first adopted, expenditures;
sophisticatipn of capability; number of applications, and whether or not
computiﬁg operations are done in-house, the primary correlate is local
government size. Larger local governments got started earlier, spend
more (subject to possible economies of scale), have more applications,
and have more capability. Nearly all the larger local governments have
adopted computer technology. _Smaller govermments, on the other hand,

are just now in or are entering a period of rapid growth in use of the
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technology. It is reasonable to estimate that within 15 years nearly all
local govermments larger than 10,000 population will be using computers

in some way. The average number of applications large aqd small govern-
ments operate will likely increase for quite some time, since the potential
of computer assistance to the full range of local government functions is

still unexploited.

Impacts of Computer Technology

As mentioned at the beginning of this paper, several preliminary
measures of computer impaétsnin local governments were collected in the
first phase of the URBIS Project. These measures were primarily the
opinions of chief executive officers in local governments——mayofs, city
managers, county administrators and county board chairmen. Although
the opinions of these individuals provide only a partial profile of the
impacts from computer technology, they are the most accessible measures
and provide some very interesting findings [19, pp. 24-27].

This section is organized topically, concentrating on various kinds
of impaétsvcomputers have had. These topical aréas of impact are six:
impacts on service delivery to citizens, impacts on privacy and disclo-
sure, impacts on productivity in local administration, impacts on deci-
sion making by top executives, impacts on the wdrk environment of govern-
ment employees, and impacts on planning for local futures. A general

summary discussion will follow these topical discussions.

Impacts on Services Delivery to Citizens

Very few instances of direct services to citizens from computing have

been found in the URBIS research [13]. The vast majority of impacts on
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citizens come indirectly, through improvements in the mechanisms by which
services are delivered. There are cases where computers provide almost
direct citizen service, for example, as with computerized files of stolen
property identifiers that facilitate police efforts to return confiscated
stolen property to rightful owners. But, most citizen contacts with com-
puters come through the mail in the form of notiées or bills for municipal
taxes or utilities. These facts can be ascertained simply by studying the
nature of applications and the distribution of applications in Figures 9
and 10.

Some idea of the general impacts of computer technology on citizens
is provided through two questions shown in Figure 13. These preliminary
data from Phase II of the URBIS study indicate the perceptions of muni-
cipal officials and staff--chief executives, department heads, and staff
in police, planning and finance agencies—-in 40 cities. Most officials
and staff (59.3%) felt computers sometimes create problems for citizens
due to the time required to correct inaccurate computer files, while a
minorit& (41%) felt that citizens' complaints about departments are some-
times related to problems with the computer. In both cases, however, the
percentages indicate the presence of a problem in at least 41 percent of
the governments surveyed--a figure that should be lower if the computer.

is to be an aid to production of citizen services.

.Impacts on Privacy and Disclosure

An important and controversial concern related to computer impacts
on citizens is in the area of personal privacy and disclosure of personal

information held by the govermnment. There are two potential problems
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Figure 13. U.S. CITY OFFICIALS AND STAFF VIEWS OF EDP IMPACTS ON CITTZENS

Type of Impact

Computers sometimes make things
hard for citizens because mis-
takes in computer records take
a long time to correct.

(N = 2231)

Citizen complaints about this
department are sometimes re-
lated to foul-ups or problems
we have with the computer.

(N = 2269)

% of Municipal Officials and Staff Indicating:

Somewhat Somewhat _
Agree Agree Disagree Dicagree
28 32 22 18

18 23 16 43
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with information that might be related to privacy and disclosure [12].
First, there is the danger that sensitive personal information stored in
a record might be disclosed to those who have no right to see it and who
might use it in a way that abridges the rights of the subject of the in-
formation. Second, there is the prospect of unlawful or improper denial
of access to records information held by the government. This may be
denial of access to the subject of the records, or to others who have a
legitimate interest in what is contained in the records.

According to chief executives, computerization of records has not
had much impact on the actual incidence of privacy and disclosure prob-
lems for any given group that might be affected (Figure 14). However,
an adjusted total of all governments that have had at least one problem
of privacy or disclosure related to at least one of the groups indicated
reveals that nearly one-fifth (19%) have had problems. More importantly,
chief executives strongly feel that individuals have a right to control |
information kept on them by their governments, and most feel thap local
governments should establish guidelines and mechanisms to control col-
lection, use, and dissemination of information on individuals (Figure 15).
The impact of computers on privacy and disclosure, therefore, should be
considered a matter of potential difficulty that has not surfaced in a

serious way.

Impacts on Productivity in Local Administrations

The impact of computers on governmental productivity is one of the
most important areas of study [2]. Since a primary reason for using com-

puters is to save resources and improve efficiency of operations. Chief
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Figure 14. U.S. CITY AND COUNTY CHIEF EXECUTIVE EXPERIENCES WITH PRIVACY,
CONFIDENTIALITY, AND DISCLOSURE PROBLEMSA

% of Chief Executives Claiming This
Group has Complained about:
Type of Group Collection or Release Being Denied Access to

or Interest of Personal Information Records of Information

Individuals named in
records 11 17

Professional, civic or
community groups ‘ 11 7

Local government employees 7 : 10

Federal or state govern-
ment agenciles 2 3

Adjusted TotalP 19

a Percentages indicate the proportion of the 571'respondents noting the
problem.

b This Adjusted Total is the percentage of all governments that had at

least one problem of privacy or disclosure related to at least one of
the groups or interests.
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Figure 15. U.S. CITY AND COUNTY CHIEF EXECUTIVE ATTITUDES TOWARD CITIZEN
CONTROL OF PERSONAL INFORMATION

% of Chief Executives Indicating:

Strongly Strongly
Areas of Citizen Control Agree Agree Undecided Disagree Disagree

"Citizens have the right to

control information kept on

them by government officials

including how it is used,

stored and disseminated"

(N = 561) 33 40 17 9 1

"Local governments should

establish guidelines and im-
plement mechanisms to control
collection and dissemination

of personal information on
citizens" (N = 564) 23 36 19 11 6
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executives responded to three questions measuring productivity. As shown
in Figure 16, only a minority of the chief executives believe that com-
puters have generally reduced costs or reduced staff in situations where
they have been applied. Contrarily, a very large percentage indicate
that computers have generally increased the speed and ease of performance
in governmental operations. This presents an inferesting conclusion.
Apparently, the chief executives have little confidence in the propensity
of computers to impact on costs and resources required for operations, but
they strongly believe that computers can contribute to other aspects of
operations such as spced and ease of performance. In other words, im-
pacts have been strongest in augmenting evisting operations; not in re-
ducing the costs of those operations. Chief executives aiso indicated

ah overwhelming belief that computers will become more essential to the

operations of govermment in the future,

Impacts on Decision Making by Top Executives

Results of the chief executive survey show a generally positive
impact of computers on decision making (Figure 17). Strong majorities
of the chief executives felt that computers provide both themselves and
their department heads with assistance, either in the form of information
that was not available before, or in providing helpful information for
decisions. Relatively few of the chief executives believed that the re-

ports produced by computars were too detailed for their use.
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Figure 16. U.S. CITY AND COUNTY CHIEF EXECUTIVE VIEWS TOWARD COMPUTER
IMPACTS ON GOVERNMENTAL PRODUCTIVITY

% of Chief Executives Indicating:

Strongly Strongly
Productivity Impacts Agree Agree Undecided Disagree Disagree
For the most part, compu-
ters have NOT reduced costs
of government operations
where applied (N = 563) 9 42 17 29 3

Computers usually enable a

reduction in the staff neces-

sary to perform a task

(N = 565) 4 28 25 ' 39 5

For the most part, computers

have clearly increased speed

and ease of performance of

operations 23 60 13 4 0]

In the future, the computer

will become much more essen--

tial in the day-to-day

operations of this govern-

ment (N = 564) 56 39 4 1 0
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Figure 17. U.S. CITY AND COUNTY CHIEF EXECUTIVES VIEWS TOWARD COMPUTER
IMPACTS ON DECISION-MAKING

% of Chief Executives Indicating:

Strongly Strongly
Decision-Making Impacts Agree Agree Undecided Disagree Disagree

The computer makes informa-
tion available to department

heads that was not available
before (N = 562) 37 54 5 4 0

Reports and other materials

produced by the computer are
too detailed for my use

(N = 561) 2 18 16 58 7

In general, computers pro-
vide information which is

helpful to me in making
decisions (N = 562) 28 59 6 6 0

a.. . . e - .
Disagreement to this question indicates a positive view towards the
impacts of computers.
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Impacts on the Work Environment of Government Employees

A large number of predictions have been made about the impact com-
puters will have on work environments within organizations. Three of
these--impacts on cooperation among departments, demands for accuracy in
dealing with information, and impacts on supervisor-subordinate rela-
tions--were addressed in the chief executive sufvey. Chief executives
are ambiguous in their feelings about the impact of computers on increas-
ing cooperation among departments and agencies (Figure 18). Although a
plurality of the executives believe computers have increased such cooper-
ation, a large segment do not or are undecided. There is much stronger
agreement that computers have increased demands for accuracy on employees

who handle data, an observation that was antiéipated. However, Figure 19

indicates that computers have had less impact than anticipated on the re-

lationships between supervisors and subordinates. A strong majority of
fhe chief executives (70%) believe that computers have had no impact on
this issue whatsoever. Nevertheless, among those who do believe there

has been an impact, there is a strong belief that computers ha&e increased

supervisors' control over their subordinates.

Impacts on Planning Local Futures

The final impact topic, planning local futures, has been one of the
most talked about in literature related to both planning and computers.

"solve

During the 1960's there was optimism that computers would help
urban problems” through use of models and simulations that would predict

outcomes and allow comparison of development alternatives. These opti-

mistic hopes have not been fulfilled. Very few computerized large-scale
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Figure 18. U.S. CITY AND COUNTY CHIEF EXECUTIVES' VIEWS TOWARD COMPUTER
IMPACTS ON THE LOCAL GOVERNMENT WORK ENVIRONMENT

Percentage Indicating:

Strongly Strongly
Agree Agree Undecided Disagree Disagree

Cooperation among Depts.

"The use of computers and

data processing results in

greater cooperation among

the operating departments

and agencies" (N = 564) 6 43 37 14 1

Demands for Accuracy
"The use of computers
Places increased demands
for consistency and
accuracy upon government

employees in handling . '
data" (N = 564) 22 65 10 3 0
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Figure 19. U.S. CITY AND COUNTY CHIEF EXECUTIVES BELIEFS ABOUT THE
IMPACTS OF COMPUTERS ON SUPERVISTION OF SUBORDINATES

EDP tends to result in LESS super-
visory control over staff

EDP tends to give
supervisors MORE
control over
staff

EDP tends to have NO

- EFFECT on supervisory
control over staff
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urban models are operational today; those that exist are seldom used
[1,24,31]. One can find examples of small, simpler models such as Lowry's
"metropolis'" and some population models, but the large transportation,
land use, housing and economic models are practically extinct as far as
actual planning use is concerned. This is a curious finding, given their
early popularity and the large number of such models built. Apparently
they were jﬁdged worth less than the resources they required to operate
and maintain them.

Computers have had a different kind of impact on planning, howeﬁer,
in the form of two major developmerts in tha ar=z2a of mid-range planning
(2-5 years). The first of thesz is construction of urban data bases,
which include population and demographic data, location énd other geo-
graphic characteristics, land use and housing data, and similar environ-
mental features. These data bases are frequently used to develop social
indicators and to provide input to planning processes involving specific
questions, such as the likely impact of new subdivision development on
local schools. The second use of computerized assistance in planning is
in application of models to optimize use of local government resources.
The best examples of these models are those used in vouting government
service vehicles such as sanitation trucks, allocating police officers
to patrol beats, and determining location of new municipal facilitiés
such as fire stations. = The current use of these twe kinds of planning
assistance far exceeds the current use of large-scale modeling and simu-
lations.

What is the future of urban modeling and simulation efforts? It is

possible that early disappointments with large-scale modeling were the
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result of a poor understanding of where and how computers can assist the
long-range planning effort. Perhaps further experience with use of auto-
mation in planning will provide new insights into how such assistance
can be developed. Also, the creation of urban data bases may eventually
provide refined data inputs for the modeling efforts. But, the real dif-
ficulty to be overcome, at least in the United Sfates, is resolution of
the question of what kind of role the outcomes of urban models and simu-
lations will play in a planning process that is by its nature highly
political. Until such modeling and simulation efforts become highly re-
liable predictors of outcomes, they will be regarded simply as tools to
generate support for one advocacy group or another.

In summarizing the impacts section of this paper, it is necessary
to step back and take a broader look at what the responses to impacts in
the foregoing six topical areas show. In general, there is a great deal
of support and enthusiasm for computing in urban settings, and there is
agreement that computers will become much more important to urban govern-
ment in the future. But many of the anticipated impacts of computers
have not materialized. This is particularly true with respect to predic-
tions about the impact of computers on government productivity and on
planning for local futures and to a lesser extent elsewhere. This ob-
servation about the marginal impacts of_computing is clouded in most
persons' experience by the fact that nearly everyone can cite examples
of specific computer applications that have had substantial and impres-
sive impact on a local government. In maintaining the proper perspec-
tive on the real state of impacts, however, it is important to‘realize

that nearly every local government has one or two exceptionally good
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examples of useful computer applications. But, the great majority of
applications will likely be unimpressive. Thus, examples of exceptional
applications are spread widely but very thinly over the population of
local governments.

In time this condition will probably change as more local govern-
ments adopt the technology and the more advanced governments begin to
move their knowledge out to other governmants. The continued decrease
in cost for computer mainframes of considerable power will serve to ex-
pand use of the technology. And, the pool of knowledgeable people re-
quired to develop applications in the area of vrban informa*ion systems,
which has been smaller than the demand, will grow. Eventually, it is
probable that the impacts of computers will extend out to citizens

directly.

Problems with Computer Techknology

This section of the paper will consider the profiles of use and
impact presented above along with additional information to analyze
problems with computer technologv. This task is particularly important,
since it is in analysis of problems in the context of use and impact
that the sharpest perceptions about the state cf technology use can be
formulated. Also, the study of problems in use of technolozy can pro-
vide valuable direction on how technology should be developed in the
future. It is widely recognized that systems concepts, however elegant
in theory, are subject to a wide array of organizational, social, and
political constraints when they are applied to aa actual problem. Thus,

there are organizational, social, and political problems that arise from
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application Qf systems concepts and technologies, just as there are bene-
fits. Underétanding of these problems refines understanding of the rdles
that applied. systems concepts and technology actually play in organiza-
tional and social settings, and therefore provides a foundation for reso-
lution of impediments to successful and beneficial application.
This section on problems with computer techﬁology will deal with

fourAclasses of problems: expanding use of the technology; maintaining
stability in.data processing operations; managing the computer technolo-—

gists; and sharing the technology.

Expanding the Uses of Computer Technology

Finding ways to expand the use of computer technology within a par-
ticular government frequently is considered a problem among local offi-
cials. Cleérly, introducing the technology is.difficultvand requires
some promotion, but this is the case primarily in new installations.

Most installations in U.S. local governments have been using the tech-
nology for quite some time, and the technology_is established. Interest-
ingly enough, among some of the larger and more established data process-
ing operations, there is an increasing desire to retard rather than pro-
mote expansion. Apparently user departments have become so enamored with
the technology and its capabilities (both realistic and mythological)

that the demand for service exceeds the supply. 1In these cases the data
processing management faces dissatisfaction from users who feel that their
needs are pot being adequately mat.

Figure 20 shows several indicators of the pressure towards expansion
of applications. The current average number of applications operational

in all local governments is 29. Six applications, on the average, are in




~40-

development currently. Yet within the next two years the average number
of applications planned for development is 23. Thus, most local govern-
ments are planning to double their number of operational applications
within two years. Of course, many of these "planned applications' are
optimistic dreams that will not be completed within two years, if at all.
Nevertheless, these numbers show a strong expansionist tendency in data
processing in U.S. local governments. Given the ambiguous impacts of the
technology thus far, this expansionisf perspective seems out of place.
Instead of moving ahead categorically with application development--al-
ways asking ''what application should be developed next?'"--it might be
wise for local governments to begin asking whether anything should be
done next. A short suspension of development activities might allow
time for the benefits and problems with existing applications and opera-

tions to come clear.

Maintaining Stability in Data Processing Operations

"Stability" in data processing operations is a term that describes
the frequency of major changes in the data processing environment over a
relatively short period of time. Figure 21 provides a breakdown of major
changes reported by data processing managers to have taken place in U.S.
local government computing installations over a period of two years. The
extent of changes are comparable between cities and counties, but taken
together the changes show a high degree of instability over the past two-
year period; that is, a large number of major changes. Most installations

have changed the size of their central processor (usually upward), and
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Figure 20. U.S. CITY AND COUNTY EXPANSION OF COMPUTER APPLICATIONS

Average for U.S.
Cities and Counties

Applications in Development 6

Applications Planned for Development over
Next Two Years 23

Applications Currently Operational 29
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approximately one-third of the governments have experienced major changes
in development priorities, generation of their computers, and/or top data
processing management. One-fifth to one-quarter have changed the physical
location of their installation and/or‘the organizational status of the

data processing operation. A surprisingly high 17 percent of the cities
and 15 percent of the counties have changed theif mainframe vendor--a truly

major change in operations.

The important thing about such changes is that each has a multiplier
effect. Changes in hardware bring qhanges in software. Changes in or-
ganization bring changes in management and sometimes changes in develop-
ment priorities. And many governments have experienced three or more such
major changes within the past two years. Changes of this kind can bring
tremendous added costs to the data processing function, whether they are
planned or unplanned. Well planned and managed changes, such as a move
to a new vendor may be, can usually keep costs to a minimum, but costs
might still be quite high due to need for conversion, retraining; re-
programming, and disruption during changeoﬁer. Moreover, many changes
appear to be umplanned. Figure 21 also shows the data processing mana-

"planned" changes in the data processing environment

gers' perceptions of
over the next two years. The most striking feature of the comparison
between "past'" and "planned" changes is their dissimilarity. Using the
past as the best predictor of the future, the estimate of planned changes
seems overly oﬁtimistic. Overall, Figure 15 predicts that the near-term

future changes will be only one-half those in the past. This is extremely

unlikely.
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Instability in the computing environment will probably exist for
some time to come, and may even increase in some categories as new tech-
nological developments emerge. The costs of this instability are rarely
reflected in budgets because they are unanticipated, but it is certain
that they erode the benefits the technoiogy brings. Also, many costly
changes are correlated with attempts to improve service, such as buying
a larger computer, so the benefits of the change might be diminished by
its negative consequences. There is a great need for better understand-
ing of these changes, with a goal of improving ways of planning for change

and reducing the costs of change.

Managing the Computer Technologists

Problems with managing the technology take twp forms: problems in
managing the actual physical technology, much like asset management; and
- problems in managing the technologists who deal with the technology. It
is commonly asserted that tdp managers must be involved in major deci-
sions related to data processing. This is probably true, and some re-
search has been done which correlates successful data processing proceeds
without the direction of top management. The URBIS data indicate that
without top management direction data processing becomes largely "uncon-
trolled," and in some cases might be "out of control."

Figure 22 shows the distribution of individuals typically'involved
in a range of important data processing decisions. The data indicate
that top managetrs (tﬁe chief executives and local legislatures), with
the predictable exception of involvement in major reorganization deci-
sions, are involved primarily in the narrowest of major decisions--pro-

curement of computing equipment. Even then they frequently only pass
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judgment on the recommendations of the government staff. The involvement
of these top managers in such decisions is understandable, given the fi-
~nancial significance and visibility of equipment procurément decisions.
But, it is the decisions about development of the déta processing activity
and its applications that really shape data processing's impéct on the
government. Yet, these lmportant dévelopment decisions appear to be
made primarily by the data processing depértment head and user depart-
ment‘personnél (Figure 22). It is probable that the data processing de-
partment dominates these decisions since data processing has a monopoly
on technical knowledge needed to fully evaluate a proposed applicatdion
(and thus can easily find reasons why a given project should or should
not be undertaken), and because data processing can ''retaliate" against
recalcitrant user departments by providing consistently substandard

service.

Failure_of top management to control the data processing function
can have serious consequénces. Data processing operations in most or-
ganizations are supposed to function as service providers. However, when
top management fails to insure that the data processing operation pro&idés
adequate service to user and management needs, the operation can become
insulated and not accountable toleither management or users. When this
happens, the data processing operation can become a “skill-bureaucracy'--
a self-serving department that dominates its ‘domain through a monopol?
of expertise and technical resources.7 A skill bureaucracy in this sense
seeks to maintain freedom from both managerial and user control, to ex-
pand'its activities, to dominate its relations with users, and operate

by its own standards of professionalism [3,27].
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The data from the URBIS Project indicate that many data processing
units in the U.S. tend toward a skill bureaucracy. This tendency can be
seen in three features. First, the data processing managers see as their
greatest problems shortcomings of users and lack of sufficient resources
for the data processing operation (Figure 23). Contrarily, the problems
given the lowest measure of coﬁcern are inadequacies of the data érocess-
ing staff. Going by the rank ordering in Figure 23, out of 27 problems
listed, the inddequacies of users appear as problems #1, 2, 7, 8, 14, 15
and 16. Shortages of data prbcessing resources appear as numbers 6, 9,
11, 12, 21 and 25. Problems related to the performance of the data pro-
cessing function, on the other hand, are ranked as numbers 13, 17, 18, 19,
22 and 26. Interestingly, based on URBIS Project fieldwork the most com-

mon problems for users are delays in operating schedules and poor perfor-

mance of cbmputer hardware, which rank as numbers 19 and 22 éccording to
the data processing managers. These figures suggest that data processing
managers tend to view major problems as originating from other units, not
from their own. This perspective, coupled with the low ranking of prob-
lems considered important by users, suggests tha; a service orientation
might be lacking in many installations.

The second illustration of the tendency towards a skill bureaucracy
is evidence of expansioniém in data processing departments. Figure 24
presents data on recent changes in data processing operations among the
local governments surveyed. These data offer several indicators of ex-
pansion in data processing operations: 80 percent of the installations

have increased or plan to increase CPU size within the next year, 59 percent
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Figure 23. U.S. CITY AND COUNTY DATA PROCESSING MANAGERS' PERCEPTIONS

OF PROBLEMS2

Average score based on the following values for categories:

2 = Now working on this problem
1
0

No problem in last two years

Rank  Problem Value
1 Users not knowledgeable about EDP 1.54
2 Users underestimate time for development 1.48
3 Large number of old programs to convert 1.30
4 Inadequate documentation for users 1.15
5 Inadequate documentation for operating staff 1.14
6 Too few analysts ‘ 1.12
7 Inaccuracy of data supplied to EDP 1.09
8 Users' expectations unrealistically high 1.08
9 Too few applications programmers 1.08

10 Inadequate documentation for maintenance 1.07

11 Difficulty recruiting good EDP staff .95

12 EDP salaries not competitive within industry .90

13 Application development time exceeds delivery dates .89

14 EDP lacks acceptance of department heads .80

15 EDP lacks acceptance of user department staff .76

16 EDP lacks acceptance of local officials .76

17 Frequent minor software problems .75

18 Programs do not meet user specification .72

19 Operational schedules delayed beyond deadlines .72

- 20 High costs modifying programs to meet requests .66

21 Cuts in EDP design and development budget .51

22 Unreliable performance of comp. hardware ° 47

23 EDP cost too high for local officials .43

24 High cost of training EDP staffs .43

25 Cuts in EDP operations budget .40

26 Unreliable performance of operating system .39

27 High costs to train users to use EDP applications .38

2N = 495

Was a problem but has been well resolved (in last two years)
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have changed or plan to change generation of machine in the next year;
and the average number of applications under development or planned with-
in the next two years is nearly (96.9%) equal to the number now opera-

tional.

. Similarly, Figure 25 indicates that the distribution of programmer
and analyst time spent on various activities is weighted toward working
on new applications (22% in design of néw applications plus 25% in pro-
gramming and debugging new applications equals 47%), while a much smaller
segment of time is devoted to improving existing operations (11%Z for re-
conceptualizing old designs, plus 19% maintaining existing programs
equéls 30%). Moreover, the managers feel that these areas of new develop-
ment effort should be increased in the future relative to working with
existing applications.

The third feature of the tendency towards a skill bureaucracy is
weak control over data processing by management and users. This feature
is particularly important in interpreting these data as indicators of
skill bureaucracy. With only the evidence of the data processing mana-
gers' perceptions of problems and the expansionist behavior of data pro-
cessing organizationé an alternative theory could be developed. 1In
brief, one might argue that it is high user demand for services that
creates the managers' perceptions of problems with users, the concern
about expanding resources for data processing, and the emphasis on dev-
elopment of new applications. The managers, this argument might claim,
are merelyltrying in good faith to satisfy great and sometimes excessive

demand with limited resources. This argument would be persuasive if
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Figure 24. U.S. CITY AND COUNTY RECENT CHANGES IN COMPUTING OPERATIONS

Change Value

Recent major Increase in CPU core size 62% of governments
Major increase in CPU core size planned in next year 18% of governments
Recent change of machine generation 417 of governments
Change of machine generation planned in next year 187% of governments

Average number of automated applications currently
under development 6.0 applications

Average number of automated applications planned
within next two years 23.1 applications

Average unmber of currently operationsl automated :
applications 29.2 applications

Applications under development or planned as a
percentage of currently operational applications = 96.9%
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users had a major influence on important data processing decisions. How-
ever, the data in Figure 22 (shown earlier) indicates that the data pro-
cessing department has primary influence in all but two important deci-
sions--reorganization of the data processing function and procurement of
new mainframes. And, those two decisions have little to do with day-to-
day delivery of services to users. In all other.decisions, data process-—
ing has primary influence and could eaéily dominate the relationship--
for example with user departments over development of new ;pplications.
It must be remembered also that Figure 22 presents the data proceésing
manager's beliefs about who is involved in decisions. These managers
might feel that users have more input to application decisions than the

users feel they do. .

What are the implications of this skill bureaucracy tendency? On
-ﬁhe one hand it might be argued that the impact is minor in the sense that
users. are receiving at least a measure of the service they might be re-
ceiving if they had better control over data processing. It might even
be the case that users are now fairly satisfied with the service, as a
result of persuasion by data processing that the users are receiving good
service given the "technical constraints understood only by the computer
professionals. There is the danger, however, that a skill bureaucracy
causes greater problems by ﬁakipg the needs and“objectives of top manage-
ment and users secondary to its own. This can result in several common
occurrences in local governments:

1. Applications will be technically sophisticated and

refined, but not particularly useful to tdp managers

OT users.
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Figure 25. U.S. CITY AND COUNTY ALLOCATION OF PROGRAMMER AND ANALYST
STAFF TIME IN COMPUTING INSTALLATIONS

Mean 7 of over
all programming

Area in need
of increased

& system analyst activity |
Activities time
Analysis and design of new programs 227% 457
Programming and debugging of new applica-
tions programs 25% 10%
Reconceptualization designs of old
applications 11% 147%
Maintaining applications programs 19% 1%
Maintaining-operating system software 9% 17
Documentation 8% 25%
Other 6% 3%




-53-

2. Hardware has excess capacity and sophistication (and
thus great resource requirements) relative to ser-
vices provided to users and top managemenf.
3. A propensity to move ahead in automating new appli-
cations without a clear expectation of benefits.
4. A dependency of top management on fhe data process-—
ing department for critical informétion needed to
determine development priorities, thus giving data
processing an exceptionally strong influence on
setting of those priorities.
While these problems seldom threaten the functidns of local govern-
ments in a major way, they indicate less than optimal use of computing
resources in the interests of urban planning and management--which in it-

self is a serious concern.

Sharing Computing Technology

The final problem area to be discussed in this section relates to
sharing of computing technology. This subject can be understood more
readily in the context of the concept of "technology transfer."9 Tech-
nology transfer refers.to the moving of technology from the place it was
developed to another place where it is needed. This notion, which is
very much in vogue these days, is based on several tenets: that trans-
fer saves tremendous costs for the transferee; that transfer is an easy
and simple task; that transfer allows establishment of sophisticated tech-
nologies in unsophisticated locations much more quickly than if the tech-
nologies were developed locally. These tenets of transfer all have strong

intuitive appeal, and if true, indicate that technology transfer is the




key to a great many problems of expanding the use of, and therefore the
benefits of, techmology. Unfortunately, the benefits and costs of trans-
fer come together in a complex environment, and there is evidence that
many transfer projects have a low net benefit.

Transfer in the context of information systems most often refers to
transfer of computér applications from site to site. The URBIS Project
data on transfer of applications indicate complexity and ambiguity in out-
comes. Generally, there is great support among chief executives in local
governments for the concept of transfer (Figure 26). More than half be-
lieve that it is best to transfer applications from other local govern—
ments, and another 14 percent believe it is best to transfer (buy) pro-
grams from vendors. But despite this strong preference for transfer,

comparatively few governments actually transferred applications.

Figure 27 presents statistics on transfer in U.S. cities and counties.
These data show only 22 percent of cities and counties have transferred
applications into their governments in the last two years, and only 23
percent plan to transfer-in applications during the next two years. The
overlap between those that have transferred and those that plan transfers
is about 66 percent. Also, Figure 27 indicates that the average number
of.applications transferred-in among governments that have transferred
is low--only 1.5. Both the incidence of transfer among governments and
the number of applications transferred is lower than would be expected

based on the supporting arguments for transfer.
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Figure 26. U.S. CITY AND COUNTY CHIEF EXECUTIVES' PERCEPTIONS ON
DEVELOPMENT vs. TRANSFER OF COMPUTER APPLICATIONS

Obtain a working

program from a
vendor and modify

it to fit

Transfer-in a
working version
of the program
from another
government and
modify it to fit

Have in-house EDP
staff develop the
application from

scratch

Note: Only applies to those governments now using computers.
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Figure 27, U.S. CITY AND COUNTY ACTUAL AND PLANNED TRANSFER OF

APPLICATIONS
Have Plan to
transferred transfer in
invlast 2 yrs. next 2 yrs.
CITIES
Percent of governments 187 227
Average number of applications 1.4 1.5
COUNTIES |
Percent of governments | 297 ' 25%
Average number of applicationé 1.6 19
TOTAL, ALL CITIES AND COUNTIES
Percent of governments 227 v 237

Average number of applications : 1.5 1.7
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It is also interesting to look at the kinds of applications that
are being transferred. Figure 28 presents a breakdown of all applica-
tions that have been transferred more than three times. This list
represents over two-thirds (115) of the 149 transfers recorded in the
data. Many of the applications recorded here are simple, stand alone
batch applications in "bread and bufter" functional areas such as bud-
geting and revenue, accounting, courts (docketing and scheduling), wel-
fare (payments and records), voter registration, and central garage
(scheduling and maintenance records). The others (police, geoprocessing,
and transportation), are areas in which there may be sophisticated ap-
plications, but they are also areas in which the federal government has
extensively promoted and supported development and transfer efforts.
Thus, of the few applications that do get transferred among local gov-
ernments, the majority are either simple and unsophisticatéd applications,

or are products of external support from federal assistance programs.

The final difficulty in the transfer argument is demonstrated in
Figure 29. This table indicates the comparison between the state of
development in cities that have transferred applications and those that
have not. Although this table éhows only data for cities, the data for
counties are comparable. These data show that the greatest number of
transfers occur in the most sophisticated sites--those with the largest
average data processing expenditures, the largest computers, the largest
number of applications, the most applications on-line, and the highest
level of documentation. This contradicts the claim that transfer moves

technology from more sophisticated to less sophisticated sites. Instead,
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Figure 28. U.S. CITY AND COUNTY APPLICATIONS TRANSFERRED BY
FUNCTIONAL AREAZ

Area Number Transferred
Budget and Revenue 24
Accounting 23

Courts 19

Police 15
Welfare 12

Voter Registration. 6
Geoprocessing 6

Motor Pool - Central Garage : 5
Transﬁortation 5

All others . Less than 5 applica-

tions each

%This shows only those functional areas in which there were five or more
applications transferred. Applications listed here equal 115 out of a
total of 149 applications transferred. ‘
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it appears that transfer is most common among sophisticated sites. The

less sophisticated sites do little transfer.

Given the potential to applications transfer, one may ask: Why
hasn't transfer flourished? Although the transfer concept is sound in
general principles, it falls down By ignoring critical realities about
the conditions of local government computing. There are two major as-
pects of transfer that its promoters often overlook. First, transfers
are not always easy and they do not necessarily save money. In fact,
transfers are often difficult and expensive to effect. There are several
reasons for this. The most common is that applications developed at one
site are often not suitable to the local needs of another site. This is
particularly true with applications developed by the federal government
to serve federal purposes, but which must be implemented locally. The
local government bears a cost and gets relatively little benefit. An-
other problem is differences in hardware and software between transfer
sites. Overcoming incompatibility problems is sometimes a costly and
frustrating task. Applications designed to work within the context of
one site's operation may not fit another site's standard operations,
causing problems with users. Yet another difficulty is lack of suffi-
cient documentation-—a problem that makes evaluation of a potential trans-
fer application almost impossible. Finally, there is less enthusiasm
among the local data processing personnel for transferring-in an applﬁ—
cation than there is for developing one in-house, since in-house develop-
ment alloﬁs more creativity and 2 sense of accomplishment. All these

factors can drastically inhibit the ease and benefit of transfer,
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Figure 29. COMPARATIVE STATE OF EDP DEVELOPMENT AMONG U.S. CITIES THAT
HAVE TRANSFERRED APPLICATIONS

Indicators of EDP Transfer All URBIS
Development Status Sites Cities
Average EDP expenditures $948,384 $572,210

Average EDP expenditures as a
percent of total operating budget 1.6% 1.0%

Average total core capacity
in bytes 515K 165K

Average total operational
applications 39 : 28

Average total operational
applications on-line 12 6

Average total operational appli-
cations with documentation 25 16
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A second aspect of transfer often overlooked is that there is bene-
fit in "re-inventing the wheel” for the local government. There are very
important benefits for local governments in doing in-house development,
despite higher initial costs. The application is tailored from the
start to fit the particular circumstances it must operate in, and, per-
haps more importantly, the local government staff learns in detail about
the application as it is built. The learning benefits of in-house dev-
elopment become especially important later on, when it is time to main-
tain or modify the application.

Why are these observations about transfer so important? Primarily
because they contradict the premises behind the popular transfer argu-
ments. Since the transfer concept is so alluring at first glance, and
since the.majority of chief executives believe that transfer is the pre-
ferred method of acquiring applications, it is necessary that the facts
about actual transfer experience temper what may be unwarranted enthu-
siasm for the concept, More important, howevef, is the fact that further
study into the problems of transfer may reveal solutions that enable
transfers to take place more successfully and widely. This would allow
local governments to capitalize on the proclaimed benefits of transfer,

which, if attainable, are certainly worth achieving.
SUMMARY OF STATL~OF-THE-ART

Taken together, the foregoing characterizations of local government
computing suggest several summary comments on state-of-the-art. It is
clear that use of information technology in local governments is quite

extensive, although this use is not particularly sophisticated in most
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sites. Those governments that do make extensive and sophisticated use of
the technology are typically the larger governments. Smaller governments
appear to be "catching up" to the state-of-the-art in larger governments.

Regardless of the state-of-the-art of computing in any local govern-
ment, all governments face certain problems with the technology. Those
problems discussed in this paper relate to expanaing use of the tech-
nology, maintaining stability in data processing operations, managing
the technologists, and sharing the technology. These are only illustra-
trative of the range of problems local gévernments face; there are other
problems of equal seriousness not discussed here, such as finding abprop—
riate organizational configurations for computing departments, improving
procurement procedures for acquiring computing capability, and developing
standards in hardware and software configurations to facilitate compari-
son and transfer,

The problems facing local governments in using the technology are
probably responsible for the ambiguous impacts of the technology on local
governments. It is fair to say that the benefits from computing technology
are less spectacular than many predicted, but they are nonetheless pre-
~sent. Usually the benefits take the form of small, incremental improve-
ments in operations and decision making. Taken as a whole, these small
improvements probably represent a major step forward. Névertheless,
nearly all agree that there is much difficulty to overcome before com-

puting will bring the beneficial impacts people believe it can.
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IV. A POSSIBLE IIASA ROIE IN STUDY OF URBAN INFORMATION SYSTEMS

On an international level, there is a need for further cooperation
and exchange in the area of urban information systems. Some such exchange
has taken place through a variety of channels over the past ten years,
particularly through the-efforts of such groups as the Organization for
Economic Cooperation and Development, the International Bu(eaﬁ for In-
formatics, and Data for Development. Other, smaller projects have en-
couraged cooperation between individual nations. Still, there is a need
for more extensive and continuing cooperative work on the international
level. IIASA could play an important role by virtue of its strong posi-
tion as a central information exchange that is both affiliated with all
the industrialized nations and concerned for the developing countries.

As this paper indicates, there has been much expansion in use of
urban information systems within the United States in the past 15 years.
According to information presented at the recent OECD international semi-
nar on "Information Technology in Local Government" (November 1976, Paris),
the rapid growth of urban information systems exhibited by the United
States is also occurring in other OECD member nations. Similar growth
and interest is present in the Soviet Union, as evidenced by the recent
Soviet-U.S. exchange program on the Application of Computing to the Man-
agement of Large Cities. IIASA could perform a valuable role in serving
as a center for study and exchange in this area.

Several useful projects'could be undertakea in the near future by
such a center. First, it would be worthwhile to collate the findings of

the current and recent studies of urban information systems at a single
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source, and to integrate the findings of these studies in a comprehen-
sive worldwide overview of the field. This would be a source of infor-
mation for all nations, and would provide a benchmark against which in-
ternational progress in this field could be judged. Second, comparative
analysis of approaches to use of urban information systems could be done
to point out the viability of different strategiés for use of the tech-
nology in different conditions. This comparison ﬁould yield exaﬁples of
applications that have universal applicability, thus creating a source
for information about the various methodé of applying computing techno-
logy to urban problems. Finally, the center could publish a useful
handbook of urban information systems that would Aescribe the applica-
tions of computing in urban areas. All these publications would provide
useful education and advice for developed and developing countries alike.
More broadly, there are three areas in which ITIASA can establish
ongoing study. The first of these is a continued statistical portrayal
of the state-of-the-art in urban information systems, based on data from
periodical studies performed in various countries. The second of these

is a continuing review of "

generic applications"~—application$ that have
international applicability. Examples of such applications might ﬁe:
1. Sophisticated analytics: population, land use, reve-
nue and other forecasting models.
2. Information and referral: health, education, social
services, recreation, and other information.services
for governmental and public uses.

3. Geoprocessing: use of geographic data in planning,

housing, renewal, public works, and so on.
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4. Process control: traffic control through automated
signals, water and utility distribution and control,
dispatching systems.

5. Reservation systems: transportation reservations,
recreation and cultural events.

6. Resoure control: inventory control, vehicle fleet
management maintenance, scheduling, manpower allo-
cation, cash management, budget monitoring.

7. Facility location: optimal location of fire stations,
hospitals, parks and recreational facilities.

The third area of ongoing study is into processes for managing in-
formation technology. The need is particularly great for study into
problems associated with introduction and development of the technology,
develobment of data bases and operations, organi?ation of the data pro-
cessing function, and training of persomnel for the data proceséing
operation.

In order to carry out such ongoing sgch, it wﬁuld be advisable f&r
ITASA to establish, in-house, one or two international experts in the
urban information field for a period_of two or three years. These in-
dividuals could develop a program of study and publication, based on:con—
tributions by a wide range of internafional experts. These other experts
might contribute through several channels: international conferences
built around solicited papers; specific study projects in different
countries;.short—term visits (6 months to a year) to IIASA headqqarters
to work on projects. Other mechanisms for invol?ing international ex-

perts are available and might be tried as well. A dedication to furthering
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the understanding and beneficial use of information technology in urban
settings is, of course, a prerequisite for such ongoing study. Given
such a dedicatjon, it is likely that ITASA could perform a major posi-
tive role in advancing the field of urban information systems on a world-

wide basis.
V. CONCLUSION

This paper has presented an analytical overview of urban information
systems in the United States from the standpoint of the extent of use, the
impacts of the systems, and the problems with the systems. The data pre-
sented reveal extensive use of the technology, with ambiguous impacts and
frequently difficult problems. It is likely that these findings are con-—
sonant with the situggéon of other urban information systems around the
world. It is hoped that better understanding of all three facets of
urban information systems—-use, impacts, and problems——will provide ans-
wers to improved application of the technology toward solving the serious
problems facing urban centers in both the United States and the rest of
the world. IIASA, given sufficient interest in and dedication to the
study of urban information systems, might provide an international center

for expertise and information exchange on this important subject.
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NOTES

The findings presented here about the use, impact and problems of
computers in local government are the result of joint work by the
authors and other members of the URBIS Research Group, particularly
James N. Danziger, William H. Dutton, Rob Kling, Joseph R. Matthews,
Alexander Mood, Alana Northrop, and David“G. Schetter. .However, the
descriptions and conclusions about the p?esent status of urban in-
formation systems are the opinions of the authors. Tbey should not
be ascribed as oplnions of the other members of the URBIS Research
Group, or of the National Science Foundation which has‘supported
this research through a grant for the URBIS Project.

See [30, 34, 39, 40, 41, 42, 43, 44] for other discussions related
to the study of technology and its impacts.

The URBIS Project is a multi-year, nationwide study formally titled
"An Evaluation of Information Technology in Local Government.' De-
tailed description of the project can be found in [22]. A éomplete
explanation of the.empirical research design being used in the study
can be found in [8]. Similar study has recently been completed by

a panel of the Organization for Economic Cooperation and Develop-
ment involving nine member nations of the OECD. The URBIS Project
has served as the United States input to that panel's study [5].
Projects similar to the URBIS project in design are now being pianned
in several countries, including Great Britain, Gérmany and France.
For further information on the work of the OECD in this field, see

[11, 25 and 35].
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A data element is the response of one individual (or local govern-
ment) to one questionnaire item.

The information presented is taken primarily from [15, 20 and 29].
See [28 and 33] for more extensive discussion_of these topics.

This discussion is taken primarily from Danziger [3].

Several categories from Figure 25--"maintaining operating software,"

"documentation,”

and "other'"--are not used in this discussion and
comparison because they are related to both "new'" and "o0ld" develop-

ment.

This discussion is taken from Kraemer [15].
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