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PREFACE

This Research Memorandum contains the work done during the
stay of Professor Dr.Sc. Jean Thoma, Zug, Switzerland, at IIASA
in November 1976. It is based on extensive discussions with
Professor Hifele and other members of the Energy Program. Al-
though the content of this report is not yet very uniform because
of the different starting points on the subject under consideration,
its publication is considered a necessary step in fostering the
gelatgd discussion at IIASA evolving around the problem of energy
emand.
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ABSTRACT

Thermodynamical considerations of energy and entropy are
being pursued in order to arrive at a general starting point
for relating entropy, negentropy, and information. Thus one
hopes to ultimately arrive at a common denominator for quanti-
ties of a more general nature, including economic parameters.
The report closes with the description of various heating appli-
cations and related efficiencies.

Such considerations are important in order to understand
in greater depth the nature and composition of energy demand.
This may be highlighted by the observation that it is, of course,
not the energy that is consumed or demanded for but the informa-
tion that goes along with it.
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ENERGY, ENTROPY, AND INFORMATION

1. INTRODUCTION

The object of this report is to clarify the relations bet-
ween energy, entropy, and information on the basis of their
physical principles. One application is the negentropy city
project after C. Marchetti [1], where mechanical power to a city
is supplied as compressed air without any net energy flux (Sec-
tion 4.2 below). Further applications are the global entropy
balance of the earth between incoming solar and outgoing space
radiation, efficiency assessment of solar power, and description
of energy degradation for heating.

The well-known limited efficiency of the conversion of ther-
mal to mechanical or electric power will also be illustrated.
Hence, if only one third of the thermal energy can be converted
into electricity, this is not a waste of two thirds of the fuel
as cited by A. Lovins [2]. Certain improvements can be expected,
but only at the combined expense of other factors like capital
and labor. Further, it is not always realized that this con-
version can, at least approximately, be reversed by the known
entropy (or heat) pump. This allows to make available, e.g.
for room heating purposes, a thermal power flow or heat about
three times the electric or mechanical energy consumed (Section
4.2 below).

Speaking about efficiency, S. Schurr et al. [3] distinguish
technical (or thermal) and economic efficiency. Only the former
is a physical concept, basically defined as useful energy out-
flux divided by energy influx. Economic efficiency refers to
obtaining a maximum of outputs from a set of inputs like capi-
tal, labor, and energy. Hence, a technically efficient system
can be economically inefficient if it requires much more labor
and/or capital, or vice-versa.

We feel that the fundamental gquantity consumed is not energy
but rather negentropy or information [4]. In fact, due to uni-
versal energy conservation, all losses appear as waste heat and
strictly no energy is lost. Waste heat is produced in the form
of an entropy flow generated by all kinds of friction processes,
which can never be eliminated entirely. Negentropy is a short
word for negative entropy, whence entropy generation corresponds
to negentropy consumption. This in turn corresponds to the de-
struction of information, or rather micro-information, which is
related to the macro-information of communication theory, as will
be shown (Section 2.4).



We use here a new interpretation of entropy as thermal
charge [5]1 rather than its usual definition as an abstract
H{Clausius) integral. 1In this phenomenological sense entropy
is necessarily connected with any kind of heat flux, just as
electric charge flow or current is necessarily connected with
electric power flux. The thermal power flux is then the product
of entropy flow and of absolute temperature in the case of con-
duction, but for convection a form factor must be included (Sec-
tion 4.1). This approach is often called network-thermodynamics
according to G. Oster et al. [6], and is especially useful in
chemical thermodynamics [7].

There is also the statistical interpretation of entropy as
a measure of disorder according to Boltzmann, or of negentropy.
as order. It has been used for a theory of system complexity
by L. Ferdinand [8] to derive a probability distribution for the
number of defects by maximizing the entropy functional (equation
4 below). The same entropy functional is also used by S. Bagno
[9] to explain economic activity, together with mathematical
tools from communication theory.

2. VARIOUS ASPECTS OF ENTROPY

The concept of entropy introduced by Carnot and Clausius
in the 19th century has essentially the following three aspects:

(1) phenomenological entropy governing the operation of heat
engines, where it acts like a thermal charge;

(2) statistical entropy as a measure of disorder according
to Boltzmann; this is a kind of theory of structure

of the thermal charge;

(3) the information content of a message according to
Shannon, as part of communication theory; here infor-
mation is often compared to negentropy.

We feel that these are aspects of essentially the same, very
fundamental quantity, as advocated first by L.M. Brillouin and

more recently by J. Peters [10]. A very thorough discussion of
the relation of entropy and information with a view to biological
applications was made by H. Atlan [171]. However, this identifica-

tion requires some qualifications and precautions since techni-
cal information and entropy appear to have different properties.

2.1 Phenomenological Entropy

??enomenological entropy is coupled to thermal énergy or heat
Q

flux by

1We speak of flow when we refer to movement of charge (elec-
tric, thermal = entropy, mass, or volume), and of flux for move-
ment of energy. The flux is then obtained from the flow by multi-
plication with the appropriate effort variable (voltage, absolute
temperature, pressure etc.).



Q = T - S [ (1
with T being absolute temperature, and S entropy flow.

The fundamental equation (1) defines what entropy "really"
is, from which the usual, Clausius, definition can easily be
derived [12]. As an aid to visualization, entropy is often com-
pared to a gray paste. Equation (1) corresponds closely to the
equation between electric power, charge flow (current), and
voltage. Strictly speaking, it applies to conduction only, while
for convection, i.e. entropy transport with mass flow, a form
factor of about 0.5 to 1.0 must be applied both in the thermal
and the electric case [7].

Entropy as thermal charge has the following properties,
some of which are the same as of electric charge:

(1) Entropy is conserved in frictionless processes and
machines. Such processes are reversible.

(2) Entropy is generated by various friction processes
which are unavoidable in real machines. Thus friction
is essentially irreversible.

As an illustration of the frictionless process, Fig. 1
shows a conversion engine working between two temperature sources
with temperatures T4 and T, (analogous to voltage sources in
electronics, but often called heat reservoirs) to extract mecha-
nical power. The thermal power is supplied from source T4 with
a certain entropy flow S1 according to equation (1); the entropy
flow must be deposited in the low-temperature source T,, just
as an electric motor needs a return wire for the electric charge
to flow out. PFor this a power é1T2 is required. Hence, the
efficiency of an ideal engine defined as mechanical power out-
flux divided by thermal power influx is

T, - T
n = 2 . (2)

Equation (2) is the celebrated Carnot formula.

An efficiency of 50 per cent of an engine working between
600 K and 300 K is then just as evident as with an ideal electric
motor between 600 and 300 volt.

The ideal engine of Figure 1 is completely reversible, and
can be used to pump entropy from a low-temperature source to a
high-temperature source. This is the well-known heat pump, which
we prefer to call entropy pump, since entropy is the characteri-
stic thermal quantity transported. The efficiency of the entropy
pump is the reciprocal of equation (2), and can become much larger
than one if the temperature difference is small.




“ s T4 M
C‘} T,———= ENGINE x
. S1
E (mec) .
132 T2
Q2 5
T
2

Fig. 1 Conversion of thermal energy from a source at high
temperature T, into mechanical power. The conseguent
entropy flow S, must be deposited in the (reversely
driven) cold source T,, for which the power 5§, T, is
needed. The engine iS assumed to be friction%ess (no
losses), and thus S, = S,. The figure is a double re-
presentation with intern%tionally standarized fluid
power symbols (left) and bond graph symbols (right).
(0 = heat; E = energy; S = entropy; T = temperature;

M = angular momentum; W = angular velocity)

The efficiency formula (2) implies that the outgoing entropy
flow (heat flux) is worthless, which is the basis of the opinion
that during mechanical or electric power generation two thirds
of the thermal power is wasted. In fact, in many cases it is
possible and "economically efficient" to use the entropy out-
flow for home or chemical process heat. Such an installation
is called a total energy system or cogeneration system [2]. A
familiar example is the private car, where part of the entropy
outflow is used to heat the cabin in winter without additional
fuel consumption.

For friction processes generating entropy one must use a
slightly more general definition than usual, as follows:

(1) all kinds of friction like mechanical, hydraulic,
electric, or chemical [7];

(2) heat conduction under definite temperature drop;
(3) mixing of fluids of different chemical species.
All these friction processes are irreversiblez, and generate

entropy flow and absolute temperature equal to the dissipated
power. The temperature that is reached depends on how well one

2Mixing can be made entropy-conserving and reversible by
semipermeable membranes.



succeeds in removing entropy, a phenomenon known from over-
heating of friction brakes. All real machines have some
friction-generating new entropy. In the case of the conversion
engine of Figure 1 it must be deposited in the low-temperature
source and reguires additional power, thus reducing the real
efficiency.

The various properties of phenomenological entropy are
conventionally all thrown together into the second law of
thermodynamics. This law has then many different aspects, a
fact that disturbs the understanding of phenomenological thermo-
dynamics.

It should also be noted that, by inclusion of thermal effects
or entropy production, all friction processes become power-
conserving, which is the first law of thermodynamics. In this
sense an electric resistor is 100 per cent efficient and con-
verts the total electric power into heat. Clearly, con-
ventional efficiency is not a very good indication of the per-
formance of thermal machines, as will be discussed further in
Section 4.

Heat conduction is also a power-conserving process. Entropy,
and correspondingly heat, always flows from a higher temperature
T1 to a lower temperature T, and produces additional entropy
flow according to the equation :

S S R (3)

The main difference between thermal and non-thermal energy
is that, with thermal friction (heat conduction), the generated
entropy remains within the thermal domain. With non-thermal,
e.g. electric friction, the dissipated power transfers from the
electric to the thermal domain. This bias of nature towards
producing entropy is an indication that entropy is really a
kind of disorder or random vibration of atoms and molecules.

The logical unit for entropy is joule per kelvin (J/K),
and for entropy flow watt per kelvin (W/K). Familiarity with
some typical values is useful; for instance, 1 MW at 300 K
corresponds to 3.3 kW/K.

The bond graph notation, developed originally for.inter—
disciplinary dynamic control systems, is especial}y suitable
for visualization of phenomenological thermodynamics [13].




2.2 Statistical Entropy

Entropy was explained by Boltzmann as a measure of disorder
in his famous formula
s =%k L P In p (4)
i

i ’

2

where k is Boltzmann's constant equaling 1.38-:10" 3 J/K, having

the dimensions of entropy.

The symbol p; denotes the probability of occupation of a
microstate. . Equation (4) refers to one particle, or strictly
to each degree of freedom having several microstates. There can
be an infinite number of microstates, but the sum over the prob-
ability p. must converge since it ecguals one, corresponding to
the certalnty of finding the degree of freedom in some state.

For the entropy of a piece of matter, the contributions of
all degrees of freedom are summed, each contributing its entropy
share. The total energy of a degree of freedom is E = kT and
acts as a constraint on the probability P since

E =1L € Py (5)
i
with €5 being the energy level of each microstate.

At very low temperatures some degrees of freedom freeze out

and no longer contribute to thermal energy. This is necessary

to prevent the incremental entropy capacity, i.e. specific heat
divided by absolute temperature, from diverging. At zero tem-
perature, all degrees of freedom are in the lowest state with

a probability of one, the other probabilities being equal to zero.
Hence, equation (4) gives zero entropy (S = 0), known as Nernst's
heat theorem or third law of thermodynamics.

The distinction between microstates, degrees, and freedom and
the entire piece of matter is important for the connection with
information theory. According to eguation (4) one can definitely
speak of the entropy of a single degree of freedom.

2.3 Technical Information

Information according to Shannon is the irreducible content
of a message of consecutive signals. Each signal occupies a
certain position in the message and can assume several discrete
values (or symbols), each with a probability Py (where i runs
m
from 1 to m, and I p; = 1 is a probability normalization).
i=1

The information transported by a given symbol i is 14 p.
when I know that it has appeared. The logarithm to base 2
(log dualis or 1d) is chosen because a decision with 50 per cent



probability gives one unit of information, customarily called
a bit.

The mean information contribution by this symbol is p. 1d Pj

and the mean information per position in the message is thé& sum
of all possible signals, the Shannon or confusion functional:

. 6
ld p, . (6)
Since the probabilities are smaller than one, the minus sign

assures a positive confusion functional.

In the case of binary symbols (m = 2) and with P = P,
P, = 1 - p we have

H=-pldp-(1-p) 1d (1 - p) . (7)

To clarify some properties of information it is helpful to
look at the schematic representation of a communication system

(Fig. 2). Information is stored in the elements of the trans-
[ T.
J=n
jct jct
SCANNER ij=1
TRANSMITTER COMMUNICATION 'RECEIVER
MEMORY LINK MEMORY

Fig. 2 Schematic representation of a communication system
with transmitter memory (left), and a communication
link to the receiver memorv (right). The receiver
memory has n elements, each corresponding to a
certain guestion with probabilities P, for the
possible answers. The transmitted information is a
measure of the changes between the best estimates
of p. before and after receiving the message, com-
bined according to equation (8).




mitter memory, read consecutively by a scanner, and sent over a
communication link such that a position in the message corresponds
to each memory element. At the receiver, another scanner enters
the signal of each message position into the appropriate element
of the receiver memory.

In the memory of the receiver there are several elements

3 = 1...n, each corresponding to a certain question (e.g.
what symbol goes into element 5?) with a range of answers
i = 1...m, and corresponding probabilities p. (or strictly,

Pij)- The mean information contained in each elément of the
memory is given by the confusion functional

i i - (8)

Before receiving the message, the receiver will have a certain
idea of the set of probabilities, p.. After the message has
been received the probabilities will change in general, and
the transmitted information is defined as the difference of
the confusion functional before and after reception.

I =-(H ) B (9)

after ~ Hpefore

To use a numerical example, suppose that a memory element has
1024 answers with an equal probability p; = 1/1024 for each

answer before the message. Then H is ten. After recep-
before

tion, one answer is certain (pq) and the others have zero prob-

ability, giving H fter = O- Hence, the information gained by

the message is ten bit.
Information can be easily lost in the following ways:

(1) If the probability assessment is not changed by
reception of the message, that is, if the message
tells what the receiver already knows. This is
redundancy or redundant information.

(2) If the message contains a signal that does not corres-
pond to any element of the receiver's memory. In this
case it answers a question that has not been asked.
This is irrelevance or irrelevant information.

(3) If the scanners become desynchronized.

(4) If the signal is mutilated by noise.

Technical information has the important property that the

memory of the transmitter is not erased by passage or reading

of the scanner: Technical information can be multiplied at will.

It should be noted that information transport always refers



to a definite set of questions or memory elements, and depends
on the receiver's subjective assessment of the probabilities
before and after the message. If nothing is known before the
message, one can assign equal probability to all possible ans-
wers [10]. One can alsc admit an infinite number of answers

(m = ») as long as the probabilities converge. Information ,
theory is only based on probabilities and takes no account of the
significance or subjective meaning of the meassage.

2.4 Negentropy as Micro-Information

The equality, apart from a factor k 1ln 2, of equations (4)
and (6) has strongly suggested that statistical entropy, or
rather negentropy, and information are the same. Intuitively
this is clear: Statistical entropy is disorder, and information
reduces it. Hence, a flow of information equals a flow of
negentropy. The obstacle is the above properties of technical
information, which are cguite different from the semi-conserva-
tion of technical entropy.

The solution is to distinguish between micro-information
and macro-information, as follows:

(1) Micro-information refers to the individual degrees of
freedom of matter, where each memory element corres-
ponds to a degree of freedom and each state of a degree
of freedom to a state of the memory.

(2) Macro-information refers to macroscopically readable
signs, letters, or signal values, each consisting of
many molecules or degrees of freedom of the electron
movement. Macro-information is multiply redundant
micro-information.

Thus micro-information is egual to statistical entropy
because it specifies the value of each degree of freedom:

S =k(ln 2) H , (10)

where the factor ln 2 arises from the conversion of the binary

to the natural logarithm. Reading such a memory erases it

since the information is destroved by the action of the scanner.
Hence, after reading the state of the memory is indefinite.

This is also the basic reason why Maxwell's demon cannot work:
Measuring the velocity of a molecule disturbs it to such a degree
as to nullify the gain in negentropy achieved by the demon through
opening the trap door to a fast molecule. The elements of a
technical memory storing macro-information consists of so many
molecules that change their state in concert (for instance, from
black to white) that the scanner will only disturb a very small
fraction of them. Hence, macro-information can be read or re-
produced at will.
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Physically, entropy is a measure of the random energy of the
degrees of freedom of matter or radiation. It is produced in all
processes as information is lost about the precise movement of
molecules, atoms, or even elementary particles. The highly
definite trajectories of elementary particles and the concen-
trated position of the nucleus in the center of the atom con-
tain very much information, which appears to be a new basic
quantity of physics. It would be interesting to explore its
properties, described above, in the atomic diameter range, on
the length and energy scale of the atomic nucleus and of
elementary particles. Presumably, the large size of particle
accelerators is related to this high information concentration.

Any direct comparison of technical (macroscopic) and micro-
scopic information must be done with caution, and the difference
in properties due to multiple redundancy must be kept in mind.

Ferdinand [8] calls the Shannon functional defect entropy,
but relates it to the macroscopic probability of having r defects
in a complex system with m potential defects. He uses the maxi-
mum defect entropy to derive a coefficient of complexity o, which
is given by the expectation value of defects in the system and,
through ¢ = 1, defines a boundary between simple and complex
systems.

S. Bagno [9] also speaks about technical information and
entropy. He introduces the concept of information production
by work, and estimates its cost through the hourly labor rate.
He uses 10 bit/sec and 1.20 $/hour to arrive at a cost of
30 kbit/$.

The biological information contained in the genetic code
of DNA molecules is an interesting intermediary between macro-
and micro-information. It can certainly be reproduced at will
by reproduction of the entire molecules. The reason for genetic
mutations is the statistical information defects on reproduction.

2.5 Transmission of Technical Information

The transmission of information depends on the assessment
of the probability of each state i (of each memory element 3j)
before and after the message, i.e. of Pphefore and P fter

(dropping the indices i and j). It is changed by the arriving

probability p__, which is made up by the content probability
ar! "oTT

Pont and the reliability r

Par = Pent ' (1
In most messages pPcpt €quals one since they send a definite
symbol, but occasionally they might give only 50 per cent prob-
ability to a transmitted figure. The reliability r of a message
may be smaller than one due to noise or with deliberately false
messages (deception). It would be interesting to explore the
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connections to cryptography.

Let us take a numerical example. If Phefore is assessed

as being 0.5, and the message gives a definite signal p =1
but one attaches a reliability of only 50 per cent to iganecause
of noise or deception), one's after-assessment will remain 0.5.
No information will have been transmitted or gained.

More generally, the after-probability will be an estimated
function of the various probabilities, presumably a linear combi-
nation

Poer = Ppr (1-r) + Pop * T - (12)

From these probabilities, the confusion functional H is formed
and summed over each state or signal i and over each memory
element j, in order to obtain the total information transmitted

by the message.

3. INFORMATION IN CAPITAL AND LABOR

3.1 Estimating the Information Content of Capital

Apart from its importance in physics and engineering, in-
formation has its role in capital and labor. The variable com-
plexity of physical capital (machines and plants) can be described
by its information content according to the following method.

It basically refers to mechanical engineering, but extension to
non-mechanical aspects seems possible.

For determining the information content, the number of speci-
fications such as length, angles, materials, etc., of all parts
are taken from detail drawings. Each specification is multiplied
by its information content, i.e. the logarithm of the ratio of
the specification to its tolerance range, such as length divided
by the admitted length tolerance:

Ica = % Ni 1d a; (13)
P i-a11 specs
where _ L
% T AL !

is the reciprocal relative tolerance.

Infocap (short for information content of capital) is
correlated with price, but there are the following disturbing
influences:

(1) rapid increase of cost with absolute size;

(2) scarcity of material, and machining difficulties;
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(3) intricacy, complexity, and inaccessibility of speci-
fications.

The tolerances provide an indifference range and imply a
kind of macroscopic quantification: How many different cases
can one construct with the tolerance of the given length?
Selecting one possibility yields the information attached to this
specification.

Infocap can be used to assess different technologies for
a given end with the basic inference that more Infocap per
size or cost implies a more advanced technology.

3.2 Information Flow from Labor

Similarly to capital, the main output of human labor can be
conceived as information flow. As illustrated in Fig, 3
information originates in the human mind and its learning, both
past and continuous through discussions, current inputs, etc.

It is disturbed by foolish errors, which is similar to random
noise generated by a noise source. This source is modulated by
the care and attention devoted to the job.

Infolab (short for information flow from labor), can be
measured in bits per second, but the estimates range from 10
through 40 [10] to 10,000 bit/sec [14]. The latter value seems
by far too high.

The classic problem of substitution of labor by capital can
be extended to Infocap and Infolab:

(1) to describe the possible substitution of Infolab by
Infocap in ecguipment and work force recuired for a given

job;
HUMAN ~ et INFOLAB
MIND TASK
ERRORS
CARE OF o
ATTENTION = ~NOISE

Fig. 3 1Illustration of the human mind as infor-
mation source. It is disturbed by a noise
source representing foolish errors, which

is internally controlled by the care or
attention devoted to the job.
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(2) again for a given job, to relate the energy saved over
the life-time of the newer ecuipment to its Infocap.

In order to make this more convincing, it should be applied
to the following examples of old and new technologies for a given
job:

(1) steam and Diesel locomotives;
(2) computers with radio tubes and microelectronics;
(3) fossil~fired and nuclear power plants.

A provisional calculation of numerical parameters for steam
and Diesel locomotives is made in Table 1. It results in rela-
tively low information contents.

The above is an attempt to quantify the information content
of physical capital based on the numerical indications of
detail drawings and specifications. For successful manufac-
turing much more information is really needed. It is contained
in norms and standards for parts and material apart from the know-

ledge of the producer's personnel, which could be called background
information.

The importance of background information is the main reason
for the various licence and technology transfer agreements between
different countries, including developed and less developed ones.
Furthermore, the higher the production rate the more elaborate
are the production machines that are "economically efficient"
and customarily used. One extreme example is private motor car
production.

Nevertheless, it is believed that the relatively objective
concept of Infocap is useful to compare different machines or
equipment produced in similar numbers for the same end use
(economic consumption).

Other eguipment for which it would be interesting to deter-

mine Infocap includes ammonia production facilities, textile
machines (weaving and spinning), and even watches.

4. POWER, NEGENTROPY FLOW, AND EFFICIENCY

4.1 Thermal Power and Convection

Thermal power flux is always connected with the flow of
entropy or the outflow of negentropy. As an illustration,
Fig. 4 contains the power and entropy flow balance of the
earth. The incoming solar radiation of 175 - 103 TW at 6000 K
corresponds to an entropy flow of 39 TW/K (terawatt per kelvin).
Essentially the same power is radiated back into space by the




Table 1: Example of informaticn in locomotives based on a very rough estimate

(=~ dimensions in detail drawings)

L . .
I=N1ldgqg , q = N reciprocal relative tolerance

N

number of specifications

Steam locomotive N = 8000 g = %9%_%% = 10%; I = 8000 1d 1000 = 80 * 10° bit
100 mm 3 3

Diesel locomotive N = 30,000 g = I = 30,000 14 200 = 330 * 10

0.05 mm ) i

Energy consumption over lifetime and Infocap:

-

“steam = 25 MW(= 3.3 tons/hour) } relates to working load, but in-

EDiesel = 5 MW (360 kg oil/hour)’ cludes an allowance for standby
Differences AE = 2 MW AI___ = 250 - 10° bit

cap
Energy difference over 10 years = 320 - 106 sec lifetime

AE = 20 MW - 320 - 10° s = 6.4 - 107 3= 6.4 - 105 17

Relate AE and AIC through EQ = macroscopical energy quantum
E. = 26 - 109J

AT = 0

cap

g

bit

=fl-
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3

SPACE SUN: E = 175-10° TW
250K 6000K
. _ TW S = W
S—933—K— S—39K
RADIATION
COVER
S o W
L § = -894 =
EARTH

Fig. 4 1Illustration of the earth receiving a
negentropy flow but no net energy flux,
since the solar power is radiated back
into space at a much lower temperature.

radiation cover (upper atmosphere) at 250 K (different values are
cited for-this temperature) with an entropy flow of 933 TW/K.
This gives a net outflow of 894 TW/K from the earth. In other
words, the earth has no net power consumption but consumes negen-
tropy at the above rate. Negentropy is available as long as the
sun maintains its radiation and space its radiation absorption.
Reference [14] contains interesting observations about the entro-
py balance of the earth.

It is seen that ehtropy flow and power flux in the pre-
ceding paragraph and in Fig. 4 are not connected by equation (1),
but rather by

- 3 .
E=7S5T . (14)

In fact, thermal radiation is a kind of convection with the
velocity of light, as demonstrated many years ago by Max Planck
[16]. It follows from his calculations that the form factor
mentioned after equation (1) has the value of 0.75. It is
important in this context that the thermal (blackbody) radiation
carries a definite entropy so that power flux and entropy flow
are linked.
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If the radiation cavity received its thermal power flux by
conduction, additional entropy is generated by the emission of
radiation. This friction process or irreversibility will be
further influenced by the backradiation of the body receiving
the primary thermal radiation. Due to their importance for
solar energy (more precisely, exergy) collection, such processes
should be further investigated.

As said in the beginning, the conventional efficiency is
not a very good indicator of the performance of installations
with thermal power fluxes. Further, such power fluxes frecuent-
ly occur through convection, i.e. in association with mass flow.
They are described by the enthalpy flux, H:

H=pV +U-=m(pv+u =nh , (15)
where

pressure;
volume flow;

flux of internal energy;

mass f£low;

volume/mass ratio;

internal energy/mass ratio; and
enthalpy/mass ratio.

o

i

/e < 3q-<$u

As a conseguence, convection transports energy through both
the hydrostatic part pvV and the internal energy flux. The latter
carries both entropy and volume, which change by heating/cooling
and by compression/expansion, respectively. 1In matter, thermal
and mechanical variables are generally coupled. Therefore,
it is not possible to speak of separate thermal and hydraulic
parts of internal energy; the exchange of both kinds of energy
are the basis of heat engines.

The coupling and many other facts of interconnected effects
and components are best described by a newer tool of systems and
engineering, the bond graphs. They are a representation of inter-
disciplinary engineering systems on paper using specially defined
symbols. These symbols are not simplified pictures of the com-
ponents as in circuits, but use a letter code (e.g. C-elements
for a generalized capacitor) which allows automatic computer
programing [13].

An important bond graph symbol is the C-field or interdis-
ciplinary capacitor network. It relates the efforts (generalized
voltages) and charges (time integrals of flows), which include
the relations between absolute temperature, pressure, volume,
and entropy with their coupling in fluid matter. In fact, many
theorems of classical thermodynamics are simply properties of
C-fields and also apply to systems with other, non-thermal,
C-fields.
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It should be noted that a mass flow carries a definite
entropy flow, but enthalpy flux and entropy flow are not connected
exactly by equation (1). Rather one must introduce the form
factor mentioned above. This correction for entropy flow with
a given enthalpy flux and mass flow is usually masked by the
entropy generation due to mechanical and thermal friction in
machines and heat exchangers.

4.2 Various House Heating Schemes

Thermal energy for heating purposes, e.g. for a house, is
really the provision of entropy flow at a certain low temperature
of the order of 400 K. Although fuel combustion can be made at
very high temperature levels, technology constraints limit the
upper temperature to about 1000 K. The result is a corresponding
entropy flow (10 W/K per 1 kW thermal energy flux), which corres-
ponds to a temperature source.

There are the following possibilities for heating a house,
starting from 1000 K:

HOT SOURCE

( 10% \1000K
\ RS
W
25% | 400k
HOUSE HOUSE

COLD SOURCE

Fig. 5 TIllustration of house heating represented as

‘ fluid power circuit (right), and as bond graph
(left), from a hot source at 1000 K. The thermal
resistors (RS) are power-conserving and producz
new entrooy flow, which is desired at approxi-
mately 400 K for comfort in the house. The lower
thermal resistor shows the outflow of entropy
and thermal power to the environment renresented
by the cold source T2




(1)

(2)

(3)

Fig.
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In Fig. 5, the thermal heat flux is transformed from
1000 K through a thermal resistor into the same power
at a lower temperature and a correspondingly greater
entropy flow. This simple scheme produces entropv and
wastes negentropy.

In Fig. 6, the temperature drop between 1000 K and

400 K is used in an ideal engine to provide mechanical
power. Such an engine conserves entropy but takes
power from the thermal to the mechanical domain. Hence,
less power is available for house heating.

In Fig. 7, the engine drives an entropy pump that takes
entropy from the environment represented by the cold
source Spp with 250 K, and pumps it to the 400 K level.
The 6 kW mechanical power thus makes available addi-
tional pumped power of 10 kW, doubling, as compared to
Fig. 5, the entropy flow available to heat the house.

[ ]
® s
T
10% 1000k
Ky
C)Z' ENGINE — E(mec) = 6kW
109| 400K
K
EOUSE HOUSE

| \ ks
( .
) 16%| 250K
]
® T

6 House heating scheme, where the entropy fall
between 1000 K and 400 K is used to make 6 kW
power in an ideal engine. Consequently less
thermal power, only 4 kW, is available for
heating.
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ST1
10% V1000K 250K
ENGINE (6kW)._ pnTROPY
PUMP
W W
109 | sook 5o% | 300K
K V K
p
509 | (20kw)
K |

HOUSE HQUSE
250K RS
/
god | 250K
K
/
p
W y
40¥ | 250Kk (10kwW)

v
®

Fig. 7 Heating scheme (similar to Fig. 6), where mechanical
power is used to pump entropy from the environment
of 250 K to a heating input at 400 K. Consequently
20 kW heating power is available with 10 kW input,
twice as much as in Fig. 5. (p = power)

It is useful to emphasize that thermal resistors conserve
power but consume negentropy, and ideal engines conserve entropy
and transform power from the thermal to the mechanical domain.
In the absence of a high-temperature source, the scheme of Fig. 7
can be modified by driving the entropy pump with non-thermal
power, for instance,by outside electricity. This allows to ob-
tain 16 kW of thermal power for 6 kW of electricity--an improve-
ment of a factor 3.3 compared to the heating by an electric
resistor (RS-field). The improvement is greater if entropy is
pumped through smaller temperature differences. The numerical
values of Figures 5 to 7 refer to ideal engines and pumps, and
the practical performance is considerably less favorable because
of inefficiencies.
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Another practical difficulty is to obtain entropy for
pumping from the environment. The environment is really a very
lqrge entropy reservoir, an entropy lake, as is sketched in
Fig..8 (left). However, there are always important thermal

T(env) T (env) T (env)

S <E> S

Fig. 8 The environment as a very large entropy reservoir
or entropy lake with a basis T/S graph (left), or
as cold source with a thermal resistor (fluid power
circuit, center, and bond graph, right). (T = tem-
perature; S = source).

T(env)

resistors within it. Consequently, the effective temperature
rises when entropy should be deposited and sinks when it is

taken away. With air as an entropy lake, there is also the
difficulty of moisture and ice formation on the entropy exchanger,
as often happens when water vapor covers the heat exchanger.

An obvious method to improve the house heating scheme of
Figures 5 to 7 is to increase the thermal resistance between
the house and the environment. This reduces the entropy out-
flow at a given temperature difference, providing better insu-
lation. No physical principle limits the amount of insulation
that can be applied, only capital cost. It is also capital cost
which has, so far, prevented the more widespread adoption of
schemes such as in Figures 6 and 7.

From these examples it appears that the entropy pump has
great potential for many applications. It is therefore desirable
to further development to reduce its cost and to increase its
efficiency towards the ideal values of Fiqures 6 and 7.

Also related to the subject of city heating and power supply
is the proposed negentropy city of W. Hdfele and C. Marchetti
{1,171, from which Fig. 9 is reproduced. It allows to supply
mechanical energy to the city by negentropy flow without any net
energy flux.
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WARM n
CARNOT : A
BT R

PR A R

COLD

ANE=0

Fig. 9 Negentropy city after C. Marchetti [17] (A: work,
E: energy, Q: heat, S: entropy, T: temperature)

Fig. 10 contains a bond graph for the negentropy city with
numerical indication of temperatures and entropy flow. 1In this
example, 1 MW mechanical power is produced in an ocean power
plant by mixing surface water of 300 K with deep water of 290 K
into 295 K outflow. This is used to compress air isothermically,
whereby the entropy is squeezed out, and represents a thermal
power flux of 1 MW. Hence, there is no power loss, only mixing
of different water temperatures in the ocean. Given an arbitrary
zero point on the entropy scale, as is the case with ambient
pressure and temperature, the compressed air carries negentropy
in bottles or in a pipe-line to a city. Since the internal
energy of ideal gases dependson the temperature only, the internal
energy content in the bottles ecquals the internal energy content
of the returning air. 1In mechanical engineering tables, the
zero points of entropy and internal energy are usually taken to
be at 273 K and at atmospheric pressure (1 bar or 100 kP absolute).

In the city, the compressed air drives motors where, for iso-
thermal operation, a thermal MW has to be taken from the environ-
ment, the entropy lake. The power is returned to it in mechanical
form and is ultimately reconverted into thermal power by various
frictions. Only a minute fraction will be stored as chemical or
mechanical energy.
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Summarizing Fig. 10, negentropy is gained from the mixing
of water at different temperatures, carried into the city and con-
sumed there for human needs. No net power transfer is associated
with it.

Providing mechanical energy where needed by negentropy flow
in compressed air has been used since the 19th century, especial-
ly for mines and tunnel building. Here the cooling effect of the
air outflow,in addition to its use for breathing, has been most
welcome. The difficulty is to transmit to the environment the
entropy scueezed out during compression and to put it back during
expansion for truly isothermal operation. 1In practice, the losses
have been great, and compressed air transmission has lost ground
to electric transmission. However, this is a point where the
development of better components, machines, and heat exchangers
is called for.

A word of caution may be appropriate. Similarly as in most of
the literature, our description assumes that entropy is available
or must be disposed of at constant temperature, as given by a
temperature source. In fact, it has to be taken out mostly from
a mass flow which thus cools off, for instance, as shown in Fig. 10,
from 300 to 295 K. To dispose of entropy, the mass flow in-
creases its temperature from 290 to 295 K (Fig. 10). For a
more detailed analysis, the temperature source will have to be
replaced by an element representing this entropy take-out and
the corresponding temperature decrease. It can be made entropy-
conserving (frictionless) by appropriately setting the parameters
such as mass flows.

4.3 Efficiencies with Thermal Power

In mixed thermal and mechanical power systems efficiency values
should indicate how far performance deviates from the ideal values
of Figures 6, 7, 8, and 10. The losses usually appear as addi-
tional entropy in the outflow.

A method to determine efficiency comes from the water power
turbine practice and splits the real engine into an ideal engine
and a friction element (RS-field), as shown in Fig. 11. The
ideal engine produces a mechanical power of Hq - H3, but the real
one has a friction power which is added to the outflow and in-
creases Hy to H3. We thus have

ideal case Emec = H1 - H3 ’

real case Emec = H1 - H2 ’

and the efficiency as a ratio of both mechanical powers
H, - H
1 2 :
n = —— . (16)
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__ "% 1DEAL Hy ot H,
ENGINE =
E (mec) ™ FRICTION POWER

Fig. 11 Efficiency determination with mass flows (H),
by conceptually splitting the real engine into
an ideal engine and a friction element. It
absorbs the (generalized) friction power and
produces new entropy flux, which is added via
junction jct to the outflow.

Formula (16) presupposes that the direct exchange of entropy
between the machine and the environment in one direction or the
other is negligible. This is often the case, but should always
be checked numerically. If it is not negligible, a thermal con-
duction bond can be added to Fig. 10 and its effect estimated.

For efficiency measurement of water turbines, the ideal out-
flow H3 is not accessible for measurement. This difficulty is
avoided by noting that the ideal engine does not produce any
entropy. Hence, Hj is the enthalpy at outlet pressure but with
the same entropy as in the inlet. The inlet and outlet enthalpies
H4 and Hy are determined by temperature and pressure measurements
using the equation of state of the water or another working medium.
More recently, this efficiency determination has been applied to
oilhydraulic (fluid power) systems.

Heat exchangers lose negentropy and can presumably be
characterized by a similar efficiency.

In the context of IIASA it would be interesting to develop
a performance index based on the relative loss of negentropy.
Here a difficulty appears to be a universal zero or reference
point for entropy.

The performance of thermal machines can also be described
by the loss of exergy defined as

E = H-S8T . (17)
X env

Exergy is then the real energy, expressed by the enthalpy
in the flow case, minus the entropy multiplied by the environ-
ment temperature. This deduction is like an accounted reserve
for the cost of disposing of undesirable goods, in this case
entropy. Thermal energy at the temperature of the environment
thus has no exergy, a fact that well describes the entropy lake.
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L. Borel convincingly argues [15] that the economic value
of energy should be represented by exergy. The advantage of this
concept is that it works egually well for entropy pumps, which
produce low temperature in refrigerators and airconditioners.
Furthermore it shows that house heating by electric resistors
wastes exergy, while heating with ideal entropy pumps from a
cold source at environment temperature conserves exergy. The
condition is that no thermal resistances act between the entropy
lake and the pump intake.

Exergy flux is represented mainly by hot water or steam
pipes, where it is linked with the entropy transported by the
fluid. It applies also to non-thermal energy fluxes (electric,
mechanical, hydraulic) through equation (17), only that they do
not contain any entropy. Hence, in the non-thermal case, exergy
flux and energy flux are the same.

With these properties, it is of advantage to use the effi-
ciency of exergy, defined as output exergy flux by input exergy
flux, to replace conventional efficiency. Frictionless machines
would have 100 per cent exergy efficiency, but real machines
and even heat exchangers have less exergy efficiency due to ther-
mal and other friction. Further investigation along these lines
will provide valuable insights into heat and power supply (or re-
moval), in the context of network thermodynamics.

One weak point of exergy is the precise determination of the
temperature of the environment, which depends on the thermal
resistor of Figure 8, location, and weather. This introduces a
certain arbitrariness which could be reduced by referring to a
standard environment. It comprises but minimizes the arbitrari-
ness (contained in the word: useful) of conventional efficiency
as useful energy outflux divided by energy influx.

4.4 Combustion or Heating Efficiency

For heating and continuous burning (external combustion)
engines, one also uses combustion efficiency. Combustion effi-
ciency is the heat supplied to the engine divided by the energy
content (heat value) of the fuel. It essentially indicates the
heat losses through the outflow of the combustion products and
some thermal losses, and corresponds to the boiler efficiency in
steam power plants. This efficiency can be made close to one
by cooling the combustion gases to near inlet air temperature.

In practice, especially in marine engineering, it is done by pre-
heating combustion air or the feedwater of a steam boiler.

3Network thermodynamics is a new approach, where the compo-
nents of an installation are replaced by idealized ele@entg, eéch
having only one function, somewhat sim%lar to electronic glrcult
theory. It is compatible with Subsection 2.1 above, and is much

applied in biophysics.
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