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FOREWORD

The project "Nested Dynamics of Metropolitan Processes
and Policies" was initiated by the Regional & Urban Development
Group in 1982, and the work on this collaborative study started
in 1983.

The series "Contributions to the Metropolitan Study” is a
means of conveying information between the collaborators in
the network of the project.

This paper is the first of these contributions and presents
the CATLAS-model (The Chicago Area Transportation-Land Use
Analysis System) which is a dynamic large-scale urban simulation
model for forecasting the effect of transportation system
changes on travel mode choices, residential location, housing
values and housing stock adjustment.

CATLAS has been applied to cost-benefit analysis of several
subway projects proposed for the southwest side of Chicago.
Currently, the model is being implemented to analyze the trans-
portation system in Stockholm, and plans exist to extend this
type of cross—-city implementation to several other regions in
the project.

B8rje Johansson
Acting Leader
Regional & Urban Development Group

September, 1983
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1. _INTRODUCTION AND SUMMARY

It is well known that following a transportation improvement (or more
generally any infrastructure investment), the prices of real estate near the
improvement will increase due to the increase in accessibility and the quality
of service and the decrease in travel time.

However, there is a gap in our knowledge of how to estimate property value
increases caused by a public investment. Urban economists have developed
simplified mathematical models of long run equilibrium in the urban land and
real estate markets. These models provide a sound theoretical basis for policy
analysis but are not detailed enough for actual empirical application. On the
other hand, transportation planners place a strong emphasis on empirically
estimable models, but these models focus only on the travel-related attributes
and the demand for travel without properly taking into account the interactions
between transportation, land use and property values through the markets for
land and buildings.

There is a need for a theoretically sound and empirically eétimab]e dynamic
model which can satisfy the transportation planner's travel demand forecasting
requirements while at the same time predicting the operation of real estate
markets and the adjustment in property values due to new or improved
transportation systems.

The Chicago Area Transportation/lLand Use Analysis System (CATLAS) is such

a model which synthesizes our knowledge of "location rent analysis" from urban
economics with our knowledge of "“travel demand analysis" from transportation
planning. It is a dynamic model which simulates the market in recursive periods
of one year in length, and for a geographic grid system of 1690 zones covering

the Chicago metropolitan area. The distribution of jobs among tne zones and the



characteristics of the transportation system are assumed to be known in every
year. CATLAS generates people's choices of travel mode (automobile, commuter
rail, rail rapid transit, bus, and "other") and their choice of residential
location. Transportation improvements or changes in parking fees, gas prices,
transit fares, etc. change people's decisions of where they will live and how
they will commute there, given where they work. This is a demand side process
and it is assumed that people make their decisions rationally by choosing the
most attractive (or utility maximizing) of the travel-location options
available. Because people are different, their choices differ as well. On the
supply side CATLAS simulates profit-maximizing behavior on the part of housing
owners. Three decisions are simulated. For the owner of an existing dwelling
unit the decision (which recurs every year) is whether to withdraw the dwelling
from the market and keep it vacant or whether to supply it to the market by
selling it or renting it out. For the owner of vacant land, the decision is
whether to build new housing on that land or whether to postpone that decision
to the next year. The owner of an old dwelling or building faces a similar
decision., If he perceives that demolishing the buildaing and selling the land is
more profitable than continuing to rent it out he will demolish and sell.
Otherwise the decision will be postponed to the next year; Building new
dwellings and demolishing old ones are major decisions that take time to
implement. In CATLAS it is assumed that there is a one year lag: the number of
new dwellings constructed and old ones demolished in a given year depend on
decisions based on last year's conditions. The demand and supply side of a real
estate market must be in some sort of balance. This balance comes about as
prices and rents adjust in each geographic zonme. In CATLAS it is assumed that
the demand for occupancy in a zone in a given year equals the number of

dwellings supplied for occupancy in that year. Prices and rents adjust within



every year to make this possible. Such a clearing of the market is & “temporary
equilibrium”, Changes in outside influences such as travel characteristics or
job locations will shift the system to a new "temporary equilibrium” next year.

A precise list of the simulation output of the current version of CATLAS is
as follows:

(1) the average housing rent in each geographic zone in each year,

(2) the number of vacant dwellings in each geographic zone in each year,

(3) the number of commuters choosing each travel mode by geographic zone

of residence and employment,

(4) the number of new dwellings built by zone in each year,

(5) the number of old dwellings demolished by zone in each year,

(6) the price of the vacant land in each zone in each year,

(7) the amount of vacant land in each zone in each year,

(8) the number of dwellings in each zone in each year,

(9) the change in aggregate housing and land rent (or producer surplus)

by year and zone.

There are five lines of literature that are relevant to the subject matter
of CATLAS. These are: {a) the theoretical literature on location and land use
in urban economics; (b) empirical studies of the impact of transportation
improvements on property values; (c) travel mode and location choice models,
(d) economic urban simulation models and (e) noneconomic urban simulation
models. The main developments and bibliographic references in each of these
areas are briefly reviewed.

The theoretical literature in urban economics is based on the early works
of Mohring and Harwitz (1962), Alonso (1964), Mills (1967), Muth (1969),
Beckmann (1969). The basic argument of this literature is that part of

consumers' savings in travel cost (and travel time) are capitalized into land



and property values. Although travel costs are explicitly treated in this
literature, travel time savings are not considered explicitly, but it is
understood that the same results apply to travel times as well. In theoretical
urban economic models such as those by Wheaton (1974) and Arnott and Stiglitz
(1981) the interest is in the relationship between uniform improvements in unit
transportation costs and the aggregate value of land. Even in such cases the
relationship between aggregate rents and travel costs is complicated and does
not yield any simple quantitative rules of thumb.

In the empirical literature the focus is not on whether aggregate rent will
increase or fall, or on how to measure benefits, but rather on how to measure
the magnitude of changes in land or other real estate values following the
transportation improvement. These studies generally agree that the improvement
would increase values nearby. The earlier studies are descriptive. These
include the impacts of rapid transit (Spengler, 1930; Davis, 1965), expressways
(Adkins, 1959; Lemly, 1959; Golden, 1968), interchange development (Ashley,
1965) and interstate highways (Wootan and Haning, 1960) on property values. The
more recent work uses statistical analysis. Examples of these are the study of
the Lindenwold-Camden-Philadelphia line by Mudge (1972) and Boyce et al. (1972),
of a rapid transit line in Toronto by Dewees (1976) and of the Washington, D.C.
METRO by Lerman et al. (1977). The findings of these studies hinge on the
judicious application of multivariate regression analysis making substantial
improvement on the descriptive studies.

A major shortcoming of all these studies is that they are exclusively
focused on specific transportation facilities. Each tends to deal with a single
or several selected facilities rather than attempt a region-wide or city-wide
cross-sectional study of the effects of multimodal transportation systems. As

a result, their findings are difficult to generalize and are biased by the



peculiar conditions that may surround the studied facilities.

The power of mode choice analyse has increased since the contributions of
(McFadden (1973) and Domencich and McFadden (1975). Transportation planners can
now analyze mode choices by drawing on the standard techniques of multinomial
logit, nested logit and multinomial probit models. Logit and nested logit
models have also been applied to the choice of residential location and the
joint choice of travel mode and residential location by Quigley (1976), Lerman
(1977), McFadden (1978) and Anas (1981). The resulting models predict choices
of location and travel mode but not the aggregate behavior of housing prices in
response to travel improvements.

There are two economic urban simulation models which have been empirically
applied to policy questions concerning the housing market. These are the Urban
Institute Model (UIM) (de leeuw and Struyk, 1975) aﬁd the National Bureau of
Economic Research (NBER) ( Ingram et al., 1973) model. The former model is based
on a well developed theory of housing market behavior and includes a number of
innovative ideas. Weaknesses of the model are (1) its highly aagregated form
which makes it inapplicable to situations requiring detail, (2) the fact that it
can be statistical]y estimated only with rather crude aggregated data and (3)
that the numerical algorithm it uses may not always be able to find a solution.

The NBER model is the most comprehensive urban simulation model
developed. Unfortunately, it is not a very workable model because it cannot be
consistently estimated since all of the data it requires is not available for
the same metropoTitan area, Some of its submodels are descriptive in nature and
are not rooted in theory. The assignment of households to housing units follows
a disequilibrium process rather than being rooted in well established market
clearing procedures.

CATLAS is an economic urban simulation model primarily intended for testing



the effects of transportation policies on housing and lana values, on
residential land development and on mode choice patterns. It can deal with any
transportation policy which changes travel times and costs in any of several
travel modes. CATLAS can be estimated in its entirety using widely available
data and rigorous econometric procedures. CATLAS has well behaved soclution
properties and computes equilibrium allocations of households to dwellings.

CATLAS can be viewed as a synthesis of the land rent and land use models
developed by urban economists following Alonso (1964) with the trave] and
location choice models developed by transportation planners following McFadden
(1973). Thus, it is a tool for simultaneously doing travel demand and land rent
analysis. Using CATLAS one can evaluate the direct benefits to the users of the
transportation system, the indirect benefits to nonusers, and the fiscal
benefits due to changes in rent. Thus, CATLAS provides an alternative to the
noneconomic urban simulation models which do not have such capabilities and
which are not estimated using rigorous econometric techniques, but by means of
ad hoc and sometimes partly subjective goodness-of-fit procedures.

2. THE STRUCTURE AND PROPERTIES QOF CATLAS

2.1 Overall Recursive-Dynamic Structure

CATLAS consists of a number of equations to be solved simultaneously for
each year in a simulation, while some of the variables entering these equations
are adjusted recursively by being linked to the solution of the previous time
period. Using general functional notation, the model's equations can be written
as follows, where t = 1... T denotes the simulation year, i = 1... I the
residential zones covering the metropolitan area and h = 1... H the categories
of employment location (or zones of employment) and m = 1...M; the number of

modes available in zone 1:
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The equations in (1) are the crux of the model and are solved

simultaneously for every simulation year t to obtain the values of the rent

=t

vector R= [ R%, R;,..., RE ] where R? is the average rent of the housing units

in zone i during year t. This average zonal rent is defined as

RE = f%r? + (1 - f?) VE/IO, where f? is the proportion of the zone's occupied
t

dwellings which are renter occupied in year t, r the annual rental and V? the



value of the owner occupied dwellings. Values are divided by ten to annualize
them following a rule of thumb due to Shelton (198) widely used by urban
economists. N; is the number of commuters employed in location h at time

t, §. is zone i's ratio of households to commuters and S? the number of housing

i
units in zone i at time t. The functions P?m(-) and Q?(o) are the demand and
supply side choice functions. P?m(-) represents a commuter's choice of
residential zone i and travel mode m for the journey from work to home as a
function of the rents, ﬁt , of all the residential zones, a vector

70t describing characteristics of the residential zones, another vector

Yi describing travel related characteristics of the zones for travel mode m and

employment location h and a vector'Zh of coefficients to be estimated.

h

Pim(') is the average probability with which a commuter employed at h will

choose zone i and mode m, or the expected proportion of commuters employed in h
choosing zone i and mode m. The function Q?(-) is the probability that the
average dwelling in zone i will be offered for rent by the owner given the
ongoing average rent R% , a vector of the zone's characteristics, Y?t R
relevant to the supply side, and g a vector of coefficients to be estimated.
Q?(-) is also the expected proportion of the available awellings S? which will

j
be offered for rent, 1 - Q?(-) being the expected proportion to remain

vacant. Equation (1) states that expected demand equals expected supply in each
of the i = 1.,..1 zones and in each simulation year t = 1...T. It has been
proven in Anas (1982) that given N;, P YDt, Yﬁ, SE, 7f5'§h and g the system of
equations can be solved for a unique and stable equilibrium rent vector ﬁ{ which
clears the market in that year t. The second set of equatijons states that the.
number of dwellings in year t-] increases by the expected number of new

dwellings constructed, Ct

is less the number of old dwellings

demolished, D? during that year. Equations (3) give the expected number of



t-1

built in year t-1 in zone i: Li is the quantity of vacant land available in

zone i and g; the amount of land per dwelling allowable 1in zohe i due to zoning
regulations, (L?'l/gi) being the potential new dwellings that can be

accommodated in zone 1. Q?(-) is the expected proportion of these potential

dwellings that will be built in year t-1. This function is derived from the
developer's profitability decision, It depends on the stream of annual rents

per dwelling expected to accrue over the dwelling's lifetime M, on the vector of

+St-1

supply side characteristics X , the market interest rate r and y, a vector

of coefficients to be estimated. Equations (4) estimate the number of

demolitions, D?'l, in year t-1. This is the number of old (over thirty years)

dwellings, O?'l , eligible for demolition multiplied by the expected proportion

to be demolished Q?(-). This expected proportion is a function of the stream

of annual rentals that can be obtained from the average old dwelling in zone i

over its remaininbg lifetime, the vector of supply side characteristics YSt'l

the interest rate r and a vector of coefficients to be estimated, § . The age

of the average old dwelling in the zone is a?'l. Equations (5) update the

amount of vacant land in a zone by accounting for land taken up by new

constructions and land released by demolitions. Equations (6) adjust the number

t-2

of dwellings eligible for demolition by adding, Ai the number of dwellings

aging into the over thirty years category and thus becoming eligible for

At-2

demolition. j

is calculated from a simple cohort-survival model for housing

for each zone. Equation (7) shows how the average rent of dwellings s years old

can be computed by making a linear adjustment to the average rent of zone 1.

This is done by estimating a depreciation coefficient e and multiplying this
0t-1 St-1 ot-1 _ ,St-1 .

by s - Xil or s - Xil i1 = xil is the age of the average

dwelling in zone i at time t-1 (in other words, the age of the average dwelling

where X

may be considered to be the first element in the vectors
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Yot-land ?St-l

). Finally equations (8) and (9) adjust the values of some of the
variables in these vectors. The changes in the age of the average dwelling is
one of these adjustments.

2.2 The Demand Submodel

The choice problem of a commuter with_a given workplace h, is to determine
the geographic zone of residence location i, the mode of commuting m, and the
exact dwelling k within zone i.

The attractiveness (or utility) of an alternative (i, m, k) for the average
commuter employed in workplace h is given as,

G?mk = U? * U?m * U?mk * E?mk (10)
This equation states that attractiveness consists of four additively separable
parts. The first part, U? measures the part of attractiveness due to
characteristics which vary by zone. The second part U?m is the part of
attractiveness due to characteristics which vary by zone and mode of

n

commuting. The third part U1mk

includes the part of attractiveness which varies
by zone i, mode m and dwelling k. In many cases when these characteristics are
not observed for each dwelling but are known in the data as zone averages they
will be included in U? or combined with other characteristics in U?m. The

fourth part of attractiveness eh is a random variable due to unknown

imk
(unobserved) characteristics including things like personal preference
differences, random effects and errors in measurement. The probability that a
commuter employed in h will choose (i, m, k) is given as,

h

Pimk = Prob. [U

no,h

T Bngs V (uny ) =2 (1, m, 0] (1)
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The specific form of (11) depends on what is assumed about the random

terms, E?mk' We follow the assumption that these error terms are correlated
within zones (i.e. for different m and k within each i) but uncorrelated for
different zones. Under this assumption the probability P?mk can be computed as
the computationally tractable nested multinomial logit model. First, because

utility is additively separable we can write the probability as,

h . N h h
Pimk = Pi pm|'i : Pk|'im (12)
Here PE|1mis the conditional probability that the commuter will choose dwelling

h

k, given that zone i and mode m have been chosen. PmJ.is the conditional

i
probability that the commuter will choose mode m given that zone i has been

h

chosen and Pi is the marginal probability that zone i will be chosen. These

probabilities are of the form

h _
Pk“m =18, , (13)
M.
h o h ! h
uh I uh
h % h hy -h o h hy .h
Py = S50 EXPLUS+ (1 - o)) 131 / j£1 S EXP[UJ.+ (1 - cxl)IJ-] ,
(15)
M.
M s o EXP(U.D) (16)
J Jm ’

m=1
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h _ h h —h h
ujm = q LOG(RJ. + ij) + o, ng, <0, (17)
h _ —h

. ) 1
U =5 X (18)

Equation (13) states that dwellings within a zone are equally likely to be
chosen (because the data is not detailed enough to discriminate among them).
Equation (14) states that the probability of choosing a mode m given the choice
of zone is a multinomial logit model and thus depends on the relative attract-
iveness of the modes keeping zone characteristics constant.

Equation (15) is the marginal zone choice probability and this is a nested
logit model adjusted for zone size measured by the number of dwellings. The
zone choice probability is a function of the zone's attractiveness plus a
combined measure of the attractiveness measures of the modes in that zone. The
combined measure of the zone's mode attractiveness (called an “inclusive value")
is given by equation (16) and is in fact the logarithm of the denominator of the
mode choice model (14). Equation (17) states that the attractiveness of a zone-
mode combination is a function of the average zone rent plus average travel cost
for the mode and also a function of other zone characteristics, ??m , which
include travel time, distances to stations etc. (or the logarithms of such
variables).

Multiplying (14) and (15) we can compute a joint probability P?m . This is
the probability of choosing zone i and mode m given workplace h. Since all the
zones are interconnected through the logit models a change in the attractiveness

of a zone or the modes in that zone will have repercussions in the demand of all
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the other zones.

2.3 The Occupancy or Existing Housing Supply Submodel

This submodel explains the choices of the owners of dwellings in the short
run. The owner of an existing dwelling must decide whether to offer the
dwelling for rent in that year or whether to withhold it until next year. The
decision is based on profitability. Suppose that the average dwelling is

offered for rent. Then it will yield a profit

If it is kept vacant the loss is
Lip = Mg * &4z - (20)

Here R; is the average rent in zone i, Mj1 is the cost of maintaining the
average dwelling if it is occupied and M;, the cost of maintaining the average
dwelling if it is vacant, and €41 E£4p are random measurement errors due to
unobserved variables. Maintenance costs for occupied dwellings will be higher
if the costs of repairs due to occupants exceed the costs of vandalism, neglect
etc., for vacant dwellings. These will depend on the type and location of the
dwelling's neighborhood. The differential profit is,

Tiy = Big = Ry = (Myy= Mip) * eqp-eqp - (21)
The differential maintenance cost is not directly available in the data but

since it depends on neighborhood (i.e. zone) characteristics it can be made a

function of these characteristics. Thus
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N

where there are n =1 . . . N supply side zone characteristics and the sn's are
the coefficients to be estimated. The probability that the average dwelling
will be offered for rent can now be computed as,

Q = Prob.lmy; > my,l . (23)

The simplest model consistent with (23) is the binary logit model. In this case

this is,
N s
e EXP(BOR1+ nfl anin)
Qi = N S » (24)
1+ EXP(sORi+ nfl snxin)

where Q? is the probability that the average dwelling will be offered for
rent. The coefficients to be estimated are B, and Bys « = «» By

2.4 The Housing Stock Adjustment Submodels

Housing stock adjustments occur yearly, but only the creation of new
dwellings on vacant land and the demclition of old dwellings are considered.
Both of these decisions depeﬁd crucially on the "present value of pr‘ofits'»I (PvP)
that can be derived from a gwelling over its remaining lifetime. Suppose that
the average dwelling lasts M years and let the age of the average dwelling in
zone i be aj. Then the present value of profits that accrue from rental

decisions from now (time t) until M can be computed as,
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t t et t et
(PVP) _ 2 (Ris' Mils)Qis * ('M1'25)(1 - Qis) (25)
tia, — 2, s-a,

j (1 +r)

The numerator measures the "expected annual profit anticipated in the current

Qet

year t for the year when the dwelling is s years old." is is the probability

that the dwelling will be rented when it is s years old, computed from the
occupancy submodel. In the denominator, r is the market interest rate.

Now consider the owner of some vacant land parcel on which a dwelling can
be constructed in zone i. This will be a new dwelling and thus s will run from
one to M in equation (25). Let Kj4 be the cost of constructing the dwelling,

then the profit from construction will be,

- M ¢
I = (PYP) JiM/(l+r) - Kip* ey (26)

i1 *
where Jjy is the resale value of the constructed dwelling M years from now and

ict

Kijt is the current cost of constructing the dwelling, e?t being a random error
term. If the land is kept vacant the profits will be equal to the land's price
less the present value of all future taxes and other expenses to be incurred on

the land. The profits in this case are,

0
ot = Vit~ Tit® &5t o (27)

=]
I

where V;; is the land price and T;. is the present value of taxes and other
costs, e?t being a random error term.

The present value of profits in equation (26) can be rewritten as
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t et t t et t
(PVP) . ; RisQis . ; (Mizs' Mils)Qis - Mo (28)
til o (1+r)5'I s=1 (1+r)s'1

where the first summation is the "present value of lifetime expected revenue"

abbreviated as (PVR)til: Differential profits can now be written as,

N
St ¢ o}
n£1 ToXin * Eit" &t (29)

il = (PVR)

ict” Miot i1 "
where the summation stands for the second summation in (28) plus Vit = Tyt which
cannot be independently observed in the data. Thus these quantities are made a
function of the supply side variables X?E, and y,, n=l. . . N are coefficients

to be estimated. Under these assumptions the probability that a vacant land

parcel will be developed can be derived as a binary logit model of the form,

N st
EXP[YO(PVR)til+ T X:]

Tn™in
t
of" - = : (30)
1+ EXPLy (PVR) i)+ I Ynx?ﬁ]
n=1

The case of demolishing an old dwelling involves a similar reasoning. In

this case the probability of demolishing the average old dwelling in zone i is

given by the binary logit model

1
of" = : , (31)

st
1+ EXP[GO(PVR)t~i + nzl anin]

where (PVR):; is the "present value of revenue over the remaining lifetime of
the average old dwelling in zone i". The ¢§'s are coefficients to be estimated.

2.5 Market Clearing Equilibrium at Each Year
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As discussed before, the crux of the model is given by the simultaneous
equations (1) which are solved for the market clearing rent vector
st_ rot t t . .
R™= ERI’ RZ’ e o ey RI] at each year t. For convenience, these equations are
rewritten as

t.e t St 2

The vectors Exh, Tth, and 7°" contain the travel cost, travel time and other
transportation system characteristics (such as station locations, parking
availability, etc.). It is proven in Anas (1982) that equations (32) yield a
unique equilibrium solution except possibly in the very unusual case when the
rent of one or more zones are zero. This case should not be encountered in a
meaningful empirical application and is thus not troublesome. It is also proven
that the unique equilibrium is globally stable except for very large shifts in
rents, Stability in this context means that if some rents are changed so that
the system moves out of equilibrium it will return to it.

Anas (1982) also discusses a computational algorithm for solving the system
of equations and finding the equilibrium zone rents. This algorithm is the one
used in CATLAS to obtain the results to be reported in section 4,

2.6 Steady State Behavior of CATLAS

An important aspect of dynamic tools such as CATLAS is their behavior at
steady state. CATLAS produces changes in the housing stock and in the rent of
each zone as well as in the age aistribution of the housing stock by zone. If
the inputs remain constant over time, then the annual predictions of CATLAS will
converge to a long run steady state. In the long run the number of vacancies in
each zone will be reduced to zero as excess dwellings which remain vacant year

after year will become demolished. Al1l other variables determined within the
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model will either converge to steady state values or will cycle around a steady

state value {i.e. will converge to a limit cycle).

3. EMPIRICAL ESTIMATION

In this section we briefly discuss the data and how it was used to estimate
the four submodels of CATLAS. The estimation results for these submodels are
then presented and discussed.

3.1 Data, Sampling and Estimation

The demand and supply side submodels of CATLAS can be empirically
calibrated using the U.S. Census of Population and Housing. In the Chicago
application, the 1970 Census results were used because these were the most
recent available. These data have been tabulated to a system of 4918 square
zones of 1/2 mile by 1/2 mile covering the Chicago metropolitan area. Each zone
of this grid system is called a quartersection. Transportation and travel
characteristics data are available for the same zones and were obtained from the
Chicago Area Transportation Study (CATS). The CATS data is aggregated to the
traffic zone level which consists of one mile by one mile square zones in the
city and larger zones in the suburbs. A 2 mile by 2 mile area centered on
Madison and State Streets is taken to be the Central Business District or CBD.
This area includes the "Loop", Chicago's traditional business center but is more
than three times in area and contained 19% of all the jobs in the metropolitan
region in 1970.

To estimate the submodels of CATLAS, a random sample of 433 zones or nearly
% of the total number of zones was selected and used. Maximum 1ikelihood for
aggregated data is the technigue used to estimate these models.

3.2 Estimation of Demand Submodels

The demand submodels discussed in section 2.2 and consisting of equations
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(14) - (18) have been estimated for two workplace categories (h = 1,2). The
first Qorkp]ace (h = 1) is the two mile by two mile CBD and the second (h = 2)
is a11:other employment dispersed throughout the rest of the Chicago SMSA
(hereafter non-CBD). This dispersed "workplace" is represented by the average
travel time and cost by each mode from each residential zone to all other
empioyment zones excluding the CBD. This employment classification into CBD and
non-CBD is appropriate only because CATLAS has been used to examine the impact
of radial rail transit lines serving the CBD. These lines have most of their
effects on CBD employment and these effects are quite insensitive to gross
variations in dispersed non-CBD employment. Thus the above two-way classifi-
cation goes a long way toward capturing the essential aspects of rail transit
investment.

The actual modal choices of CBD and non-CBD commuters are shown in table
1. The CBD multinomial logit model is estimated with four modes of travel
(auto, commuter rail, rapid transit and bus). The non-CBD model is estimated
with two modes of travel (auto and bus). Al trips by other modes for CBD and
non-CBD are treated as fixed in number for each residential zone and are added
in as a constant to the left hand side of (1).

Table 2 lists the explanatory characteristics entered into the models, the
value of each coefficient estimated and the t-statistic associated with that
coefficient.

3.3 Estimation of Qccupancy and Stock Adjustment Submodels

The occupancy, new housing construction and old housing demolition
submodels discussed in section 2 have been estimated and the results are shown
in table 3. Here PVRygw 1s the present value of the revenue expected to accrue
to a new dwelling and PVRy p the present value of the revenue expected to accrue

to an old dwelling over its remaining lifetime. Characteristics 4-16 are either
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dummy variables or zonal average measures proxying the cost sides of the
occupancy, construction, and demolition decisions as explained in section 2.
The occupancy and new construction submodels are estimated from the zonal data
using maximum likelihood with the number of occupied units in each zone and the
number of newly constructed units between 1969-1970 in each zone being known
from the census. The number of dwellings demolished is not known by zone since
it is not surveyed in the census. For this reason, the demolition submodel is
estimated using a cruder method. The number of dwellings demolished in the
entire Chicago SMSA in the 1960's is used.to determine a crude annual metropoli-
tan demolition rate. The model coefficients are then adjusted by trial and
error to achieve a good fit to this aggregate demolition rate. For this reason
standard errors (and t-statistics) cannot be computed for the demolition
submodel,

4, SIMULATIONS AND POLICY IMPLICATIONS

In this section we present and discuss the simulation results obtained from
the application of CATLAS to evaluate rapid transit projects proposed for the
Southwest side of Chicago. The results are rich in policy implications
regarding transit financing and these are discussed in this section.

4.1 Simulation Data and Assumptions

For the purposes of performing equilibrium simulations with CATLAS the
zones of the Chicago SMSA are aggregated to the 1690 traffic zones as shown in
figure 1. The same figure also shows the boundary of the Southwest corridor
expected to be impacted in a major way by the proposed transit projects. Figure
2 shows the alignment of existing commuter rail and rapid transit lines within
the corridor and also the alignment of three alternative proposed rail lines:

the Archer Avenue subway, the Gulf Mobile and Ohio right-of-way project and the
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Indiana Harbor Belt right-of—way'project. The last two projects would be built
on the rights-of -way of freight }ailroads known by the same name.

Introduction of any one of these rail projects would change the zone-to-CBD
transit travel times and costs of the zones within the Southwest corridor. To
compute these new times and costs we need to take into account the changed costs
of access to the new rapid transit stations. This was done by adopting an
access mode choice model developed for the Chicago area by Sajovec and Tahir
(1976). This model allows access to stations by walking, bus and automobile.
The access costs and times computed from this model are added to the station-to-
CBD line haul times and the minim&m time route is then computed for each zone.
The costs and times of these zones are then entered into the demand model for
the CBD, replacing the times and costs existing prior to the new project.

In the policy simulations to be reported, it is assumed that the new
transit projects will influence the decisions of CBD commuters only. Since in
reality the transit project will draw trips from other empioyment locations as
well, its impact on housing values and land use will be larger than that
predicted in these simulations. In fact these results should be taken as lower
bounds of the impact of the transit lines.

Tables 4 and 5 show the 1970 aggregate descriptive data for the Chicago
SMSA and Southwest corridor respectively. The construction costs of the three
rail projects were computed using detailed project descriptions and the unit
costs from Permut and Zimring (1975) and Krueger et al., (1980). In 1970
dollars, the GM&0 project would cost $120.4 million, the Archer subway $235.5
million ad the IHB project $249.1 million respectively. h

4,2 Simulation Results and Transit Finance Implications

Two kinds of simuiations are performed using CATLAS. The first of these is

a static simulation in which the housing stock in each zone is held fixed at its
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1970 level. This simply means that the housing stock adjustment submodels are
removed from the recursive structure and the model deals ony with theja]]ocation
of households to dwellings by employing the demand and occupancy submodels. The
second type of simulation uses the full recursive structure to simulate changes
in the housing stock over time. The static simulations provide sufficient
insight into certain basic results. Thus the results of these simulations will
be presented first.

4.2.,1 Static Simulations

Table 6 shows the effects of the three projects on aggregate rent changes,
mode patronage (or demand) changes for CBD and non-CBD commuters. These can be
looked at for the entire SMSA and for the Southwest corridor and by city and
suburb in each case. The projects have the following effects: they increase
the attractiveness or utility of central city zones by reducing transit ‘travel
times and costs and by extending such service to where it was not previously
available. The effect is to attract some households to relocate from the
suburbs to the city thus raising city rents while reducing suburban rents.
Aggregate metropolitan rents are reduced because the movement of households is
from the higher rent suburbs to the lower rent central cities. When we look
into the Southwest corridor we see that aggregate rents increase in both the
¢ity and suburban parts of the corridor., A zone by zone view of these rent
changes are shown in figures 3, 4 and 5 for the three projects. Rent changes
outside the Southwest corridor are extremely small in magnitude (amounting to
several dollars per dwelling annually at most) and can be ignored from a
taxation viewpoint. If the special assessment district is defined to coinéide
with the boundary of the corridor and an incremental special assessment tax is
implemented within this corridor taxing away the increases from the dwellings

which appreciate 1in value and giving rebates to dwellings which decline in
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value, the incremental revenue collected in this way amounts to $6.4 - $8.2
million annually.

How big is the tax burden of such a special assessment on the housing
owners in the corridor? The maximum zonal average rent increases are $247, $235
and $235 per year from figures 3-5 respectively, or about $20 per month. In the
vast majority of zones, rent increases are a lot lower. The average rent
increase per dwelling in the corridor is just under 325 per year for the GM&0
project. These figures show that the tax burden on the average housing owner is
small and thus a special assessment policy is not likely to encounter major
political opposition if it is carefully explained to the public and if the
potential for rent increases is carefully documented. We also see that where
rents decrease the decreases are negligible and thus if no rebates are given to
such housing owners there will be no political opposition.

The next question of policy interest is "what percentage of the capital
cost of these transit lines can be captured via the incremental tax method?"

The answer depends crucially on what interest rate is used in discounting the
annual tax révenues. Moody's Bond Survey Record gave a Ba rating to the Chicago
Transit Authority in 1970. Bonds issued in 1970 with a Ba rating generally paid
10% interest. Using this interest rate the project capital costs are annualized
over a 35-year horizon and the annual operating costs are computed using a
procedure of the Chicago Transit Authority (1980).

4.2.2 Dynamic Simulations

The purpose of the dynamic simulations is to determine whether the policy
1mp1icatioﬁs of the static simulations hold up or are substantially altered by
the introduction of the stock adjustment submodels. The results obtained from
the dynamic simulations depend crucially on what assumptions are made regarding

the increase of employment (and population) for the Chicago SMSA. The results



24

are also sensitive to year-by-year changes in the input variables.

Because the time path of the input variables are uncertain, one approach to
dynamic simulation is to keep these constant over time. If this is done, then
the housing stock adjustment submodels will forecast the redistribution and
ageing-renewal of a fixed total housing stock.

The following assumptions were employed:

1) The aggregate number of households and commuters is determined within
the model by assuming that the aggregate housing vacancy rate will stay at the
1970 level and the number of households will adjust year by year according to
changes in the housing stock.

2) A1l other input variables remain at their 1970 levels.

3) The distribution of jobs between the CBD and the non-CBD locations
maintain their 1970 proportions.

We believe these assumptions to be the most prudent given our limitations
in forecasting the future paths of the input variables .

Given the above assumptions, we performed a twenty-year simulation (i.e.
from 1970-1990) without introducing any changes in the transportation system

(this is called a baseline simulation or base run ) and a twenty-year simulation

in which the GM&0 project is introduced (this is called a policy simulation or

policy run).

The results of these baseline and policy simulations are shown in tables 7-
10 for both the entire SMSA and for the Southwest corridor.

The aggregate rent changes and other fluctuations are caused by two
factors. The first is the change in total housing stock and the second the
housing redistribution among the zones. For the SMSA results (table 7) the
aggregate rent changes are larger than the housing stock changes in the first

several years because the new housing constructed in the suburbs is more
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valuable and there are fewer housing units remaining in the city due to
demolitions. Following the construction of new housing units, the available
vacant land is reduced; thus fewer housing units can be constructed. In the
meantime, as the old housing units age, more of them will be demolished.
Beginning with the ninth year, the housing stock decreases. When the pace of
population increase starts to slow down, owners find that it is more difficult
to rent or sell dwellings and demand lower rents. This explains the decrease of
aggregate rents in the later years. The results for the Southwest corridor
(table 8) are similar to the SMSA results, but because the average housing age
is higher and the available vacant land is less than in the SMSA, the housing
stock within the corridor begins to decrease from the first year and so do the
aggregate rents.

The results of the GM& policy simulation are shown in tables 9 and 10
which document the difference between the policy simulation and the
corresponding baseline simulation. The most notable result is that the transit
project has a very small net influence on the housing stock changes. In other
respects the results are similar to the static simulations.

Two other policies were also simulated. In one of these the GM&0) project
is introduced and it is assumed that CBD parking fees double. In the second, it
is assumed that the price of gasoline doubles. The estimated cost and cost
recovery ratios are shown in table 11. In obtaining these figures, it was
assumed that the incremental special assessment tax would be levied on vacant
land as well as on housing units. [t can be seen that the aggregate land value
change in the Southwest corridor due to the project is quite small because less
than 8% of the available vacant land is within the corridor. The cost recovery

ratios are quite close to those of the static simulations.
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4.3 Caveats and Conclusions

Any large scale simulation analysis is not an exact science and is subject
to numerous sources of error and bias. Most of these are inherent in the data
and in the mathematical form and assumptions of the analysis. Such sources of
error and bias are unavoidable. The best one can do is to gain an intuition for
the magnitudes of these errors and biases by performing extensive sensitivity
testing on the various aspects of the analysis system including the estimated
coefficients and elasticities. Such sensitivity tests were performed and have
been reported in Anas (1982) and Duann (1982). Despite the fact that results
can change substantially if some coefficients are doubled or tripled or if some
data has not been accurately measured, little reason exists to doubt the basic
conclusions. In the final analysis we remain confident in the general approach
and method used because we cannot identify any systematic sources of bias that
weaken our conclusions.

There are several strong qualitative arguments that the total impact of
transit on property values is stronger than that estimated in our application.
This means that our guantitative results may be better viewed as lower bounds.
We know, for example, that if CATLAS is extended to deal with nonwork trips as
well as with work trips, then the impacts of transit on housing values will be
higher because travel cost and time savings in nonwork travel will be
capitalized into housing values. Similarly, if the non-CBD workplaces are
identified by exact location rather than lumped together into one category,
there will be additional gains in work travel translated into housing price
increases. Finally, if we include commercial and industrial properties into the
analysis, we will find that these too, and especially commercial floor space,
appreciates in value substantially.

Another caveat is that the value capture cost recovery ratio of bus systems

is surely higher than that for rail. This does not necessarily occur because
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bus systems have a stronger impact on housing values, but because the rolling
stock cost of bus systems is much lower than the construction and rolling stock
cost of rail systems. Thus, it should not be surprising if a similar analysis
were to yield a cost recovery ratio for bus systems of 100% or higher. Such a
result is not very useful, however, because it is the finance of rapid rail
systems, and particularly of their capital cost, that poses the major challenge
in the years ahead. It is clear that these costs cannot be covered out of the
farebox if reasonable levels of ridership are to be maintained. Incremental
special assessment taxes on real estate appear to be a promising way of

financing a significant part of the capital costs of rail systems.
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Figure 1 : The 169C Zone System Used for Policy Simulations

with CATLAS.
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Location of Workplace

Inside CBD

Qutside CBD

Auto driver
Auto passenger
Commuter rail

Rapid transit

129,995 (29%)

28,251 ( 6%)
77,908 (17%)

83,092 (18%)

1,184,372 (61%)
230,598 (12%)
26,665 ( 1%)
38,849 ( 2%)

Mode Totals
1,314,367 (55%)
258,849 (11%)
104,573 ( 4%)
121,941 ( 5%)

Bus 108,400 (24%) 232,109 (12%) 340,509 (14%)
Other 26,050 ( 6%) 231,373 (12%) 257,423 (11%)
Total 453,696 (19%) 1,943,966 (81%) 2,397,662

TABLE 1 : Mode Choices of Chicago SMSA Commuters in 1970
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Explanatory
Characteristics Estimated Coefficient
in Utility Function CBD Model Non-CBD Mcdel
1. Housing supply a, = 1.000 1.00
(- (-)
2. Inclusive value a; = 0.723 0.955
(30.7) (15.3)
3. Commuter rail (CR) dummy A = -,846 .
(25.0)
4, Rapid transit (RT) dummy aa = -1.701 -
(39.0)
5. Bus dummy a, = -0.636 -2.627
(12.3) (175.0)
6. Log (Travel time) ag = -2.392 -0.910
(55.5) (25.7)
7. Log (Travel cost + rent) ag = -1.488 -5.461
(12.4) (42.6)
8. Bus miles/square mile a7 = 0.02 0.017
(54.4) (70.5)
8. RT stations within 0-0.5 miles az = 0.294 -
(20.9)
10. RT stations within 0.5-1 miles ag = 0.134 -
(9.9)
11. RT stations within 1-2 miles aje= 0.246 .
(23.2)
12. CR stations within 0-1 miles ayy= 0.349 -
(19.9)
13. Log (Housing age) a;,= -0.188 -0.097
(14.0) (14.5)
14. Log (Zone income) a;3= 1.015 -0.117
(53.2) (8.4)
15. Log (Distance to the CBD) apu= 0.447 0.426
(18.4) (47.9)
16. Log (Angle from Lake Michigan) xy5= 0.001%* -0.206
(0.08) (23.0)
17. D1 (0-10 miles) aye= 0.490 0.287
(19.6) (20.2)
18. D2 (10-20 miles) ay7= 0.122 0.296
(6.0) (29.9)
19. 03 { > 25 miles) aye= =0.591 0.132
(20.6) (12.3)
20. Log (Rooms) - 1.194
, (62.0)
P 0.420 0.828

TABLE .2: Estimated coefficients and t-statistics of the CBD and non-CBD
multinomial logit demand functions.
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Estimated Coefficients

Explanatory Occupancy Mew Construction Demolition
Characteristics ( 5's) (v's) (5 's)
1. Annual rent 0.000131 - -
(19.5)
2. PVR - 0.00001018 -
NEW (12.95)
3. PVROLD - - 0.0?9?2135
4. Rental dummy -0.679 - -
(17.2)
5. Build dummy - 2.214 -
(62.88)
6. Don't demolish dummy - - 4.595
(-)
7. City location dummy - -0.6162 -
(34.35)
8. Distance to CBD - -0.09660 -0.03853
(137.2) (=)
9. Angle 0.00131 -0.003345 -0.001892
(19.9) (35.51) (-)
10. Rooms - - -0.1135
(-)
11. Housing age - - -0.0}4?
12. log(Housing age) 0.516 - -
(53.0)
13. % Black Households -0.00347 -0.007379 -0.002736
(32.2) (30.94) (=)
14. % Developed land 0.0119 - -
(61.1)
15. % Single family housing 0.0181 0.0119 0.01137
(118.1) (61.1) (-)
16. Zonal income - 0.00003756 0.00010326
(21.7) (=)
2
p 0.981 0.835 -
Table 3: Estimated coefficients and t-statistics of the occupancy, new housing

construction and old housing demolition submodels.



38

ejeg ue}||0d0o4}d) 3yl JO SI1ISpad3deaRYy) 3jebaubby pajdajes v ERL:T

¥ §28°00b* 25 ¥ » 801°698°6GS° L 150D |3dARA) (g)-UOY

€LE 96 1°00¢E 008°198°S2 8€2°698°6¢ 6GL°08G5°Lb  S15°888°802 3500 |9Aea] Q9)

¥ €9v°809°¢ M » L02°v21°0S Wi} (9Aea] (g)-uoN

9pEESH0e €59°61LL Y 29L°551°¢E 0€G5° 109 10v°946°L awiy |aAed] (9)
Le30] sng Jtsuea) pydey [}Ba 433NuL0) ojny

(¢ *sisod Aem-om)

Lenuue :(ujw) saw)l Aem-auo ‘A 1ep) SAIYL NYOM Y04 1SOD ONV 3IWIL 1IAVUL

(0°001) 299*s6€°2 (0°11) €2v°LS2 (0°¥l) 60S°OVE (0°6 ) 26b t6l (0°v ) £L5°voL (0°99) 912°cL5° 1L [e-,01
(0°18) 996°€v6° L (0°21) €Le 1€ (0°21) 601262 (0°2 ) et8‘86 (01 ) 69992 (0°€L) oL6‘vLb 1 @99-uoN
(0°61) 969°€SYH (0°9) 0s0°92z  (0'vZ) oov*soL  (0°81) 260°€8 (0°Z1) B06°LL (0°G€) 9v2*8S1 ag)

Le10] 43410 sng J1suea) prdey [rea aajndwo) ojny
(Aem-3uo ‘Airep) SdIul MUOM
99° ¢ (0°001) 920°c0l (0°001) (S1*112°2 (0°001) vLE‘bLLL'ILY Y Leioy
22°¢ (£ 1) 289°¢e (8°Gt) 18L°€ELO*L (6°£S) 086° Lv5‘965°¢ NYSUNENS
18°6G (€°89) vve 0L (2°vS) 0Le°L61°L (1°2b) €E€E°2€9°658° I ALID

(%) @1ey Adouedep

sypup jueode,,

%2036 bulsnojy

(aeak/$) juay

ONISNOH



39

€180 JOPELI0) ISOMYINOS YT JO SILYS|Ua}oRARy) 23BBaUBEY pajda|as . g 30vL

suo||eb 999°ge
suo|eb o/pc/ 1

sdya3 oyne ggy-uoy
sdju3 o3ine ¢g)

(Aem auo *Ayjep) 01NV AG SAT¥L NYOM ¥O4 NOILAWASNOD 3NITOSVO

18€°¥L0° GG 00L‘69¢°8 » ¥ 18250 9v1
6£8° vSY* B2 050°LE9 Y €2v°L09°1 {L0°6€EL' 2 S62° 1L 61
962* 101*¢ €L0°epe L » ¥ £81°858°S
b65°692° 2 069°0€8 G68°90¢ 91°0Le 2v8° LS6
(e30) sng J1suea) pidey LEeY 493NUO)- o3ny

1500 [3Ae4} Q9I-qQIN
1502 |3Ae4] QF)
awy) |aAed) gg)-uoy
awpy [aaedy gg)

($ 3502 Aem-om) (enuue :(ujw) sawi) Aem-3uo ‘Aytep) SJIyL NYOM Y04 1S0D ONV IWIL T3IAVYL

(2001) €82°282 (%6°01) £S9°0t (%¥v/02) 869°LS (252 ) 920°¢ (%9°2 ) v92°¢t (%9°€9) BE9 6L lejoy
(%2°18) 262°622 (%L°21) €61°62 (%2°91) 961° (€ (26°0 ) 2€1°‘2 (x2°0 ) s£6°L  (%v°69) 961°651 Q87 -uoN
(%8°81) 166‘2S (%8°2) vov‘1L (%9°8€) 205°02 (%9°8€) v68*Y (x2°01) 689°‘S (%9°8€) 2ev'o2 09)

[e30] 434130 sng jtsueuay pydey L1y J93numg) ony
(Aem duo ‘A|jep) sS4yl NYOM
G6°€ (z001) 662°01L (%001) 8v9‘092 (2001) €OL‘L06°bEY Lejol
12°2 (39°81) L16°1 (z2°€c) 299°98 (%5°9¥) (6€°00%*202 NVaYNens
28° b (sv°18) 2¢8¢c‘8 (%8°99) 986°€L1 (%G°€S) 90£°906°2€2 ALID

(%) ?irey Aduedep

SILUf Juedep %2031S bupsnoy

(1eak/§) uay

INISNoN



40

eady Apnig JOpEAA0Dd IS3IMYINOS 3yl 40 IN0 du0w

$309f0dg |1ey 334y) 3y)

40 0jul 3}e20|34 OYym Saafo|dwa 0 Jaqunp

(¢-0L %),

L

404 sy(nsay uopjenwis : 9 3jgvl

- - L09- 2¢9 96°¢- LE'0 8°L- 6L7EL L6°Ll- €2°9- 08°1 €L°0 £€L°¢ gHI
- - b€9- (99 €Lt~ €E°0 G°8- LE€°8L L0°¢- GV'9- 68° L 0L°0 26°¢ Y3IHIUY
- - 66v- 916 99°2- €0 9°9- Gb°29 ¢2l°¢- 2’6~ gr-1L Lo A 0%W9
sabuey) aoprLaaoy 3samyinog
£10°0- 8°¢ bL'0- 20°0 LS°L- b2V OEO- LO°L- G50°0- SLL'0- (20°0 aHl
9l0"0- 6°¢ SL°0- 20°0 OL°L-0S§°v 2€°0- SO°L- 090°0- 82L°0- €£0°0 UIHIUY
vL00°0- €72 GL°0- ¢0°0 ¢2E€°L- 6S°t 62°0- ¥B°0- 1G0°0- 680°0- €00°0 0%W9
049J-uoN @g) Q8J)-uoN a4l sng O0jny sng jisued) (iey 03Ny lejol qangns  £31) 309f0ad"
zsnidang (2bueyn ag)-uoN ag)
sabuey) puewsq apowy  abuey) Juay ajebauabby g
43WNSuU0) a0 |du3

sabuey) uejijodoayay



41

poj4ad {e}3ju} ayyz 03 paaedwod sabuey)

ARIA SNOLAIAQ WOJY

savuey)

¢
l

*eade uey||odoajauw

3yl 404 uopjenws aujp|aseq Jeak AJjuamyl 3yl J0 SI|nsas ajebaabby :/ 119Vl
¢
100 | vo'0- _.-.- 959 | 621s- |see-|oect js2e- | 9072 |vet ...e-_ 6C(- c..~._~e.n- | o2
210°0 | €uo'0-  tile- | ooll faies- cos-leicy eee- | 61°2- lustenfastof ace- | 00- 115" ;6
vio'o |ouvoo- _.~e.. UCL | 6625 JOV'S-IST (4979 | 0TI~ [92761[0270~1 10°2- | 1270 |%0°§- . @1
§10°0 [ 94070 1 EVa€- | 4490 oot [ 49°S-{00°2 [ve79- | e9'1- [eowilonco | 62 t- | vty (460
310°0 | €/0°0- _~e.~. $002 | o~ 116°5-106°2 {10°9- | e°1- [ov'orfoso | 450 | €572 “.o‘.. | 9
€10°0 | 690°0- _~_~.. 90(2 | 0095~ [11°9-fst°t Juo's- | s i- lsocotftm0o| st0 | 997 ,t9°v- | I
610°0 | §90°0- jelez- | 90n2 fs2es- 42 9-fyer e [vess b otois fastarparcn | oso | 9y U
020°0 } 07070 ] 2852~ ) 062C | 0¢ws- |2y7 9 2570 00" [ €z b fsotatfowct | €9y | tets g6ty- | €t
1200 | (50°0- “,=_~. 0oL | 8209 {25791 49°C [s9- | sUt- Jeroufeatr | secr | 9oy ”.n.m. ]|
220°0 ) 250°0- m,_~_. Uy 15029- J09°9-00°C |e6Z'v- | 2071~ foursujest | o't | ey ymre- | n
220°0 1890°0- ( (vUI- | wd2S | IGE9- 99°9-106°C (6°(- 1 680 f9ursufe2 2| ¢4t | 470 |eo'c- | o)
€20°0 foe0c0- Jasy- | 6019 |0659- [s99-196°C s C- | g470- [oravu|vvZ | vy [ 09°6 [59°2- | 6
€20°0 | ¢cot0- [0y 1620 | 1209~ |99°9-J6b"C [o02°C- | 99°0- jos°c1j29°2 | or's | (ccoifoi-2- | @
220°0 | sE0°0- | (2vl | O1S8 |(BO(- qOL9-|46°C |s@-2- | westo- |istafeece | aecs | onapista- | oo
120°0 | 000°0- | 1072 | 6400% |@que- [w2°9-(23°C |2v'2- | 9v0- [ nfsece | s | avufaei- |9
120°0 | +20°0- Lrory y wio2n feres- Tests-las e Jesti- | ccco- ferconesz | e | seorlconr- s
6100 felo0- lost9 | oienl [ 08~ Je9 e-|61 C |tsT1- | o02'0- [9c70 {902 | 825 | ce's jeeD- | 0
810°0 | 210°0- |0c06 | OISet joere- (s C-1¢9°2 (00" 1- | 070~ Jti'¢ Jeocz | ey | wvve9ice- | ¢
$10°0 2¢00°0~ | 65921 [ 25vt2 [ €640~ [O0 1-[s@°t |sp'0- | o170 J2zts |wecu | ev2 | er's jeoti- |2
110°0 6200°0 | 08081 | 09992 | 08SB- 670 | 2070 li00 220 (9672 (oS0 | 91°0 | (o) jelt2- L
ho>-vou | 003 | 1vroy [aunang [ 4213 | sng Jorny | sng [avsuesy [1yew Jorny | 1maoy [asnans| 001
Jvd)
_-a_n..:w ~oo=2u TIEBH@_ 09) ) sbory) 1oy
13wniu0) 33015 bujsao) L. F.: abury) pumnsag Ipuy )




42

Je3k snopaaad wouay sabueyd

l
potaad jepjrup ay3 o3 paaedwod mwm:ezu_
*JOpPLAA0D JSIaMYINOS
3y} 404 uopjenups aeok AJuam] 3yl 0 s3|Nsaa 3yebauabby ‘8 37gvL
| ! Lol ae 1o T
€5591- | aezc! 996 08 1999 | 9|9 8 |9C79- | WOTL- | CLTW (2675 [£ST91- 90761 (04 €8 | 02
vinst- | 61(2-) @s6- § St (06 | €9°C-§60°6- [S9°9- | 9079|9570 [Sers- fasi-larur-|wocci-| 61
$5051- | ss12-] voe- m 69- 06 | ver-]tso- jroy- 9 e 86ty [serve-s9tar-jeri2n-| ol
voret- | erer-] zes- | 6s- feces [ertv-juete- frotys o819 4879 J2sTy- (60 Er-fusTor-fortue-f g8
svsct- | oeer-] sno1- | €S- (st- | Os w-fov - i09°s- ] wets- |sete |50y [incqi-feccsi-fortnn-f 9t
99¢21- | v991-] tiot- | 2v- tee- | soce-fon-9- |seos- | esos- |tece [19cc- hzcev-fueet-forot-f st
toevt- | vost-| s2c1- | sg-  JUes- _ 10°s-hver9- Jaocs- | e2es- |ere favce- Jrecin-jeocce-joee- | 0t
1oree- | osei-| qton1- | 02- 0ol-p 1275l erss- jeate- |oseTe- Jaatd frete- Jucol-ftecit-fietes | et
osior- | vett-) tso1- 1 ¢- wot-| ovsfeas- psere- ] vocw- [eec9 oce- [evie- |osror-|ec-e- | 2
1v56- 1ol-| 9901~ | ¢ col-| 29°s-lo9v-Jeov- | 2ccw- | 2979 [eot1- ferce- [ VOT6- |89 | N
10/9- | o6s- | sc01- | 12 tort-] sers-lavv-ieve-| eec-|ez'9 lova- |avci- [s070- joae- | o1
Si0¢- wi- | oreor- )t Ul €0°s-fss - jsee-1 99°¢- [16s fsov- |9c9- |29 jsoe- | o
S169- t093- | zeo1- | 20 cinne] o9 etz Jeot- 3 cetc- josTs [99T0- [e2ts- |SCTS- fsts- | @
1609- tev- | 9cor- | e v 2zce-luc - | tece- 0 2000- Jeots |92T0- [tote- 4870 |21t |
661s- | svc- | seo1- | ¥91 6s2t-] 98°s-[o6 u- Jec 2= w9 z- |95y J1oc0 |9rcc- |12 fove- |9
s629- | 622- ) (uor- | 222 |e0Ct-| ezTS-fuvcu- |67 v2°z- | vory J220 |2vcz- (eUTt- leate- | S
T - ) soon- | ez tescr-f eccw-forcu- [esct- | o9tt- [qvc Jecto feeti- 12N Jgvz- |y
1v2- | - | s201- 1 ¢oc  |eivt-] coc-fseo- |oot-| zccv-|vecz Jarco |e9ti- 26707 o272 | (€
est- | 91 606" _ 025  |e9vt-] o1ca-lwvio- |evco-| 6c'0- 2172 fsico fostu- | MRV JecU2- | 2
150~ " _ oca- | 259 [sonr-l 1271 [sivo- | 9070 12°0- |21 fero- Jezre- |00 09724 |
'
gg)-voy | 00) | 1v10g [qunang [ L3ga | sng Joany | sng “._,c.g_ 11ey Joiny |yr10p |qunans| A3p)
_u?.:.u ~ue=:.u QUIFUCN 00) . 203
3dkoqdw) 13y y301§ bujinoy _:. abury)y purwdg Ipoy _ _.: abury) tuay




43

J4e3f snotAdad wouy sabueyod

potuaad [eyjrul ayj o3 pasedwod sabueyd

A
t

*eaue uejtodoajow ay3l 4oy 3%3afoad opyp 3 ajiqop

4109 ay3 jo vorjegnuis aeah AJuami ayj 40 s3|nsaa ajebaubby 6 379VL
toz°t- | 02000 | 2 | 1 | szro-froco |9271-| ss°C | 9t"0q 2e0- [20'0 | 10'0-|¢0°0 |oO2
oz 1-| 0200°0 : 1 ! 0 | 9z'0-ho'o [42z71-] ss°C [ 9c70] 20°0- |00 | 00°0 [©9°0 |6l
202°1- [ czo0'0 ! 2 ! t | 9zc0o-poco 9271-| 95°C | 960 2e"0- [z0°0 | 10°0- [¢0°0 |01
202°1-| 020070 1 2 1 t | szo-poo [s20-| 457 | scofteo- |z0'0 | 1070 [ 00 [{}
102°1-| czo0'0 | 2 ! 1 | stro-fsoco [e2°t-| ¢sc |90 cero- jcoro | to'0- [rO'O |90
0z 1=} ezo20 | 1 ! 0 | szo-poro [eze-| ¢s7c | 9cc0fcao- [co0 | 10°0- [¢070 |SI
122°1-| o000 | 5 ' v | 92'0-fs0'0 | B2 1| 8$°C |scr0{ce0- |2070 | t0°0- |oo'0 [w
0z2'1-] 02000 | € | ¢ | vzo-poo |e2ti-| esC eccocuto- froo | zoo- |s0'u [0
L2271~ | 020070 | ¢ ' 2 | sero-so0 [ozu-| estc |sero{v00- [20'0 | 1070- [vo0 |2
0r2°1-]| 02000 | S 2 t | veo-froro Je271-]| o02°C |scofveo- |00 | 10°0- [80"0 |41
35271~ | 02000 | v ' t | veo-Jioro J6271-] 09°C [vr0fv00- |co0 | 20°0- feo'0 [0l
©9z°1-| 0200'0 | s ! v | v2co-js00 |62 1-| es°C |vcrofvoc0-Jeo0 | 10°0-|eo0 |6
tez-1-|ozoco | 9 l v | tzo-fvoro Jocot-| es°C | ccrofveo- |to'w | 2070 |600 @
(52°1- [ 020070 | 9 t v | 2o-js0c0 JOCt-| 09°C |CC'0Oj4070- |20°0 | 2070 | €00 ¢
892°1-| 0z00°0 | ¢ 2 s | c2ro-lvoo |ort1-| 09°C | €0 (90 2000 [ €00~ |BO'O 9
(s2°1-| 02000 | ¢ 2 s | tzro-poo [ 0c0-| 09°C |2¢70](8°0- [20°0 [ 20°0- | (070 |5§
- oote | s 0 s | 2zc0-froo [1ev-| 09°C |2c0]ce0- [10°0 | €00~ [GO°O |
evi“t-| 12000 | € e s | 22o-fvoo [2eov-] 09°C |20 0°0- (100 | 00~ [(0°0 |€
v95°0- | 120070 | 2- $- ¢ | 1o oo [eeti-f 09°C | 20701 €8°0- joo0 | +0°0- |90°0 2
t64°0-[ 12000 | © 0 o | oro-frore [cc -] 09°C |0 0§ (8O- |10°0- | $0°0- [s0'0 |1
(08)°vou [ 00)  JIn10) | qunans £33 seo [orny | ang [ apvrsp | pieg | oany [ 1n0) fQunans | A1) oy
i Lhuw 0md-von | om
42wn1u0) y3015 buysnon _.: abucy) purwag apoy —.: abuey) Judy




44

423k snoyAaaad wouy mmmcm;uw

potaod (erjtut ayy o3 padedwod mwmcm:u_

*AOPIAA0D 3SIMYINOS Y 404 323foud o1yp § a2 1qol
$1NH 3y3 jo uopje|nuys Jedf AJuamy 3yl S0 s3(nsad ajebaubby ‘0L 3ygvi

' h |
06(- . | 0 [ (ejwo 8279 819 _~a.~._oa.m. " S0°0 | 61 | O2
00y~ LFAS 14 ] | 10°2-]1°0 |52°9- 10°29 |SS°2-|10°S-| »r 1 9°0 | 9871 (Y]
lov- 218 | 0 1 ¢ro2-lov'o g2y 0l°29 (S 2-180°S-] o'W (9°0 1 9674 | 9t

_ 20y~ i s | 0 ! H-jeo e’y 02°29 [Is°Z-1Lo'S-| (vl o joet]

Ty s 4 0 4 st2-leco loc9- 92729 (05°2-101°s-1 8y° tsof o2 9t

LT | s ( 0 t (e-jeeo Iy (-9 .a..~. 2U°s-] 6l gu'o | s0°2 ] s
bvor- (1731 S | ] 12-je'o Jee'y- $¥°29 [LviZ-fars-| st ug'of so'2y ol
- 01s 9 | S 017 j1C’0 |S0°9 19°29 Jsv 2-|pl S| 2571 Bu'0o 4 ¢0°2 ] (1
91y 4 835 9 I S ao.~-_o-.o s 65729 (o 2-|ol’S-| (5" £8°0 ; CO2 12
by _ 95 9 | S {19°2-,50°0 JoU'%- $9°29 JIVIZp9N S 0571 g0 112 n
" 99¢ { | 9 93°2-[5C°0 {Ov'9- 00729 [6€°2-191°S-] $§°1 680 | €172 | ol
o1y~ 1333 6 | 8 (9°2-(vc0 Jiv'y- 729 [1O°2-1av°s-] 9570 L0°0 | v1'2 | 8
S(y- 29% 0 | { 292,00 J(yv'9- SL°29 (SC2-|BI°S-) (Sl ool evv2|o
Lee- 65$ ol 2 Y 19°2-1(C'0 Jsr9- 9129 |20 2-]181°5-] ¢S°0 tcol ez
ove- 155 2l b4 or J192-jcco |ev'9- 08°29 JOC-2-[01"S-| 65°1 oozl
95y- 1349 ]l 4 U 129°2-jco jos9- 08°29 |02 2-]61°5-, 6%°1 690 | 12| S
99y 15% Sl t L [y 2-j2t0 JU(s°9- 18°29 JS2°2-1i1°s-| 65°1 8ot 1T\l
9 ns 9l ’ U L -jeco sy 20°09 JEU°2-j91°%y B%° L sB0 ) R

! 6oy 1819 24 9 9l Jarr2-jeco g9 20°29 jo2-e-s1s-f 9%y O |O2°2 |2
$0§- €S 0 0 [\] gri2-jcc'o jve'y- YA BIINMIIRMEIR LTV A S

euu.cmz 08) _-.e_\mrhsa:m Hn ing jo)ny ng .._—:.g_ tiey [oany | (eiog [qungng| L3p) oo
~uoc.au -a=-zu 00)-voy 08)
Akoydey NN 303§ bujinoy _.-. 3buey) quay
P‘ _.—. Abury) purmag Ipoy




Total value
Total value captured plus

Capital & Rent Rent & Fare revenue captured to fare revenue
Operating operating value land value Fare to operating capital cost to total cost
Policy cost cost captured captured revenue cost ratio ratio ratio o
GM&O 104,271 280,165 70,518 71,049 20,705 .199 .404 .328

GM&0 Project
with doubled 104,383 280,277 52,315 52,669 27,061 .259 .299 .284
CB0 parking cost

GM&0 project
with doubled 104,290 280,184 62,179 62,635 21,806 .209 .356 .30)
gasoline price

TABLE 17: Estimated costs and cost recovery ratios for the three policies
obtained from the Dynamic Simulations (A1l values and costs in
thousands in 1970 dollars. Interest rate used in discounting
annual values to obtain value captured is 107}



