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eral evolution of mortality compression/decompression, using a single summary
indicator. To this end, we calculate the exposure duration for a whole range of
death rates covering all mortality levels studied (in our case, spanning death rates
between 0.01 and 0.301), see Figure 6. To facilitate discussing the gender differ-
entials, the graphs for males and females are put together. The figure covers a
longer period, dating back until 1850, although peculiarities of the earlier peri-
ods should be interpreted with caution due to fewer countries with data available
in HMD (for 1850, HMD contains period and cohort data only for Belgium,
Denmark, France, Norway, and Sweden; see Table 1 for more details).

Figure 6 – Period life expectancy at age 40 (the upper panel) and period
(the middle panel) and cohort (the lower panel) durations of exposure 

to the range 0.01-0.301 of the death rate

Notes: values are averaged over countries; cohort exposures are cross-sectional totals of exposures of
birth cohorts in a given period to small sub-ranges of the death rate, see the text for details.



In the first panel of Figure 6, we present period life expectancies at age
40 averaged over the countries studied. The middle panel shows the total of
exposure durations, in years of age, to ranges of the death rate 0.01-0.011,
0.011-0.012, …, 0.299-0.3, and 0.3-0.301 in period life tables. The third panel
of the figure shows cohort totals of exposures to the same ranges. As noted
above, we do not use indicators based on the complete birth cohorts both due
to data limitations but also because such indicators mix up conditions of
remote periods of time and may be problematic in interpretation. We therefore
also avoid using cohort exposures to the wide range 0.01-0.301 of the death
rate. Instead we compute yet another cross-sectional index by summing up
exposures of birth cohorts observed in a given calendar year to small sub-
ranges of the death rate 0.01-0.011, 0.011-0.012, …, 0.299-0.3, and 0.3-0.301. 

Both period life expectancy at age 40 and period exposure duration to death
rates 0.01-0.301 show clear long-term trends, even if interrupted by temporary
reversals or stalling episodes. Over the past century and a half, life expectancy
at age 40 improved at an increasing rate, with an ever-widening gender gap that
has only recently started to narrow. In the meantime, period exposure durations
declined at a more linear pace, although with substantial deviations from the
trend. The gender gap in period exposure times has also expanded, especially
before 1980, but narrowed somewhat after that year. The gap in e40 reached its
historical maximum of 5.6 years in 1979; in the same year, the gap in period
summary exposure to death rates 0.01-0.301 reached the maximum of 6.0 years;
it declined until 1993 when it started to increase again. All in all, the change in
period life tables was a combination of shifts (indicated by increasing life
expectancy in Figure 6 as well as shifting ages at selected mortality levels in Fig-
ure 3) and compressions (indicated by falling exposure durations). 

The pattern of change of the summary index of cohort exposure times is
different in principle. First, it does not show a clear time trend. Indeed, the
indicator seems to have contracted by the early 20th century. While such a com-
pression seems to be a logical outcome of reducing the death tolls from less
age-discriminate external causes of death, it may be not significant and consis-
tent with the following trend due to the small number of country cases avail-
able. Apart from the possible compression in the late 19th-early 20th century,
cohort exposures show large volatility but not a strong time trend. The cohort
trend, if there is one at all, is toward moderate decompression for males and
moderate compression for females. After the 1960s, in the period of fatsest
increases in life expectancy, male cohort mortality has substantially decom-
pressed. A similar development of female mortality has reversed in the mid-
1970s. In the very recent periods (after 1980 for males and 1990 for females),
cohort exposures become more stable. Another notable difference is the gen-
der gap that, for the cohort exposures, has continued expanding, with oscilla-
tions, since 1952. The gap continued to widen even after the 1980s, when gen-
der gaps in the two period life table indicators have been narrowing.
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5.    DISCUSSION

Our empirical results are in good agreement with the theoretical prediction
that the period life tables by their design provide a compressed picture of the
underlying cohort experiences when mortality is on the decline. Given that the
speed of mortality decline varies with time, the period life tables may be subject
to varying levels of compression. Unfortunately, however, the conventional
reliance on period data cannot be changed easily, as the traditional compression
indicators cannot be computed for many birth cohorts with incomplete data.
Even assuming that the problem of incomplete cohort data is resolved, tradition-
al cohort compression indicators may be misleading because they mix up diverse
conditions of remote calendar periods to which birth cohorts may have been
exposed during their long lives. Our empirical results showing strong period
effects upon cohort exposure times indicate that the mentioned problem of the
conventional cohort approach may be a serious obstacle in studying mortality
change. Our method, which is based on examining the exposure durations in
years of age to selected short ranges of the death rates, is free from these limita-
tions and allows us to study both period and cohort mortality compression across
time and age. 

Differential patterns of exposure times of cohorts and period life tables call
for discussion and interpretation. Before continuing with the substantive discus-
sion, however, it is necessary to remind ourselves of possible caveats to our
results. First, despite pooling together mortality data for many developed coun-
tries from the best available international database, we may not have been able
to secure equally reliable and comparable results for the long period of time cov-
ered by the study. The number of countries with available data was lower for ear-
lier years than for more recent years (see Table 1). In a nutshell, our sample of
countries with available cohort and period data was close to complete only from
1960 onwards (20 or more countries with period life tables, 17-20 countries with
cohort data available and stable enough to meet our method’s requirements at all
the mortality levels selected for the study). It increased between 1920 and1960,
and was small (about 9 countries) in 1890-1920, and even smaller in the earlier
period (5 countries in 1850). Data quality may also be a problem for earlier peri-
ods due to missing data, different territorial coverage, absence of migration data
and, hence, reconstructions, extrapolations and other indirect techniques of
HMD (see the database’s original website). Our estimates of cohort exposure
times were based on regressions over at least nine years covering the period of
interest; therefore, epidemics and major wars, and also fast epidemiological
changes, may have contributed to a higher volatility of our estimates despite pre-
cautions made to avoid cases with poor fit of the regression line. Although the
high correlation between cohort exposure times for males and females and for
different mortality levels indicates that the effect of lower data quality may have
been limited, our results for earlier periods should be interpreted with caution
and may be revised using better data or an improved methodology.



Period life tables show compression or stability as a near-universal feature
across time, age and gender. Although one may notice some phases of moderate
decompression at selected levels of the death rate, including the most recent peri-
od for males at lower mortality, the summary exposure time of period life tables
to death rates 0.01-0.301 presents no example of decompression, beyond short-
term fluctuations. A short-lived decompression in the 1940s may have been
caused by a very fast decline of death rates which was either due to the introduc-
tion of modern antibiotics or a selection effect of those who survived the harsh
wartime conditions (it might, however, also be due to limitations of original
death records or HMD interpolation techniques for the wartime period). Hence,
our results for period life tables support the literature that suggests that period
mortality is compressing or stable, not expanding, both historically and more
recently. This aspect of mortality change is important to take into account when
modeling and projecting period mortality (we will return to the implications for
projections further down, after discussing our findings for the birth cohorts).

The pattern of change of exposure times of birth cohorts to selected ranges
of the death rate was different from that of period life tables. Cohort exposure
times show no clear time trend consistent across age and gender, except maybe
for the period of compression in the late 19th-early 20th century. Cohort exposures
were, however, subject to large-scale swings, a better understanding of which
may be important in order to appreciate the long-term time trends possibly
masked by the swings. These swings seem to be linked to periods of sudden
change in mortality conditions (the two world wars, pandemics, and the spread
of modern antibiotics (1940s) and cardiovascular disease prevention programs
(1970s) in developed countries). The link may be explained by compensatory
changes following the original shock in mortality conditions. Malnutrition, dete-
riorating sanitation and lack of access to medical and other care during wartime
might have, for example, accelerated aging processes. This may happen both at
the individual level but also at the population level if the healthiest are selective-
ly enlisted in the military and other services. A conceivable outcome would be a
steepening of the cohort mortality curves, i.e., compression. Once the hardship
time and its ‘tearing’ effects are over, however, the cohort exposure durations
may return  to normal or even temporarily extend beyond the normal levels if a
disproportionately high death toll of the least healthy during the period of high
mortality modifies the composition of birth cohorts. Fast introduction of new
screening or treatment technologies that reduce the fatality of major diseases
may lead to a decompression of cohort mortality schedules. A (partial) compen-
sation may, however, follow if reduced fatality contributes to increasing propor-
tions of people with chronic conditions. 

Period life tables were successfully hiding substantial, and seemingly
informative, transient changes in cohort experiences. This is well explained by
our theory, because the extension/compression of cohort exposure times will typ-
ically follow improving/deteriorating mortality when the theory shows the period
life tables will tend to compress/decompress the underlying cohort experiences. 
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An explanation of cohort compression/decompression swings by abrupt
changes in period conditions, if confirmed in future research, may suggest that
the ‘normal’ cohort mortality should have been more stable in the 20th century,
perhaps with a tendency towards compression for females and decompression
for males. Male cohort mortality has been on a decompression trend since 1960,
that is, in the period during which the greatest declines in old-age mortality have
been achieved in developed countries. This contradicts Fries’ original idea that
declining old-age mortality should be accompanied by its compression.

The result of the outlined changes in cohort mortality was a historically
unprecedented widening of the gender gap in cohort compression indicators after
the 1950s, male cohort mortality becoming increasingly less compressed as
compared to female mortality. Although this process started at the same time as
the most recent period of the widening gap between male and female period life
expectancy, it did not stop after the late 1970s when the gender gaps in period
life expectancy and period life table exposure times started to narrow. These
diverse patterns call for a revisiting of the theories explaining the evolution of
the gender gap in mortality. Although those theories (e.g., Rogers et al., 2010)
were built on the premise of a recently narrowing gap, our cohort indicators
show that, at least in some aspects, mortality has been evolving with an increas-
ing gender gap ever since the early 1950s. Future research may show whether
the increasing gender gap can be explained by differential smoking behavior
(Waldron, 1995; Lopez, 1995; Valkonen and van Poppel, 1997; Pampel, 2002;
Preston and Wang, 2006), socio-economic differences (Vallin, 1995; Brown et
al., 2012; Ross et al., 2012), faster senescence and a higher heriditary (difficult
to eradicate) component of variation in mortality at older ages among females
(Graves et al., 2006), gender differences in the accumulation of chronic condi-
tions, or something else. 

Although the durations of exposure demonstrate regular patterns when
arranged as functions of age (more of compression or stability for period life
tables and for female cohorts; more of decompression or stability for male
cohorts; with the exceptions noted in the previous section), those patterns seem
to be driven more by period than age effects, although a detailed age-period-
country study may be needed to clarify the role of age effects. So far, we find no
evidence of such effects working in the direction consistent with Fries’ hypoth-
esis of compression in male cohorts. For females, the compressing effect of age,
if any, is considerably weaker in cohorts than in period life tables.

Our empirical findings are relevant to mortality projections in several ways.
A consistent long-run trend of compression in period mortality is not supportive
to shifting models of period mortality (e.g.: Kannisto, 1996; Wilmoth and Hori-
uchi, 1999; Bongaarts, 2005; Canudas-Romo, 2008). A projection method
more consistent with our results should be capable of combining both the shift
and compression in period mortality (see Ediev, 2013a for an explicit assess-
ment of the contribution of these two processes to change in period mortality).
On the other hand, our findings for cohort schedules do not support common



extrapolations of age-specific death rates (e.g.: Pollard, 1987; Lee and Carter,
1992; Benjamin and Soliman, 1993) that tend to project mortality compression
in both period and cohort life tables. The lack of a clear trend in cohort expo-
sure durations suggests that fixing these exposure durations at their most recent
level or assuming their convergence to an imputed level may be a good basis
for a projection (a scenario of mortality inertia suggested in Ediev, 2011a and
used, in comparison to common extrapolation, in Ediev, 2013b). Distinctive
features of that scenario – features not shared by common extrapolations – are:
continuation for at least several decades of a linear increase in life expectancy,
transmission of accelerations in mortality improvement from younger to older
ages, and consequently increasing rates of mortality decline at extremely old
ages. While the first two features are well documented based on past observa-
tions (White, 2002 and Oeppen and Vaupel, 2002 for the linear trend; Wilmoth,
1997, Willets et al., 2004, Andreev and Vaupel, 2005 for ‘aging of mortality
improvement’), the accelerated mortality decline at extreme old age may not
have been observed so far (but see some early signs of it in Rau et al., 2008)
only because the cohorts that will be involved in such a decline are still young. 

Our study may be extended in many directions. Time and age patterns pre-
sented here suggest the importance of further, more detailed, research of age,
period and country effects in mortality compression. Our approach is well-suit-
ed for such a study. Another prominent line of research would be to apply our
method to morbidity compression and to mortality compression by causes of
death, as well as to more uniform subpopulations defined according the socio-
economic status, behavioral patterns, education, etc. Important insights may be
gained by studying the causal mechanisms behind the changes in indicators of
cohort mortality compression. 
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