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Summarz

This paper is a survey of recent economic research concern-
ing the spatial allocation of demoeconomic growth--that is the
change in the location of jobs and people--within a nation. It
critically examines existing theories as well as empirical evi-

dence derived from these theories or from more pragmatic studies.

The main conclusion is that, to date, theories and empirical
models have contributed very little to the explanation of the
role of firms and households in shaping the spatial pattern of
demoeconomic growth. Too often framed in independent and incom-
plete terms, past research efforts have led to inconsistent re-
sults, and therefore have never been useful for policy applica-
tion. Particularly striking is their inadequate treatment of

the temporal and spatial dimensions of regional development.

On the one hand, attention has been focused on a specific
time horizon, either the long run (export-base and labor supply
approaches) or the short run (simultaneous-equation models of
urban growth built in the last decade or behavioral models of
regional labor markets having microeconomic foundations). These
approaches hardly brought insights into the identification of the
sources of regional demoeconomic growth, a problem which presents

a rather complex time structure.

On the other hand, past regional studies, either theoretical
or empirical, have generally ignored space, except those that

have examined the behavior of firms and household in rather in-
dependent terms. Additional exceptions are some recent verbal

explanations of regional growth (e.g., Richardson 1973). This
paper thus includes a review of studies concerned with the
ceterminants of the expansion and relocation of firms as well

as with the determinants of the migration of households.
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Finally, the spatial allocation of demoeconomic growth is
a very complex problem that cannot be studied within the partial
frameworks proposed in past economic studies. The diversity and
complexity of intervening elements call for a larger approach:
the systems analysis approach.
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Regional Demoeconomic Growth: A Survey of Theories
and Empirical Models

INTRODUCTION

In developed societies, local areas can present guite
different behaviors within the same country: some regions de-
cline economically and lose population at the same time that
others experience a higher than average development which is
sometimes accompanied by rapid population growth. A comprehensive
explanation of this differential evolution is currently beyond
our reach because few insights into the mechanisms causing and
shaping the spatial pattern of demoeconomic growth within a
country have been obtained to date: the identification of the

sources of regional development remains a subject of controversy.

Summarizing the various positions taken in the debate, Hirsch
(1973) has typified two polar approaches: the industry-initiated
and the household-initiated theories of regional development.
However, they are more commonly known as the export-base and
labor supply theories respectively. The first one, which dates
back to an earlier stage of economics (see Lane 1966), suggests
that

Industry decides where future growth will take place and

that in making such decisions firms are relatively in-

sensitive to the locational choices and preferences of

households. (Miren, 1977, p. 1)

The alternative approach, first developed by Borts and Stein
(1964), argues that

It is the locational behavior and preference of house-

holds which through their roles as consumers of goods

and services and as suppliers of labor, determine the

evolving spatial pattern of growth and development

within a nation. (Miron, 1977, p. 1)

Clearly, in the real world, the two paths of causation that
these two polar theories underline are not mutually exclusive



but are coexistent. In the last decade, several empirical models
were developed taking into account the simultaneous nature of

the locational choices and preferences of firms and households.
However, these models tend to focus on the short-run dynamics

of regional labor markets by emphasizing the processes by which
firms and workers make their respective decisions. In doing so,
they overlook the problem of growth initiation by firms and
households by concentrating on the capability of firms and work-
ers to speed up or slow down regional development. Clearly,

this suggests that future research ought to be redirected to
permit a better understanding of the forces which cause and shape

the spatial pattern of demoeconomic growth.

The purpose of the present report is to help initiate and
direct such a research effort by providing guidelines, drawn
from a review of theories and models recently proposed. Part
One, critically examines the traditional approaches to regional

development, as well as the aggregative models mentioned above.

Part Two focuses on those research efforts that have em-
phasized the clearing mechanisms of regional labor markets. It~
includes a brief survey of the determinants of labor force par-
ticipation but especially evaluates the potential offered by the
behavioral approach recently advocated to cvercome the failure

of the macroeconomic approach explained in Part One.

Part Three reviews theoretical and empirical studies which
have focused on partial or independent behavioral aspects of
firms and households in the spatial dimension. Attention is
focused on the impact of distance, location and agglomeration
economies on regional development, a subject hardly ever con-

sidered in the aggregative theories and models reviewed in Part
One. The determinants of firms' expansion and relocation as

well as the determinants of the migration of households are also
examined. The spatial dimension, has however, been included

in recent theories of regional demoeconomic growth proposed by
Richardson (1973) and von Boventer (1975), whose contributions

are also evaluated.



Our survey ccncludes with the narrow perspective taken by
economists to deal with regional demoeconomic growth and advocates
a broader approach of the problem through the application of
systems analysis methods.

Before turning to Part One, we must note that the reference

to regional development or demoeconomic growth, used throughout

this paper, is a misnomer. The argument developed in this

report also applies to the case of regional decline. Indeed, the
use of the word change, rather than growth (or decline), would,
have been more appropriate. !

Additionally, we must point out that we do not discuss the
spatial unit to which regional demoeconomic growth applies, i.e.,
how an area is defined. The problem is deliberately ignored for
two main reasons. First, there is substantial literature on the
topic, some of which gives a fairly satisfactory answer. Second,
in most instances, past research has dealt indifferently with
regions--understood in a political or economic sense--or with .
metropolitan areas.

PART I. AGGREGATIVE EXPLANATIONS OF REGIONAL DEMOECOMIC GROWTH

An assessment of the contribution of economists in providing
aggregative explanations of regional development or economic
growth must be considered first. Certainly, the best index mea-
suring such development is growth in per capita income, defined
by comparing an economic term (income growth) and a demographic
term (population growth). However, the knowledge of the evolu-
tion of such an index is not as telling with regard to the area's
development as the knowledge of the evolution of both the economic
and demographic terms which define it: the per capita income.
growth concept gives insights into only the relative—--but not the

absolute--evolution of income and population growth.

The initial purpose of this paper is to discuss how econo-

mists explain the evolution of income and population growth at the



regional level and more specifically their interaction. However,
the economists' explanations rarely use income growth as an eco-
nomic growth measure. The paucity of income data at the level
of small areas and the larger availability of data on the labor
input, have led to a more common--but less precise--reliance on
employment growth. Another reason for the choice of employment
as an economic measure is perhaps the similarity of the measure-
ment units for employment and population. Thus, a large part

of past theories and models of regional development have focused
on the growth and interaction of employment and population. Lit-
tle consideration has been given to income, and whenever this
variable has been included, it has been used on a per capita

basis as a proxy for the wage level.

Hence, the overriding emphasis of past explanations of re-
gional demoeconomic growth is the labor market. But these
explanations are largely influenced by a nation's economic theo-
ries with little regard for the spatial dimension of the problem.
Therefore, available theories of regional development deal pri-
marily with either the demand side (influenced by Keynesian eco-
nomics), or the supply side (influenced by neoclassical economics).
These polar theories, emphasizing the role of firms and workers
respectively, in shaping the spatial pattern of demoeconomic growth
in developed countries, are examined and contrasted in section
1

The views of labor migration implied by these alternative
thecries favor job opportunities (demand explanation) or relative
wages (supply explanation), as the key determinant. The job
opportunity and wage differentials hypotheses are examined and

contrasted in section 1.2.

In reality, the two polar explanations of regional growth are
not exclusive of each other but rather are complementary: the
demand and supply sides affect each other through the clearing
mechanisms of the labor market. In the late sixties and early
seventies this observation led several researchers to construct
mixed demand-supply oriented models of regional demoeconomic growth,



based on a simultaneous-equation formulation. These models, which

have been devised with reference to metropolitan growth in North

America, are critically examined in section 1.3.

1.1 Alternative Theories of Regional Demoeconomic Growth

Historically, the first explanation of regional demoeconomic
growth put forth was the export-base theory inherited from
Keynesian economics. The alternative explanation (labor supply
approach) was proposed much 1atér, soon after the interest of
national economists shifted from Keynesian economics to neo-
classical economics and growth models. Broadly speaking, these
two explanations retain the main features of their background:
on the one hand, the export-base theory supposes that an area's
growth is only limited by its factor demand and is not constrained
by input factors assumed to be perfectly elastic; on the other
hand, the alternative approach assumes that an area's growth only

arises from the growth of its input factors.

The Demand-oriented Explanation

In this first approach to regional development, it is assumed
that an area's economic growth is induced by factor demand and
thus depends on exogenous expenditures in the Keynesian sense.
However, regional economists have primarily focused on exports
as being the only source of autonomous spending. The roles of
other types of expenditures such as government spending and in-
vestment have not been investigated as extensively (a few con-
siderations concerning these expenditures will be given later
on)*. This restriction in scope has led to the development of
the well known export-base theory.

A Brief Description of the Export-base Theory

In general terms, the export-base analysis assumes that a

regional economy operates on two scales:

}

*Note that regional demand, the other type of final demand is
accounted for endogenously within this explanation.



a) either transactions take place internally and are car-
ried out on a 'non-basic' scale, i.e., they involve the

recycling of money already in the regional economy, or

b) transactions involve the export of goods or services
that are purchased by an outsider, i.e., they require
the importation of money from outside the considered
area. They are called ‘'basic' activities because the
money that they bring into the regional economy suppos-
edly leads to the growth and expansion of economic
activity within the area.

From this dichotomy, the conceptual basis of the export-
base theory is defined by assuming that the part of income,
derived from the production of basic (export) goods which is
spent regionally, determines the amount of income which is
available for the production of non-basic (regional) goods.
Then, to the extent that in both basic and dependent sectors
there is a close relationship between income and employment#¥,
the export-base theory asserts that the amount of employment
in the basic sector (Eb) determines the area's total employmeﬂt
(Et)

Et =1u + Y Eb . (1)

What is the rationale for asserting that this relationship
between the basic and the dependent sectors exists? Lane (1966)
contends that "there is no body of a priori analysis from which
this conclusion (relationship) can be rigorously drawn". Never-
theless, it is possible to imagine a plausible set of assumptions

which could underlie this explanation of regional growth.

Assume an area can, through any increase of the wage rate,

attract a very large flow of immigrant workers, i.e., the area -~

*¥*Note that the substitution of employment terms for income terms
in the exposition of the export-base concept is not necessary
(see Bolton, 1966, for a good exposition in income terms), but
is generally required in order to apply the theory to real situ-
ations because of data considerations.



has a largely elastic labor supply. As a consequence of an
increase in export demand, workers inmigrate and tend to

place an increased demand on the regional sector. Now, assume
that

a) the regional sector's output is not constrained by fac-
tor supplies and requires labor inputs in proportion to

‘its output, and that

b) each type of worker, resident and inmigrant, has the

same demand function for the regional sector output.

If one assumes a constant activity rate in the area's popu-
lation, employment in the local sector ES is then linked to the
region's total population P by

Es = oo + B P . ; (2)

Assume further, that the export and local sectors pay the
same wage; then any increase (decrease) in each sector's demand
leads to the migration of workers into (out of) the area and the
following relationship linking P and Et can be reasonably pos-

tulated:

P=a+beE . (3)

Combining (2), (3) and the identity

E, = E_+ E . (4)
we obtain precisely equation (1) above, i.e.

in which u and y (referred to as the marginal expoft—base multi-

plier) are combinations of the coefficients of (2) and (3):
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Thus, the export-base theory is a demand-oriented one in
which growth is generated by exogenous export demand through a
scheme similar to the Keynesian multiplier: total employment

is some multiple of basic employment.

It follows that, in this explanation of regional growth, an
area's employment is determined by external conditions which fix
the amount of basic employment. Moreover, it is independent of
factor supplies: the necessary increases in labor and capital
inputs are always forthcoming with no consideration given to
factor market conditions in general. Demand for labor (and capi-

tal) is thus exogenous and rather inelastic to prices and wages.

In the short run, an increase in the demand for basic com-
modities in an area (illustrated by the rightward shift of the
demand curve from D1 to D2 in Figure 1) induces a rise in the
wage rate (from W to W”) if all labor demands are met by the
available local labor surplus. But, as new workers enter the
area, in response to increased employment opportunities, a right-
ward shift in the labor supply curve from S1 to 82 occurs, thus
leaving unchanged the level of employment. This in turn, causes
a lowering of the wage rate from W' to W*”“. However, owing to
the high elasticity of the labor supply, the changes W™~ -

W in the wage rates are expected to be small.

\ D1 D2
51
] 52
W ! -
Hi———
W R
‘ -

Figure 1. The export-base theory.



Therefore, in the long run, because of perfectly elastic labor
supply curves, the movement of workers occurs due to regional
differences in job opportunities: this movement is from regions
of relatively small size and low employment growth to those of
relatively large size and high employment growth.

Thus, the export-base theory leads to a long-term equilibrium
representation in which the supply of labor has no meaningful
effect: "there is no role for unknown market dynamics because
migration implicitly brings the market into continuous equilib-
rium", (Miron, 1975, p. 13). Since the rising returns generated
by the growth of external receipts lead to an automatic increase
in an area's supply of labor, a shortage or surplus of labor
does not have any effect on regional growth.

Indeed, the same criticism applies to capital, which leads
Richardson (1973) to raise yet another objection concerning the
direction of capital flows. He contends that, in most instances,
since an increase in an area's gross export tends to induce more

growth, fast-growing areas tend to export capital. He argues:

We would normally expect fast-growing regions to import
rather than to export capital, i.e., to run import sur-
pPluses. For a fast-growing region to be a net exporter

of capital (the typical export-base case), it is probably
necessary for the region in question to have such a high
savings rate that it can both finance fast internal growth
and export capital to other regions. (Richardson, 1973,
P 75

Empirical Verification of the Export-base Theory

A preliminary step in verifying the export-base theory con-
sists of identifying and measuring the parts of each economic
sector whose output are sold within and outside the considered
region. However, such a separation cannot be generally imple-
mented from commonly available data and must be carried out using

special surveys or secondary data.

As a consequence, the findings of any study aiming at veri-
fying or using the export-base theory are not independent of the
method chosen to estimate the export-base sector. This unfor-

tunately leads to a questioning of the validity of any practical
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application of the theory, making its evaluation and use very
troublesome. Nevertheless, if one is willing to ignore this
practical consideration, it is possible to evaluate the theory
by testing its main proposition regarding the relationship be-
tween export employment (Eb) and total employment (Et) embodied

in equation (1).

Note that in testing this relationship, the use of total
employment as a dependent variable tends to yield a spurious
measure of correlation between Eb and Et due to the inclusion
of the independent variable as part of the dependent variable
(Weiss and Gooding, 1968; Moody and Puffer, 1970). Thus it is
preferable to test the validity of the export-base theory by
plotting ES (local employment) against Eb' The two are linked

by the following relationship, obtained by subtracting Ey from
each side of (1)
Es=u+(y-—~‘l)Eb . (6)

Several past studies have attempted to fit (1) or (6) to
actual data relating to urban areas over various periods of time,
using ordinary least squares (OLS) estimation. Among those re-
searchers who reported positive findings concerning the wvalidity
of the theory, Hildebrand and Mace Jr. (1950) found a high corre-
lation between dependent and export émployment in Los Angeles
County during a span of 37 peace time months in the 1940°'s.
Thompson (1959), in a study of Lincoln, Nebraska, calculated an
export employment multiplier which apparently confirms the valid-
ity of the theory (although he did not‘present a correlation
coefficient). Sasaki (1963) found a high correlation between
the relationship between export employment and total employment
changes in Hawaii, using annual data from 1945 to 1955. 1In a
study of Portsmouth, Weiss and Gooding (1968)-estimated from
annual data over the period 1955-1964, three differential employ-
ment multipliers relating to three different classifications of
export employment. They obtained relatively high coefficients
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of determination, over .90 using total employment as a dependent

variable and .78 using non-basic employment.

In contrast to this, some other studies have reported nega-
tive findings concerning the validity of the export-base theory.
The often cited employment multiplier study of Wichita (Federal
Reserve Bank of Kansas City, 1952), showed a low correlation be-
tween export and local employments. Moody and Puffer (1970),
using monthly employment data for San Diego from January 1949
to December 1966, obtained a similarly low correlation (R2 = .14).
In a study of nine metropolitan areas in the district on the
Federal Reserve Bank of St. Louis, Luttrell and Gray (1970), found
that "growth in the export-base sector did not create multiple

employment expansion".

In summary, there appears to be unconvincing empirical evi-
dence in verifying the validity of the export-base that one can
attribute, for a large part, to the difficulties in measuring
the export-base sector. However, Moody and Puffer (1970) con-
tend that this could also be the result of the delayed reactions
of employers of the local sector, to changes in basic employment.
They present two adjustment process models to provide tests for
various hypotheses concerning the relationship between ES and Eb'
Their results eventually suggest that the export-base theory
might still be verified but that there would be an extremely slow

adjustment to equilibrium.

A Brief Evaluation of the Export-base Theory

To summarize, the main characteristic of the export-base
approach to regional growth is the lack of consideration of
labor supply conditions. By focusing on a demand explanation
of regional growth stressing the role of exports as the unique
motivating force of development, it ignores the internal mech-
anisms at work in an area's economy. Regional growth is generated
outside the area by an unknown mechanism determining interregional
demand for commodities, and, in particular, the level of exports

for the area. The resulting growth of the area's exports then
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determines the growth of local employment through the multiplier
mechanism imbedded in the theory. Consequently, employment change
only arises from the action of firms reacting to external demand.
Workers are reduced to a passive role in shaping development:

they respond to changes in job opportunities, but do not influence

them in any circumstance.

In short, " (Any area) exists at the whim of exogenously
defined variables and has no means, for example, of enabling ?ts
own growth." (Miron, 1975). Thus the export—base approach
"based on a series of relatively harsh assumptions® (Conroy,
1975), appears as a very naive framework holding little promise

for dealing with a regional area's demoeconomic growth (oxr decllne).

The Supply-oriented Explanation

Borts and Stein (1964) have presented the first supply-
oriented explanation of interregicnal development in which out-
put growth can come from sources related to capital and labor
resources. Their discussion of this supply-oriented explanation
consists of two phases: an initial model (Borts, 1960) which
was based on the evaluation of the economic consequences of sim-
ple regional increases in the quantity of these resources, was
later contradicted by empirical testing; it was subsequently re-
placed by a modified model alloﬁing for the reallocation of these

resources (in particular, labor supply shifts).

Description and Statistical Test of Borts's Théofz_of
Regional Growth

Borts (1960) divides the economy into two or more regions
in which identical production processes of the same single out-
put take place, with no economies of scale, in a full employment
situation. In addition, labor and capital inputs are homogenous
units and capital consists of reinvested units of output. Then,
if pure competition prevails in each region, Borts demonstrates
analytically, that the ratio of capital to labor determines the
wage level. This result is based on the assumption that firms

equate the value of the marginal product with its pfiée of
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capital: the labor-capital ratio determines the marginal
physical product of labor and, with the price of the uniquely
processed product, determines the equilibrium wage which is
equal to the value of the marginal product of labor.

In this model, factor proportions play such a dominant role
that patterns of growth are generated by initial disparities in
resource endowment. Those regions with a high capital-labor ratio
experience relatively high marginal products of labor (wage rates)
while those with lower capital-labor ratios experience the op-
posite. * Thus, in a free market, producers wbuld tend to move
to low—w%ge areas which would cause these areas to experience
a faster growth than high-wage areas. On the other hand, if the
regional wage differentials were large enough, labor would also
tend to move: workers would move from low-wage areas to high-
wage areas. It follows that high-wage (low-wage) regions would
tend to lose (gain) capital, and experience an increase (decrease)
in labor, which would cause a decrease (increase) in the wage
level. Eventually, capital and labor movements would produce
an equalization of the prices of resource endowment, i.e., real

wages and the prices of capital across regions.

Empirical testing has contradicted the two main predictions
of the above théory, i.e., capital does not grow at a higher rate
in the low-wage areas and the average wage does not grow at a
higher rate in the low-wage areas. Examining 48 US States during
three periods (1919-20, 1929-48, and 1948-53), Borts and Stein (1964)
found that capital grew at a faster rate in the high-wage areas
in the first and third period. In addition, using contingency
tables to classify these states according to initial wage level
and wage growth, they obtained chi-square statistics showing
a strong divergence among wages during the first period, a strong
convergence during the second period and no clear cut pattern
for the third.

According to Borts and Stein, the failure of the empirical
test of the theory could be attributed to interstate differences
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in industrial composition,* as well as to the larger capital
formation in housing and services due to the large population
increases in the high-wage areas. The last argument led Borts

and Stein to develop a modified theory.

vescription and Statistical Test of Borts's and Stein's
Theory of Regional Growth

To account for the failure of their empirical test of the
Borts model, Borts and Stein divided the economy of a state
into two main sectors: an export sector providing products .that
are sold outside and a home sector providing local services
(housing, schools, highways, etc.). First, they concentrated
on the growth in export (manufacturing) employment using a
framework in which the labor supply function appeared as a
generator of regional growth differences. And, second, they

examined the repercussions on the service sector.

In formalizing the growth in manufacturing employment,
Borts and Stein added to the assumptions of Borts's model sev-
eral hypotheses concerning the price of capital available to
each industry within the manufacturing sector and the price of
its product (Borts and Stein, 1964, p. 78). They then demon-
strated that in the long run the labor-capital ratio would be
the same for all manufacturing firms of a given industry, re-
gardless of regional location, and that each firm would pay the
same wage. Since the long-term equilibrium wage is predeter-
mined, the labor supply function determines the quantity of
labor that is forthcoming and embloyed in each state. 1In

other words,

Interstate differences in rates of growth of employment
in (the) manufacturing industry, from one long-run equi-
Librium to another, arise solely from interstate dif-
ferences in the growth of the labor-supply function.

*Recently, Lande and Gordon (1977) have attempted to re-—-evaluate
Borts's model by disaggregating to the two-digit SIC industry
level and also by looking for agglomeration industries. Their
results show, by sector, the strengths of neoclassical and
agglomerative influences in explaining long-term behavior and
help determine which one, the convergent or the divergent wage
rate tendency, is dominating the overall economy.
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What, then, are the factors influencing the local labor-
supply function? Borts and Stein indicate three important
determinants of this function: the proportion of the area's
workers outside manufacturing, the rate of growth of the labor
force due to natural increase within the local population, and

the net inmigration of workers from other regions.

Borts and Stein (1964, p. 82-84) argue that the ratio of
manufacturing to total state employment can be taken as a proxy
for the first two determinants, while the per capita net in-
migration rate of the population aged 15 to 64 can adequately
represent the third influence. It then follows that

a) the rate of growth in manufacturing employment will
be higher in states with a relatively low percentage

of employment in that sector,

b) the rate of net inmigration is positiveiy correlated

to the manufacturing employment growth.

Empirical testing of manufacturing data for the US, between
1919 and 1953 confirms the two above propositions about inter-
state differences in growth rates. Regressing growth in manu-
facturing employment on both variables, Borts and Stein found a
negative correlation with the manufacturing employment ratio and
a positive correlation with the net migration rate. Moreover,
in spite of a low coefficient determination, the coefficients
of these independent variables were shown to be significant

(they exceed their standard errors by more than threefoid).

On the other hand, the regional wage rate, which in theory
has impacts of similar magnitude and opposite direction on manu-
facturing employment growth is not expected to be correlated to
the rate of manufacturing employment growth. Actually, when
replacing migration by the level of production worker annual
earnings in manufacturing, Borts and Stein found that the manu-
facturing employment ratio was negatively and significantly cor=
related while the effect of the earnings level was positive and
not significant.
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The approach to regional growth put forth by Borts and
Stein is a supply-oriented one, in which growth is generated
in the manufacturing sector by labor supply shifts due to
inmigration. 1In this sector, wage rates have little influence
on the employment level as indicated by the results of Borts
and Stein's regression analysis. Indeed the wage rate determined
by external conditions in the manufacturing sector is necessarily

the one which prevails in the service (regional) sector.

Note that a model similar to the one suggested by Borts
and Stein has been proposed by Chambers and Gordon (1966), who
have reversed the role of the manufacturing (export) and service
sectors. In their model, the wage rate is not determined in the
export sector, but in the alternative sector. In other words,
the demand for labor here is highly elastic in the regional
sector and any change in labor demand causes an employment shift

toward the regional sector without alteration of the wage rate.

The high elasticity of the labor demand curve, thus charac-
terizing the supply-oriented approach to regional development
(in the short run), can be illustrated as follows with reference
to the Borts and Stein model. An increase in the demand for
export goods in a given area--illustrated by the rightward shift
of the demand curve from D, to D, on Figure 2--induces a rise in
the wage rate (from W to W") as labor is attracted from the ser-
vice sector to the export sector, or from the outside. But, as
new workers enter the export sector in response to increased em-
ployment opportunities, a rightward shift in the labor supply
curve of this sector, from S1 to 52, leaving the level of labor
supply unchanged, causes a lowering of the wage rate from W~ to
W””. However, owing to the higher elasticity of labor demand,
the changes W°° - W in wage rates are expected to be.small.

According to Borts and Stein, the short-term mechanism just

described explains the failure of the test using Borts's model:

a) the greater rate of growth of capital in high-wage
areas during two of the three periods, may be ac-
counted by the growth of capital in the service

sector due to the influx of migrants, and
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Figure 2. The labor—supply approach.

b) the ensuing growth in the demand in this sector may
have produced greater growth of the wage and the

greater growth of capital in the high-wage regions.

However, in the long run, as changes in the wage rates occur due
to the development process, Borts's conclusions predicting the

convergence of interregional wage rates remain valid.

In brief, Borts and Stein's modified model separates re-
gional economies into two main sectors, which allows one to ac-
count for the fact that they are not operating at their long-
term equilibrium positions and thus, to demonstrate the possibility

of a convergence or divergence of wage rates (or per capita in-
comes) .

As a digression note that there is a theoretical strand of
literature which predicts regional per capita income divergence,
rather than convergence. It owes most to Myrdal (1957) who claims
that the "play of forces in the market normally tends to increase,
rather than to decrease the inequalities between regions". His
argument is based on very simple circular and causation principles
that have been laid out in very loose terms.

Market forces lead to the clustering of increasing
return activities in certain areas of the economy.
Regardless of the intitial location advantage, this'
build-up becomes self-sustaining because of increasing
internal and external economies at these centers of
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agglomeration. The limited advantages of backward
regions (such as cheap labor) are insufficient to off-
set these agglomeration advantages.

Although it was recently translated into a formal model
(Kaldor, 1970), this theory of cumulative causation does not
seem a promising way of examining local development since some
traditionally backward regions (e.qg. Appalachié in the US) cur-
rently appear to be experiencing a strong revival.

Recent Evidence on the Validity of the Labor Supply Approach

Indeed, most of the empirical research concerning the labor
supply approach to regional demoeconomic growth has consisted
of various tests of the long-term equalization of interregional
wage rates, or in a broader way, of interregional per capita
incomes. For example, two analytical volumes on this problem,
published in 1960 (Perloff, et al.; Kuznets, et al.), provided
detailed empirical evidence of the convergence tendencies
in regional per capita incomes in the US. 1In other instances,
the opposite conclusion has been obtained (Borts, 1960). In all
fairness, this focus on the convergence or divergence of inter-
regional wage rates or per capita income is useful only to the
extent that it enables one to understand the relationship between

disequilibrium and growth in various limited time and space settings.

As far as general explanation of regional development is con-
cerned, the studies that have attempted to explain the persistent
disequilibrium of interregional wage rates of per capita incomes:
seem to be more interesting than those that add new empirical
evidence of their convergence or divergence in particular condi-

tions.

Two main supply-side explanations of long run differential
wages can be put forward: the first relates to workers who may

be induced to migrate by other incentives than wage differentials
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and the second involves the attraction of different industry

mixes.*

On the one hand, the motivations of workers to shift locales
might be due to the fact that higher wages are required in certain
areas because of systematic cost of living differences connected
with higher commuting costs (in large cities) or higher heating
and transportation costs (in colder areas). Also the existence
of amenities in some areas or the availability of friends and
family ties might persuade some workers to live and work in areas
offering lower wages. Richardson (1973), also mentions the pos-
sibility of sluggish response to wage differentials and, at the
other extreme, the existence of risk-prone migrants whose ratio-

nale is evasive.

On the other hand, Goldfarb and Yezer (1976) emphasize the
existence of a compensating or equalizing differential argument
based on various industry mixes as being one of the oldest ex-
planations for wage differentials:

If industries vary in their nonpecuniary returns to work,

then different areas have different wage levels in the

long run to balance these nonpecuniary features.........

Along similar lines, if occupational structure varies by

industry, then average wages may differ from area to area

because of differences in human capital per worker.

There are a few empirical studies of regional growth, based
on labor supply that have not concentrated on the role of wages
or per capita income. Among these is a recent paper by Glickman
and McHone (1977), which presents a cross-section analysis of .
the growth of urban cities in Japan. The authors have tested
the influence of the components of change of labor supply on

*Indeed, the mechanisms of wage formulation in local areas are
influenced by demand factors as well. Among demand factors,
foreign to the labor-supply approach, which influence wage
differentials are (a) the feasibility for larger firms to pay
higher wages for labor in the long run because other locational
costs advantages may offset these higher labor costs, (b) the
existence of protected market positions for some firms and (c)
the existence of institutional factors (see Goldfarb and Yezer,
1976) .
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employment growth of the three main economic sectors (primary,
secondary, and tertiary). Their regressions in double logarithm
form include four independent variables: an index indicating
the net shift of employment between each sector and all other
sectors, a net migration variable, a variable representing
changes in labor force participation, and a city size variable
representing all excluded variables, (two stage-least-squares
estimators were used to avoid simultaneity problems). They
found that employment in the three sectors was primarily respon-
sive to the net migration of the labor force (elasticities for
the three sectors are respectively 1.01, 1.06 and 0.79) and
secondly to an intracity sectoral shift variable, especially

in the case of the primary sector: the elasticity obtained is
roughly four times as high as in the case of the other two
sectors. The coefficients of change in the labor force par-
ticipation, however, were not significant at the usual level

of confidence (especially in the secondary sector).

A Brief Evaluation of the Labor Supply Approach

To summarize, the approach to regional growth developed by
Borts and Stein is characterized by an emphasis on input factors,
primarily labor. It accords an active role to workers in shap-
ing spatial growth and decline through their impact on employ-
ment in the export and service sectors. In each industry, a
pool of available workers resulting from shifts of labor between
sectors or areas (or voluntary changes in labor force partici-
pation) determines the level of industry specific employment.
Firms are thus given a rather passive role since they produce in
response to external demand the maximum output that available

input allows: no constraint is placed on construction.

; As with the export-base theory, the labor supply approach
appears to be an insufficient framework to deal with an area's
demographic growths
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Demand-oriented and Supply-oriented Approaches Constrasted

The two most popular views of regional growth as seen above
are two polar theories which focus on limited aspects of an
area's economy: its export demand and its labor supply and de-
mand. We note also that these aspects themselves are characterized
by opposite assumptions. Export demand is perfectly inelastic in.
the export-base theory and highly elastic in the Borts and Stein

theory. For the labor factor, the export-base theory requires:
a) perfectly inelastic demand for labor in export industries,
b) highly elastic labor supply
while the alternative theory calls for:
a) highly elastic demand for labor in export industries,
b) perfectly inelastic labor supply.

The role of capital in both theories is not so clear cut. In the
export-base theory, high levels of savings are required in rapidly
growing regions in order to generate the needed capital by the
export demand and the additional capital to be exported (as was
seen in Richardson's argument). In the neoclassical approach of
Borts, capital is perfectly mobile between regions in guest of
higher rates of return.* This assumption remains in the Borts
and Stein approach which, however, acknowledges labor supply as
the main supply factor of regional growth. In both export-base
and labor supply theories, the role of capital is thus somewhat
secondary. Firms and wokrers are seen as the principal economic

actors promoting development. The export-base theory stresses

*As emphasized by Romans (1965), this assumes that the inter-
regional capital market is a perfectly competitive market for

a homogenous good. However, there are considerable objections
which make this assumption unrealistic (Richardson, 1973, Chap.
4). For one thing, most of the existing capital stock is im-
mobile; seocond, a substantial proportion of interregional capi-
tal flows take place within existing corporations; and third,
such capital flows are associated with the criteria extension
or relocation of plants: "in effect, this means that to this
extent it is not a question of the spatial mobility of capital
but of interregional location theory". Consequently, capital
does not move in response to differentials in the rate of return.
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the role of firms in initiating regional growth from an external
demand pressure and enhancing this growth by attracting migrants
responding to job opportunities. The labor supply approach em-
phasizes the role of workers in initiating regional growth in

the locale to which they move in response to economic (or non-
economic) incentives. In other words, the main difference be-
tween the two theories concerns the path of causation between
employment growth and migration which goes in opposite directions.
A possible reconciliation of these theories containing virtually
no overlapping elements is discussed in section 1.3.

Nevertheless, there exists a factor of commonality between
these two approaches; the aforementioned secondary role given
to capital (although capital is as important as labor in the
long run of the Borts and Stein approach). Consequently, there
is no allowance for endogenous regional growth: regional
growth is imported through export demand and migration respec-
tively. In other words, is this treatment in agreement with

reality? Might endogenous regional growth not occur?

Strong empirical support for the hypothésis of endogenous
regional growth has been provided by Ghali (1973). Pirstly, in
a paper coauthored with Renaud (Ghali and Renaud, 1971), he demon-
strated that, in an open region (Hawaii), local investment--except
for hotel construction--was determined by regional variables.
Secondly, for the period 1963-69, Ghali (1973) shows the dominant
role of regional investment on exports in the short run:

the changes in the investment variable have about 35
percent more influence on the changes in the growth of
income than do changes in the export variable. (Ghali,

1973, p. .292=-293)

However, in the longer run, allowing for the dynamic role
of the variables included in the model, the exports and in-
vestment growth rates reverse the impression given by the rela-
tive roles by comparing the short-term effects:

by the 18th year the contribution of a substantial 10

percent annual growth in exports on the rate of growth

income is about twice as big as that of a sustained 10

percent annual growth in investment. (Ghali, 1973,
p. -295)
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It follows that investment possibilities must be considered
in order to explain the forces that shape the regional pattern
of demoeconomic growth. In fact, this consideration is not in
contradiction:with the theories examined above since dynamic
regionally endogenous investment functions could be added to sup-
plement the analysis. This is especially possible in the
supply-oriented approach, even if Borts and Stein stress the
preponderant role of the labor factor in keeping a regional econ-
omy's growth away fqr this long-term equilibrium trajectory.
Economic growth can be described by income change in terms of
the changes in factor inputs (changes in laborﬁsupply, investment) .
Theories of regional development, recently proposed by Richardson
(1973) and von Boventer (1975) illustrate such an approach.
(They are examined in part Three of this paper because they in-
troduce the spatial dimension of the problem which has been neg-
lected in the above research.) However, the ability of such
theories to provide accurate insights into the mechanisms of
regional development is seriously limited by the lack of regional

data on capital and investment.

1.2 Economic Explanations of the Migration Component of Labor
Supply Growth

The polar theories of regional development examined in the
first section view the response of labor migration to'changes in
economic factors in a different way. In the export-base theory,
the amount of labor migration is determined by the number of job
opportunities offered by firms in various areas within a nation.
By contrast, in the labor supply approach, the amount of labor
migration results from the self-determined mobility of workers
depending, to a large extent, on inter-area wage (or income)

differentials.

From the point of view of labor migration, the two alterna-
tive explanations of regional development reduce to the competi-
tive hypotheses traditionally considered in the migration litera-

ture: the job opportunity versus the wage differential hféothi'

eses. Because of the relevance of labor migration to the problem
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of regional development, a critical review is presented next
describing migration studies that have attempted to test the valid-
ity of the akove hypothesés. Let us underline the pecuigg;‘char-
acter of these migration studies which have to be distinguished
from the more frequent studies of place-to-place migration ex-
amined in Part Three, which stress spatial factors (intervening
obstacles between origin and destination). Here the accent is

on the explanation of total migration flows relating to a given
area regardless of the origin or destination of the individual
moves. In addition note that the migration data used by the stud- .
ies cited below, rarely relate to the labor force or the working
age population, but more commonly refer to the total population,
for which migration data are more readily available. Indeed, the
use of-latter type of data can be expected to blur the true re-
sponse of labor migration to changes in economic incentives as
certain segments of the total population (college students, mili-

tary personel, etc.) move for predominantly non-economic reasons.

The Job Opportunity Hypothesis Versus the Wage Differentials
Hypothesis

Empirical evidence concerning these two competitive hypotheses
comes from econometric studies that have examined the economic
determinants of total migration flows relating to various types
of areal units. Initially, in the 1960s, these studies focused
on net rather than gross migration flows and led to mixed results
about the validity of either hypothesis.

On the one hand, the findings obtained by some researchers
tended to favor the wage differentials hypothesis. For example,
Fuchs (1962) obtained the result that the net cumulative migra-
tion into a US state of persons still living in 1950* responded

more to relative wage levels than to the comparative growth of

*This variable was computed as follows: "all persons living in
the state, born in other states, minus all persons born in the
state living in other states, divided by the population of the
state in 1950". {Fuchs, 1961; p. 115)
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manufacturing employments. He obtained a coefficient of partial
correlation between population migration and relative wage levels
equal to +.71 in the absence of a significant relation between com-
parative growth of manufacturing and wage levels. In fact, the
comparative growth of manufacturing employment was moderately
correlated with migration, but the relation was not as strong as

between migration and wage levels or between migration and climate.

Sommers and Suits (1973) who have analyzed more specific
net inter-state migration rates for both the periods -1950-60 and
1960-70, showed that, for both whites and non-whites, income
provided a significant inducement to migration. By contrast,
unemployment rates, used as proxies for job opportunities were

significant in explaining only 1960-70 white migration.

On the other hand, studies which have made extensive use of
the "prospective unemployment" concept to define job opportuni-
ties have found little correlation between wage differentials and
migration. According to Blanco (1963, 1964), it is the comparison
of the change in total employment with the number of entries into
the labor force which is relevant to induce net migration. Rather
than have two separate variables, one for the change in labor
demand and one for the change in labor supply. she combines the
two into a unique variable:

prospective unemployment or, the annual rate of change

in unemployment which would be expected to occur if

workers were not able to migrate between states. (Blanco,

1964 ; p. 221)

This variable, she claims, accounts for 85 percent of the
variations in US net inter-state migration between 1950 and 1957.
Among the other variables, only changes in the location of fed-
eral military personnel is significant, accounting for another
percent of the variation between regions. Thus, wage rates are
not found to be significant. Mazek (1969), using a similar
concept, was led to similar conclusions since his income wvariable
did not turn out to be significant in contrast to his prospective
unemployment variable.
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Lowry (1966), has used a model virtually identical to Blanco's
in spite of the separation of the elements contained in the pro-

spective unemployment concept:

M. = a + a dPi + a

do. + a
1 (o} 1 Kt

dA., + a, dE. + a,. d4dI. (7)
i 4

2 3 4 5 =
in which the following variables are defined for each SMSA as a

rate of per thousand 1950 population:

Mi = net population change attributable to migration

dPi = net change in the number of residents 15-64 years
of age in the absence of migration

in = net change in civilian nonagricultural employment

dAi = net change in the number of Armed Forces personnel
dEi = net change in the number of school enrollees 14-29
years of age.

The following variable is expressed as a percentage of the 1950

median income:
dIi = change in median family income.

Only the first two explanatory variables turn out to be signifi-
cant (at the .001 level of significance): natural increase of
the working age population discourages net migration while em-
ployment growth encourages it. Moreover, when the net migration
variable is redefined to include only migrants of employable age,
the coefficient of the Armed Forces personnel variable becomes
significant (at the .001 level of confidence) as well as the in-

come growth variable (only at the .05 level of confidence).

More recently, Glickman and McHone (1977), in a study of
net migration of labor force for Japanese cities over the period
1965-70, have shown the significance (with the expected sign)
of the coefficients of three variables intended to indicate labor
demand conditions. Their results indicate that high unemployment
rates deter net migration while hich wages and labor force parti-

cipation rates induce net inmigration.
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Indeed, the contrasting findings obtained above do not con-
firm either the job opportunity hypothesis or the wage (income)
differential hypothesis. We suggest that such a result merely
reflects the differences in the specification of the regression
models used to test the alternative hypotheses. In particular,
wage or income variables appear as levels in some cases (Fuchs,
Mazek) or as changes in those levels in other cases (Lowry).
Perhaps, the question of knowing which of the two theories pre-
vails does not have and does not need to have an answer, as sug-
gested by Raimon's findings (1962). He showed that US interstate
net migration between 1950-58 was highly correlated, not only
with differentials earnings* (R2 = .86), but also with differen-
tials in job vacancies (measured by employment change)(R2 = .89).
However, there was evidence of a functional relationship between
the two explanatory variables as a .72 correlation was found be-
tween earnings and employment change. Raimon concluded that the
two hypotheses led to essentially the same results. He also
added, without much justification, that "because the wage dif-
ference model incorporates.the job vacancy model, goes beyond it
and says more, it may be regarded as the more useful" (Raimon,
1962, p. 438).

More recently, the impact of changes in economic opportuni-
ties on migration was reexamined in the context of gross flows

studies.

Economic Determinants of Gross Migration Flows

The traditional theories of regional demoeconomic growth
conceptualize migration as an equilibrating process from areas
with low job opportunities and/or low wages to areas with high
job opportunities and/or high wages. Thus, in a given area,
outmigration flows should be negatively correlated and inmigration
flows, positively correlated with regional earnings and job op-
portunities.

*Note the contradiction of this result with Blanco's findings
that wages were not significant in explaining US interstate
net migration flows for the same period.
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From an empirical standpoint, studies of gross migration
flows tend to support the contention that such economic variables
as employment changes or wage rates positively affect inmigration.
However, these studies do not agree on the validity of the sym-
metric and thus, negative response of outmicgration to these very
same factors, although there seems to exist a larger consensus

for the prevalence of a somewhat weak interaction.

Studies of Outmigration Flows

Since Lowry (1966), in the context of a place-to-place mi-
gration study, and Lansing and Mueller (1967), as a conclusion
of a microsurvey of households, first suggested the nonrespon--
siveness of outmigration to changes in regional economic factors,
a large number of studies (see Part Three) have confirmed it.

In contrast to this, studies of gross migration flows have, sur-
prisingly, obtained results substantiating the existence of an
interaction, the most notable exception being the evidence pro-
vided by Morrison and Relles (1975).

Iden and Richter (1971), showed that the average number of
unemployed had a positive and significant impact on the number of
outmigrants from standard economic areas (SEA's) of a low-income
region. However, they found -that per capita income was negatively

but insignificantly correlated with outmigration.

In a similar way, Miller (1973a), found no significant im-
pact of family income on outmigration rates from US States (the
sign of the coefficient of this variable was even positive).
However, when controlling for differential propensities to mi-
grate, he was able to display the existence of a negative and
significant correlation between outmigration and family income.
When the control variable was the percentage of those born out
of state, the family income then had the expected sign and was
almost significant. Moreover, when an inmigration rate was used
as an additional control variable, the family income term became

significant.
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Finally, by inserting employment growth as an explanatory
variable, Miller was able to increase the explanatory power of
his regression model from R2 = .68 to R2 = ,79. Both the coeffi-
cients of the employment growth rate and family income variables
then appeared highly significant with the expected negative sign.
However, the variable controlling for the state of birth did not
appear significant anymore. It is worthwhile to note that the
significance of the family income variable appeared only when
the emplcyment measure was computed from data of the Bureau of
Labor Statistics which exclude the military, the self-employed
and the agricultural workers.

In another paper, Miller (1973b), narrowed down the analysis
to those born in the state and found that their outmigration was
highly related to economic conditions. Again, the most signifi-
cant determinant was the employment growth rate variable (which
had a negative and significant coefficient). Family income also
had a negative and significant coefficient, if the equation in-
cluded some control for educational levels. Additionally, in
contrast to total outmigration, this restricted outmigration type

was positively and significantly affected by unemployment rates.

Recently, several researchers have taken advantage of mi-

gration data provided by the Office of Business and Economics

(OBE) of the US Department of Labor to analyze the influence of
~economic conditions on outmigration flows. OBE keeps a one per-
cent data file of all workers covered by Social Security benefits
(Social Security Administration's Continuous Work History Sample).
Because, for each person in the sample, information on location

of successive employments is recorded, a special treatment of

the file permits estimating gross out- and inmigration flows
relating to any sufficiently large area and for any desired time
interval. (For a description of the CWHS file, see Hirschberg,
1975). Using such data for 84 SMSAs (Standard Metropolitan Sta-
tistical Areas) from five regions--South East, South Central, South
West, Midwest and Great Lakes--for the period 1960-65, Pursell (1972)
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showed that male labor outmigration was negatively and signifi-
cantly affected by job opportunities (proxied by employment change)

and wages (proxied by average hourly earnings in manufacturing).

Renshaw (1974) was not convinced by these findings. He
pointed out that Pursell was only one step removed from estimating
an identity. DNevertheless, he contended that the negative asso-
ciation between outmigration and employment change could not be

attributed solely to the effects of testing a quasi-identity.

As a justification, Renshaw has presented some results which
tend to confirm that changing employment opportunities affect
outmigration. Arguing that a five-year period is too long to
study the relationship between outmigration and employment change,
he per formed a cross-section analysis of yearly data--also obtained
from the Social Security Administration's data file--concerning
224 US metropolitan areas. Two of the tests reported by Renshaw

estimated the following equations:

oM a + b AEMP . (8)

OM-OM = a” + b~ (AEMP - AEMP) . (9)

in which

OM and AEMP are annual outmigration and employment change.

OM and AEMP are three- or five-year averages of out-
migration and employment change.

Whereas testing equation (8) over the whole period 1960-65
led to a positive and highly significant coefficient b, its test-
ing for each single year during that period very often yielded
negative (although generally not significantly negative) coeffi-
cients b . "Therefore, estimates of equation (8) did not support
the Pursell finding of a strong negative relationship between
outmigration and employment growth." (Renshaw, 1974, p. 147).
Tests of equation (9) however, led to negative and highly signi-

ficant coefficents b” of the employment change term and Renshaw
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concluded that outmigration from an area tends to be discouraged

during periods when employment change rises above the average.*

This finding was strongly challenged by Morrison and Relles
(1975) , who also performed cross—-section analyses ©f yearly data
covering the period 1960-65, but based on 85 of the 98 metropolitan
areas of 250,000 or more in 1960. Using variables measured in a
way different from Renshaw's, they did not obtain a systematic
relationship between employment change and outmigration rate.
Unfortunately, Morrison and Relles do not report the results of
a simple regression analysis between the measures of outmigration
“and employment change and therefore we are unable to compare theirs
with Renshaw's results. Moreover, in all their tests, the em-
ployment change measure is used as an independent variable along
with additional variables accounting for the presence in an area
of highly migratory groups. The results obtained by Morrison and
Relles showed that much of the cross-sectional variations of out-
migration rates were the reflection of the differential presence
of mobile population segments: "outmigration rates vary according
to the proportion of an area's residents who are chronic mdvers,
persons who arrive but then depart soon thereafter". (Morrison
and Relles, 1975)

Studies of Inmigration Flows

Unlike the case for outmigration, the association between in-
migration and economic conditions has been firmly established:
the findings of the studies reviewed below show that the demand
for labor, gauged by regional differentials in the level of wage
rates and the availability of jobs attracts inmigrants to econom-
ically healthy regions.

*Estimates of (8) and (9) were also obtained by disaggregate
groups and showed the existence of a much stronger association
between outmigration and employment change for males than for
females. Thus, "although a negative relationship between out-
migration and employment change can be isolated for the total
employment group, the Pursell relationships are probably stronger
because he restricted the analysis to male migration." (Renshaw,
1974, pp. 148-149)
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Miller (1973c), observing that certain of the less pros-
perous states derive a significant fraction of their immigration
from returnees, claimed that "the true effect of economic con-
ditions on immigration to less prosperous states is concealed
by the inclusion of these return migrations in the total inmigra-
tion" and recommended to divide migrants into return and non-

return migrants.

Miller found that between 1955 and 1960, Americans returned
to their state of birth because of the availability of jobs
(proxied by employment change) rather than because of a high
level of earnings (proxied by family income).* This result is
also true in the case of non-return migration: employment change
alone explains 60 percent of the variances, while the effect
of family income, significant only when no adjustment for college

attendance is provided, is relatively weak.

As in the case of outmigration flows, data from the Social
Security Administration's data file on inmigration flows have
been used to test interaction with economic conditions. A strong
correlation between inmigration and employment change has been
shown by Pursell (1972) and Renshaw (1974) as well as by Morrison
and Relles (1975) who have used the two following independent
variables: a variable reflecting the "pull" of newly created jobs
(the change in the logarithm of non-agricultural employment) and
a variable reflecting the "pull" of jobs being vacated by out-
migrants (a two year average of the logarithm of the outmigration
rate). In particular, the cross-section analyses undertaken by
the last two studies showed the existence of a positive and sig-
nificant impact of employment change on inmigration to the largest
US SMSAs during the period 1960-65. In addition, Renshaw, who unlike

*This conclusion was obtained from a regression in which the de-
pendent variable was defined as the ratio of return migrants to
those born in the state but residing elsewhere in 1955. The
rate of change of employment had the expected positive sign and
was strongly significant (t > 5), while the family income variable
also had the expected positive sign but was 1n81gn1f1cant. Also,
the unemployment rate proved to be insignificant.
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Morrison and Relles, reported a significant correlation between
outmigration and employment change, pointed out that the posi-
tive relationship between inmigration and employment change is
much stronger than the negative relationship obtained between
outmigration and employment change. Before turning to the re-
lationship between in- and outmigration flows, note -that there are,
however, studies displaying a more moderate association between
inmigration and economic conditions. For example, Iden and Richter
(1971), showed the existence of a positive but not significant
correlation between per capita income and migration into SEAs of
a low-income region. In a study of migration flows into Indiana
SMSAs, Bonello et al. (1973), found that nonagricultural employ-
ment change had a positive and significant impact on inmigration.
However, their other economic variables did not perform quite
successfully: their wage variable (manufacturing earnings) was
not found significant, while their unemployment rate had a sig-
nificant coefficient with the wrong sign! 1In addition, income
appeared to play no significant role except in the case of non-
whites. This dichotomy in the significance of some economic
characteristics between whites and non-whites also appears in a
study of migration to central cities by Pack (1973). She shows
that the percentage change in family income is positive for both
races and significant in the case of non-whites only. Unemploy-
ment rates appear as a significant deterrent to inmigration in
the case of whites only.

Relationship Between In- and Outmigration Flows

In brief, whereas net migration studies indicate that labor
migration is responsive to economic factors such as job opportun-
ities and/or wages, gross migration studies suggest an asymmetry
in the response of the directional components of migration: re-
gional economic forces strongly affect inmigration but have a

much smaller impact, if any, on outmigration.

Important here is the observation that the substantiation of
the latter impact, when it was shown significant (Miller, 1973a),
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required the control of outmigration rates for differential pro-
pensities to move. Thus, Miller's findings corroborate Morrison
and Relles's claim that past migration strongly determines the
present propensity to move. All in all, it appears that migration
is a self-generating process. Areas that have experienced high
inmigration contain a pool of highly mobile individuals which can

produce high levels of outmigration.

A typical illustration of this proposition is given by
Morrison and Relles (1975), who point out that, during the early
1960s, more than one-third of the migrants coming to San Jose,
California, had departed within the next year. 1In other words,
"where favorable economic conditions formed a high rate of in-
flow, then, the flow-through of chronic migrants makes the pre-

vailing rate of outflow high also" (Morrison and Relles, p. 38).

As a digression, note that as documented by Vanderkamp (1971),
a large part of those who outmigrate within a short period of
their arrival are prone to return to the place they came from.*
Indeed, the return migration thus defined is not similar to the
return migration dealt with by Miller (1973c¢c), and which involved
a return to the place-of-birth. It is likely that its economic
determinants may differ in some important ways. It could be that
migration patterns involving a move shortly followed by a return
move do not correspond to the economist's model of rational be-
havior. Unfortunately, data commonly available do not make it
possible to test this hypothesis.

In summary, we observe that the above empirical studies
suggest the existence of a direct relationship between the direc-
tional components of migration, contrasting with the inverse re-
lationship implied by the conceptualization of labor migration
as an equilibrating system.

*The hypothesis of a self-generating migration process and
the observation of return migration flows are hardly new in
the analysis of migration as they were already made a long
time ago: "Each main current of migration produces a com-
pensating counter-current". (Ravenstein, 1885)



=35

If out- and inmigration flows were responsive in the same
magnitude to the economic forces that normally increase the ar-
rival rate and decrease the departure rate, one would obtain a
significantly negative relationship when performing a simple cor-
relation of these gross flows. However, since the empirical evi-
dence reported above indicates the existence of an asymmetry
between these flows, one would rather expect the simple correla-
tion of the directional components of migration to yield a per-
haps negative but certainly not significant interaction between
them. In fact, migration studies which have examined this pro-
blem have exhibited the existence of a positive and significant
correlation between total out and inmigration flows (Hollingsworth,
1968, Gleave and Cordey-Hayes, 1977). This result has, moreover,
been shown to persist when out and inmigration flows were divided

into sex and occupation groups (Miller, 1967; Stone, 1971).

Some scholars (Lansing and Mueller, 1967), have contended
that the positive association might just well be the reflection
of regional differences in migration rates. This argument has
been strongly challenged by Morgan (1974). She tested again the
relationship between relative measures of out— and inmigration of
employed persons for US metropolitan areas previously examined by
Miller and Stone but stratified metropolitan areas into four groups
corresponding the four US Census regions. Her results show,
that except for the North Central region (for which the coeffi-
cients of correlation between inmigration and outmigration are
significant for employed persons disaggregated into specific
color, sex and major occupation group components), there is a
lack of relationship between gross out- and inmigration flows in

the Northern region and especially in the Western region.

Another hypothesis proposed to explain the positive relation-
ship between out- and inmigration rates is that it follows from
the length of the period over which migration is recorded (gen-
erally five years). Again, Morgan (1974), rejects this hypothesis
as her results do not show a lower correlation between the two

flows if migration is measured over a one-year period than over
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a five-year period. 1In fact, the most plausible explanation of
the positive correlation between in- and outmigration is to be
found in the existence of a dynamic mover pool, with a high pro-

pensity to migrate.

In accordance with the results derived by Morrison and Relles
(1975), and others, an area's inmigration rate is determined by
(a) changes in economic conditions and (b) its outmigration rate.
If I and O the in- and outmigration rates respectively and %? is
the variable indicating the relative change in economic condi-

tions, then:

3 AR :
Ersiay gy ortd oy 00 (1)
in which a, > 0 and 0 < a3 < ¥

On the other hand, the outmigration rate is expected to be
more or less influenced by changes in regional economic conditions
in accordance with the researchers" findings cited above. Thus,
if P is the proportion of the population under a certain age (used
as an index of propensity to migrate), then

. AA
o—b1+b2A+b3P. (11)
in which b3 is positive, the sign of b2 is not necessarily neg-

ative but [b2| < a,.

Due to the existence of a dynamic mover pool consisting of
relatively young people with high propensity to migration, it
seems reasonable to suppose that (Rogers, 1976)

104 ' (12)

in which c, > 0

*The inequality az < 1 simply comes from the fact that a larger

outmigration implies a smaller net migration.
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Combining (10) through (12), yields the following relation-

ship linking out- and inmigration rates;

@) =g et BT (13}
in which:
b.a b
2] 2
= o e
b1 + b2c1 = b302 Y
2 i 2
o = r B_ .
b.a b.a
1 + 2 3 1 + i 3
2 2

It is clear that, whatever the sign of 2y the restrictive inequal-
ities on the regression coefficients of (10) through (12) make
the denominator of the coefficient B of I in (13) positive. Then,

the nature of the correlation between out- and inmigration rates

b
depend on the sign of the numerator of B3, (b3c2 + 52).
2
Since
b, | b
£ e s b et it LA bae = i
a, 32 a, 32

By combining (11) and (12) it is easy to see that b3c2 is
less than one because, everything else being equal, a large in-

migration implies a larger net migration: consequently B > 0.

The conclusion is here, that regardless of the significance
of the impact of economic conditions on outmigration (however
restricted to be of a lesser magnitude that their impact on in-
migration), there exists a positive relationship between in- and
outmigration rates. Returning to the expression of B, it appears
that the presence of b3c2 in the numerator, due to the existence

of a dynamic mover pool, accounts for this result.
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Thus, we have shown that the positive relationship between
the gross directional components of migration is not necessarily
the consequence of a non-responsiveness of outmigration rates to
economic forces. It stems from the presence, of a pool of chronic

movers who respond independently from regional economic forces.

Additional support for this explanation has been offered by
Gleave and Cordey-Hayes (1977), from the results of a simulation
effort. Their starting point is that migration must be examined
in the context of a behavioral and dynamic context focusing on
the time-path of individual migrants. In particular, they point
out the dependence of the decision to migrate on the previous
migration history of the individual. Then, using the axiom of
cumulative inertia found in the sociologists' approach to mi-
gration (McGinnis, 1968)* they suppose that the probability of
remaining in any state increases as a monotonic function of prior

residence in that state.**

Moreover, Gleave and Cordey-Hayes contend that such an axiom

is not exclusive of the economic explanation of migration examined

*The validity of this axiom can be justified in various ways.
One rationale is that "residence in the same place fosters ever
increasing social ties and as such, operates as an inertia fac-
tor which may effectively raise the social and psychological
costs of migration, that is, accumulated residence seems to
generate inertia." (Shaw, 1975). Another justification re-
lates to employment and promotion prospects as it is reasonable
to suggest that, after a move, the potential offered to an ef-
ficient employee becomes apparent very quickly and that his
chances of an employee's promotion tend to decline as his stay
in any one position increases (Gleave and Cordey-Hayes, 1977).

**The existence of duration-of-stay effects, substantiated by
Taeuber (1961), Morrison (1967), Land (1969), is generally pre-
sented as a direct consequence of the cumulative inertia hypo-
thesis of which it constitutes an empirical support. However,
the recent theoretical work undertaken by Gingsberg (1973),

McFarland (1970), and Spilerman (1972), suggests that the em-
pirical evidence just cited does not really prove the existence
of cumulative inertia. Following that line, Clark and Huff
(1977) obtained results which emphasize that "even when cumula-
tive inertia exists it is a very weak influence on the pro-
bability of migrating and that duration of stay since the last
move is an inadequate measure of residence history effects".
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above and that the two are rather complementary. For their justi-
fication, they build a dynamic simulation model combining the
principle of cumulative inertia with a differential attractiveness
mechanism preserving the role of economic locational determinants
in allocating migrants (for a description see Cordey-Hayes and
Gleave, 1974).

The outcome of such a model is characterized by the emergence
in each region of a pool of movers and the retention of other
more stable segments of the population. Moreover, the more mo-
bile groups tend to congregate in attractive areas which have
high out- as well as high in-migration rates, shown to remain

positively correlated over time.

To summarize, aggregate economic studies point to the respon-
siveness of labor migration to economic forces, although they also
indicate the existence of an asymmetry between its directional
components. Outmigration seems to be primarily determined by
personal characteristics based on the principle of cumulative
inertia, while inmigration appears to be the conseguence of
economic attractiveness. Indeed, this interpretation does not
provide an adequate picture of the relationship between labor
migration and economic forces since migration is also a cause of
economic growth as emphasized by Borts and Stein (1964). As a
result, the empirical relationships explaining migration in terms
of employment (income) change by the single-equation econometric
models examined above suffer from a simultaneous bias. This bias
can be prevented by building and testing simultaneous-equation
models of regional demoeconomic growth.

1.3 Simultaneous-eguation Models of Regional Demoeconomic Growth
(Mixed Demand-supply Approach)

The empirical evidence examined in the above sections has not
provided any clearly favorable evidence concerning either of
the two polar theories of regional development, i.e., those em-
phasizing the demand and the supply sides respectively. Indeed,
such a result is hardly surprising since demand and supply condi-
tions cannot evolve independently of each other over a long
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period of time without generating disequilibria. Demand and
supply sides affect each other: the decisions of firms regarding
employment and wages affect workers' response in terms of migra-
tion levels, whereas the decision of workers regarding shifts in
their places of work affect the firms' decisions coﬁcerning expan-

sion or relocation.

The realization of this interaction between firms and workers
(Burns, 1964), led some researchers to envision mixed demand-
supply approaches to regional growth based on simultaneous-
equation models. Built in the last decadeé, the mixed demand-
supply models of regional development initially emphasized the
interaction between an area's indicator for economic change and
a corresponding indicator for demographic change. Later Greenwood
(1973a, 1975b) enlarged the scope of these models by proposing
a model (a) accounting for interactions between income change,
employment change and labor force change and (b) allowing for
various disaggregations of the employment and labor force wvari-

ables.

Early Simultaneous-egquation Models

Early simultaneous-equation models were built by Okun (1968),
who studied interaction between income change and net migration
of total population in the US states; Muth (1971), who examined
the interaction between employment change and labor force growth
in US cities; and Olvey (1972),‘wh0 dealt with the interaction

of employment change and population growth in major US SMSAs.

Okun's Model

Okun (1968), proposed a three-equation system to model the
interaction between per capita service income and population
growth for US states. The three equations, set up in a linear

form explain the variations across states of the net migration

*Note that all these models have been tested using estimation
methods compatible with the simultaneous nature of these models
(two- or three-stage least squares estimators have been displayed
for all these models).
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rate (M), the absolute change in service income per capita (2),
and the percentage point change between 1940 and 1950 in the
percent of the labor force engaged in agriculture (AL) respec-
tively.

Empirical regression results concerning the corresponding
equations appear in Table 1, in which all coefficients are sig-
nificant (at the 5 percent significance level) except those of
AL. The net migration equation shows that states with relatively
high service income per capita tend to attract migrants (as the
coefficient of S, service income per capita is positive). Addi-
tionally "states which grow comparatively slowly in absolute in-
crease in service income per capita, tend to attract migrants"
(because of the significant negative relationship between M and
Z). Okun points out that this rather puzzling difference can be
almost certainly attributed to the high correlation between S
and 7.

The second equation shows that net migration promotes ser-
vice income growth per capita and is significantly affected by
the social composition of the state (of which C is an index) .
The growth in the agricultural labor force (found to affect
insignificantly net migration and change in service income
per capita) is explained .in the third equation by variations
across states of levels in service income per capita and
fertility (of which B is an index).

Table 1. Okun's Model of Income and Population Change--US
States~-Period 1940-1950.

Source: Okun (1968, p. 305)%

M = =493 + 1.855 8. - 31.5 Ar; - 1,55 2 R2 = .46
(0.669) (17.5) (0.695)
Z = 698 + 152 C + 3.50 M - 8.94 AL R2 = .82
(24.9) (0:532) (6:63)
AL = -4.67 + 0.010 S - 19.3 B R2 = .72
(0.003) {6..25)

*The coefficients between parentheses are standard errors.
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The main findings of Okun's model is that, in the forties,
interstate migration was a force for widening interstate differ-

ences in service income per capita.

Muth's Model 5

Muth (1971), introduced employment change into the picture
but reduced income to an exogenous role. He proposed a two-
equation system, set up in a double logarithmic form, explaining
demoeconomic growth for a cross sectional sample of US urbanized
areas during the period 1950-1960. These two equations have
employment change and net-migration of labor force between 1950
and 1960 as their dependent variables (Table 2).

Muth argues that employment change and net inmigration are
interdependent and that each variable is partly determined by
the other as well by additional variables (including family in-

come used as a proxy for wages).

The most important result obtained by Muth is that the ef-
fect of employment expansion on labor force change in excess of
natural increase (i.e. net migration of labor force), is of the
same magnitude as the reverse effect of net migration on employ-
ment change. However, on the basis of a higher value for the
coefficient Oy of the net migration variable in the employment

change equation than for the coefficient a of the employment

21
change variable in the net migration equation (a; = .998 and
Onq = .819), Muth concluded that the effect of net migration

on employment growth was somewhat stronger than the reverse
effect. Thus he claimed that his results supported the Borts

and Stein theory rather than the demand (or export-base) theory.

Mazek and Chang (1972) strongly challenged the validity of

this conclusion on several grounds:

1) First, they point out that Muth has not directly esti-
mated supply and demand elasticities and has limited
himself to provide some indirect evidence in order to
justify the infinite elasticity of the supply curve

which constitutes the foundation of the Borts and Stein
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Table 2. Muth's model of employment and labor force changes.*

Source: Muth (1971)

a) employment change equation:

1+ +
E M N
log EEQ = alo + all log 1+ Eég- + a12 log 1 + Eég
50 50 50
+
¥
60 AMP
+ — 4+ —_— | + P
al3 log 5 al4 log |1 + T als log 50
50 50
]
+ a16 850 .
b) net-migration equation:
+
M60 EGO
log 1’1 + R a20 + a2l log E
50 50
+ +
N
+ a22 log {1 + iég + a23 log |1 + %ﬂg
50 50

+
+ - + + 5
Boq 109 Usy  + Ay log yoq + 0y Xy + 0, X,
in which
E = total civilian employment
= net inmigration over the decade 1950-1960
= total civilian labor force

natural increase of labor force over the decade

o S A <
L

= median family income

AMP = the change in military personnel

T
n

the proportion of employment in the manufacturing sector

S = the area's population

U = the unemployment rate
X, = regional dummy (1 if city located in the South, 0 otherwise)
X, = regional dummy (1 if city located in the West, 0 otherwise)

and 50 and 60 subscripts refer to 1950 and 1960.

*Only variables accompanied by a + sign are statistically significant.
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hypothesis. Thus according to Mazek and Chang, Muth's
model is inconclusive in supporting any regional theory:
"His (Muth), paper supports neither the BLM (export-
base) nor the BS (Borts and Stein) approaches". (p. 133)

2) Second, Mazek and Chang indicate that the use of 10
year rather than annual data diminishes the prospects
of uncovering the simultaneous bias between migration
and employment growth offered by the two polar theories.
For example, in the short run, the migrant labor supply
may grow faster in a region than the number of employed
migrants, contributing to an increase in unemployment.
However, in the long run, the unsuccessful job seekers
will drop out of the labor force or move out of the
region: "long-term net inmigration and employment
change tend to approximate proportionately more closely

than their short run counterparts". (p. 136)

3) Finally, Mazek and Chang strongly attack the specifi-
cation of the structural employment equation which they
view as a quasi-identity: according to them, this is the

most serious criticism to be addressed to Muth's model.

Also, note that the required data for labor force migration were
obtained by using the cohort-survival technique and national
labor force participation rates. From an empirical point of
view, this is unsatisfactory and contributes to even more doubt
the validity of Muth's results.

In addition, as observed by Miron (1975, p. 41) "the growth
in jobs and inmigrants feed on one another completely simulta-
neously"”". In other words, there is little explanation of how
urban growth occurs in spite of the presence of a proxy for export
demand in the employment change equation and an autonomous mi-
gration term (net increase in armed forces) in the net migration
equation. Actually, Muth's model does not focus on the cause
of regional development but examines how firms and workers

react to each other. Thus, from the above finding that migration
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affects employment growth no more than employment grow affecting
migration, it appears inappropriate, as Muth does, to conclude

the preponderance of the Borts and Stein theory.

Olvey's Model

An extension of Muth's model has been studied by Olvey (1972).
He proposed a model in which the employment side was divided into
two sectors (manufacturing and services), and net inmigration
was broken down into its gross components. In addition, a money
variable (wage rate), still exogenously considered, was given

more importance than the income variable in Muth's model.

The model, displayed in Table 3, consists of eight equations:
five structural equations and three identities. The structural
equations explain the growth in both types of employment and the
three gross migration flows. Population growth éppears to be
the main contributor to employment growth in both sectors in
accordance with Borts and Stein's theory. No export demand is
explicitly introduced in the manufacturing employment equation
but growth in manufacturing employment stimulates growth in ser-
vice employment as in the export-base theory. The wage level
also affects the employment growth in both sectors while median
family income influences growth in service employment (additional
demand effect).

On the demographic side, unlike Muth who dealt with labor
force, Olvey uses population and thus does not allow for differ-
entials in labor force participation among regions: there is no
role for labor market dynamics in his model. All the migration
flows are influenced by the prevailing wagé level and a climate
variable. Total employment growth affects the two types of in-
migration flows but not outmigration. In addition, a prospective
unemployment variable defined as the excess of labor supply growth
over the employment growth that would occur in case there would
be no outmigration (see first identity defined by equation 6 in
Table 3) is found to significantly influence gross outmigration.
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Table 3. Olvey's model of regional growth. *

Source: Olvey (1972, p. 153)

(1) 5 STRUCTURAL EQUATIONS Explanatory Variables
Dependent variables Endogenous Predetermined
+
1. Growth in manufacturing Net population growth Wage level, industrial
(y,) (g.)+ composition index,
1 2 ;
climate
+
2. Growth in service em- Manufacturing employ- Median family income,
ployment (y2) ment growth (y_ )+ wage level ‘
Net population  growth E
(a,)
+
3. Short-distance inmi- Total employment Wage level, median fam-
gration (y3) growth (q3)+ ily income in contigu-
ous areasf climate and
populationt
4. Long-distance inmi- Total employment Wage level? climatet
gration (y4) growth (q3)+
5. Gross outmigration Prospective unem- Wage levell climate
(ys) ployment (q1)+

(2y 3 IDENTITIES

6. Prospective unemployment (g.) = No-migrant population growth** (x_)
1 1

+ Inmigration (y3 + y4) - Employment growth (yl + y2)

7. Net population growth (q2) = No-migrant population growth (xl)
+ Inmigration (y3 + y4) - Outmigration (y5) '

8. Growth in total employment (q3) = Growth in manufacturing employment (yl)

+ Growth in service employment (y2)

*Note that the + sign accompanying some of the variables of the model indi-
cates that these variables are significant. All variables are deflated by
the area's population in the initial year.

**No-migrant population growth in an exogenous variable describing population
increase which would have occurred during 1955 to 1960, assuming no migration.
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In all fairness, such a variable appears to be a broad estimate
of the impetus to outmigration implied by employment growth, in-
migration and natural increase and does not preclude the wvalidity
of a strong response of outmigration to local labor market con-

ditions. For example, Greenwood argues that:

in the context of a simultaneous-equation model of
migration, it seems clear that prospective unemploy-
ment would grossly exaggerate the actual amount of
unemployment that would exist in the absence of migra-
tion. The lack of migration would tend to aggravate
unemployment and to provide significant downward pres-
sure on the wage rate. (Greenwood, 1973a, p. 97)

Because Olvey's model presents a simple interaction of
population and employment growth (see Figure 3), it allows for

the calculation of elasticities comparable to the a and a

11 21
coefficients of Muth's model. It turns out that Olvey's numer-
ical values* result in a finding opposite to Muth's: the impact

of employment growth on population growth is greater than the
reverse impact.

total
employment employment growth
growt — e
(2 sectors) inmigration

Yy —» outmigration

a3 S h——-——*{?;; popula-
_ : tion
Y1 y3 s growth

ﬁ

No-migrant population
growth

Figure 3. The structure of Olvey's model.

(The meaning of all variables is the same as in Table 3.)

*Using a US average value for the employment/population ratio

leads to elasticities comparable to o and o equal to .51
: 11 12

and .64 respectively.
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Kalindaga (1974), has attempted to reconcile the apparently
inconsistent findings of Muth and Olvey, using modified versions
of their models in order to make them more comparable. He con-
cludes that Olvey's model fails to provide adequate results be-
cause of an inappropriate impact of labor supply growth on em--
ployment growth: there exists no separation of the natural in-
crease component from the migration component. Finally, Kalindaga
endorses Muth's view that migration and employment growth affect
each other to almost the same extent and that migration has a
stronger influence on employment growth than employment growth
has on migration:

at the present stage of development of US cities, supply

factors appear to dominate demand factors in influencing

differentials in growth among cities. As cities have
grown, the relative importance of internal markets has
increased and the relative importance of exports declined.

For given levels of demand, supply factors have become an

essential determinant of output and employment. (Kalin-

daga, 1974)

Again such a conclusion is valid to the extent that one is
willing to refute the criticisms raised by Mazek and Chang (1972)

on the basis of Muth's model.

Greenwood's Models of Urban Growth and Migration

Greenwood (1973), proposed a model of urban economic growth
and migration that improved Olvey's model by treating unemploy-
ment and median income of persons (a proxy for wage rate) endog-
enously. It consisted of seven equations shown in Table 4: five
structural equations and two identities and was estimated, using
three-stage least squares estimation, for the cross-section of
the 100 largest SMSAs in the continental US in 1960, i.e. SMSAs

with populations in excess of 250,000 in that year.

Employment change, the dependent variable in equation 4,
Table 4, is affected by the various components—of-change of the
labor force takeh separately (outmigration, inmigration and
natural increase): outmigration reduces employment change while
inmigration and natural increase promotes it, however only the

two migration variables are significant at the 5 percent level.
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Table 4. Greenwood's model of urban growth and migration.
Source: Greenwood (1973a, p. 92)

A - VARIABLES*

Endogenous Variables Exogenous Variables
IM inmigration of people in the AGE60 median age of the 1960 popu-
labor force lation

OM outmigration of people in the CLF50 1950 civilian labor force
labor force

NATINC natural increase of the labor EDU50 median number of years of
force school by persons 25+
ACLF civilian labor force change INC50 median 1949 income of per-—
sons residing in SMSA in 1950
AEMP employment change UNR50 1950 unemployment rate
AINC income change AEDU change in educational level
AUNEMP unemployment change AGOVT change in local government
expenditures

DEW & DNS regional dummies

B - EQUATIONS

1) Five Structural Equations

= - ++ ++ +4 ==
5l oM = f1 (1M, AINC, AEMP, AUNEMP, INC50, UNR50, CLF50, EDU50, AGE60)
++ ++ ++ == ++
2. IM = f2 (oM, AINC, AEMP, AUNEMP, INC50, UNR50, CLF50)
++ ++ ++
3 AINC = f3 (OM, IM, AEDU, AGOVT, DEW, DNS)
. o + ++ ++
4 AEMP = f4 (OM, IM, NATINC, INC50, AEDU, AGOVT, DEW, DNS)
==  ++ ++ ++
5. AUNEMP = f5 (OM, IM, NATINC, DEW, DNS)

2) Two Identities

6. ACLF = g_ (AEMP, AUNEMP)

1

7. NATINC = g_ (ACLF, OM, IM)

2

++ '

(--) denotes a positive correlation significant at the 5 percent level of
(negative)

significance.

(+

—

denotes a positive correlation significant at the 10 percent level of
(negative)
significance.

*Variables representing a change in stock variable (like AEMP) are measured by
a logarithm of the ratioc between the initial and final values of the vari-
able (in 1950/1960). Other variables are simply measured by the logarithm
of their absolute wvalue.
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Outmigration, the dependent variable in equation 1, Table 4, is
negatively affected by income change--whose coefficient is signi-
ficant at the 5 percent level--and various exogenous variables whose
coefficients all have the expected sign and are significant.*

On the other hand, inmigration, the dependent wvariable in equation
2, Table 4, is positively affected by outmigration, income change,
employment change, which are moreover, significant in all instances
and negatively by unemployment change which is, however, not sig-

nificant.

The two migration variables appear as explanatory variables
of income change along with three exogenous variables. As stated
by Greenwood (1973a),

there is no strong a priori reason to suggest that the

signs on the out- and inmigration variables in the in-

come change equation should be positive, negative or

ZEEO o viaiatia There appears to be no a priori reason to

suppose that the demand labor shift associated with

migration will dominate the labor-supply shift, that

the supply shift will dominate over the demand shift,

or that the shifts will not offset on another.......

(Greenwood, 1973a, p. 98)

The signs of the migration variables, thus regarded as an empiri-
cal matter, appear to be positive and significant for the inmigration

'variable, negative but insignificant for the outmigration variable.

Finally, no definite impact of the various components of
change of the labor force on unemployment change (equation 5,
Table 4) is expected: thus inmigration and natural increase
significantly increases unemployment change whereas outmigration

diminishes it significantly.

Again, this model shows that employment growth influences
migration and migration in turn influences employment growth.
However, it is not possible any longer to compare the relative
strengths of the two ways of causation as in Muth's and Olvey's
models, due to the more sophisticated structure of Greenwood's
model (Figure 4).

*Unemployment change and inmigration have the positive expected
sign whereas employment change picks up & positive unexpected
sign. All the corresponding coefficients are not significant.
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Figure 4. The internal structure of Greenwood's model.

(The meaning of the symbols have been given in Table 4.)

The main contribution of Greenwood's model appears to be
the treatment of labor surplus (although it does not turn out
to be significant in the migration equations) and the endogenous
determination of income change (although it is affected by and

only affects in- and outmigration flows as shown in Figure 4).

In a following paper (Greenwood, 1975b), the above model
was extended to include three types of employment and two types
of migration: employment change was disaggregated into component
changes in manufacturing employment, government employment and
other non-manufacturing employment; and gross migration flows
were decomposed into flows out of or into other SMSAs and non-
metropolitan areas. Moreover, the extended model was tested for
two different time periods, 1950-1960 and 1960-1970.

Concerning the impact of migration on employment growth, it
appears that higher rates of inmigration resulted in significantly
greater rates of growth for each employment category. The coef-
ficient of the inmigration variable was positive and significant

for the three types of employment in both periods, the only
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exception being government employment between 1960-1970. How-
ever, in contrast to the conclusions of his first model, Greenwood
found a significant impact of outmigration on employment growth:
during 1965-1970 outmigration significantly deterred eﬁployment

growth.* '

On the other hand, employment change was faund to be a 8ig-
nificant inducement to inmigration and, surprisingly a signifi-
cant deterrent to outmigration. In the second period, Eﬁi;méﬁége—
ment only holds true for migration into and out of metropolitan
areas. Moreover, little evidence was found that in- and out-
migration flows are significantly affected by levels of change
in income during both periods: greater income growth signifi-
cantly encouraged only inmigration from non—metroﬁoiitan areas
during the second period. This again contradicts the findings
of the earlier model. 1In addition, the influence of the levels
of and changes in unemployment on migration flows was found to
lead to different conclusions according to the fitting periods.

In the 1960-1970 model neither the unemployment growth

nor the unemployment rate variable appears significantly

in any migration equation, and five of eight coefficients

have unanticipated signs. However, for the earlier de-

cade (unemployment change) has the expected sign and is

significant in each migration equation, and (the 1950

unemployment rate) has the expected sign and is signifi-

cant for both non-metropolitan migration equations.

(Greenwood, 1975b, p. 894)

Both out- and inmigration were shown to have a significant impact
on unemployment change, a negative effect on outmigration and a
positive impact on inmigration thus confirming the results of

the earlier model. However, these variables were found to have no
significant influence on income change. Moreover, since the income
level variable appears to be negative and significant in the in-
come change equation, Greenwood's findings appear to hold no sup-
port for the view that regional income differentials are narrowed

through interregional migration.

*We note that change in manufacturing employment is a positive but
not significant factor of change in non-manufacturing employment,
which allows Greenwood to conclude the failure of the export-
base theory for cities in advanced stage of development.
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Mixed Demand-supply Models: A Brief Evaluation

The most striking feature of the mixed demand-supply models
to regional demoeconomic growth is its empirical orientation:
"there has been virtually no treatment of the theoretical basis

for such a model"” (Miron, 1977, p. 2). However, in spite of

structural differences in the choice of the variables and the
specification of their relationships, these models appear quite
simplistic and similar in their attempt to disentangle the
linkage between economic growth and migration. On the one

hand, they present one or several regression equation(s)
explaining the economic growth variable(s) in terms of the -
migration variable(s); on the other, they all include regression
equations between the same variables representing the opposite

path of causation.

Mixed demand-supply models of regional development, however,
have neglected to identify the sources of growth, i.e. whether
firms or workers, or both, induce growth. Instead, these models
have concentrated on the short—-term process by which entrepre-
neurs and workers form their expectations;

...these are really the models of the short-run dynamics

of the urban labor market where entrepreneurs try to

anticipate the change in labor supply and migrants in

turn to anticipate the number of new jobs to be created.

(Miron, 1975: p. 41)

In other words, the emphasis of the simultaneous-equation’
models of regional development is one consistent with the problem
of removing the simultaneous bias affecting the impact of changes
in economic forces on labor migration. One can obtain indica-
tions concerning the nature of this bias by comparing Ehe three-
stage least squares estimations of Olvey's and Greenwood's
models (which account for the simultaheity problem}) to the cor-
responding ordinary least squares estimations. In fact, the
difference between the two types of estimators is minimal in the
case of Olvey's model; the removal of the simultaneous bias leads
to only an increase in the values of the impact of employment
growth on migration. In Greenwood's case, (his first model)
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a more dramatic change is observed. The three-stage least squares
estimation causes the coefficient of employment change in the
outmigration equation (which is negative and significant in the
case of the ordinary least squares estimation) to be positive

and not significant. Apparently, such a finding may suggest

that it is the existence of a simultaneous bias that creates the
strong response of outmigration to changes in economic factors

as observed by some of the migration studies reviewed in section
1.2. Unfortunately, the conclusion is not confirmed by the
second model presented by Greenwood which displays a negative and
significant impact of employment change on outmigration in the

case of the three-stage least squares estimation.

To summarize, in spite of their orientation, the mixed de-
mand-supply models of regional development have not provided any
clear explanations of the degree tO which firms or workers con-
tribute to enhance or slow down the development process in the
short run. The evidence displayed by Muth, Olvey and Kalindaga
concerning the two paths of causation between employment growth
and migration may well be a result of the use of five-year or
ten-year time frames for these studies (see criticism by Mazek
and Chang) .

Conclusion to Part 1

Overall, past aggregative explanations have contributed very
little to the understanding of the forces which cause and shape
the spatial pattern of regional demoeconomic growth. Theories
and models have generally focused on the labor factor, examining
the relationship between labor demand, viewed as an input index,
and labor supply. Two polar explanations of regional develop-
ment have been put forth: one stresses the leading role of labor
demand which determines labor supply (export-base theory), the
other emphasizes the opposite parth of causation between the two
(labor supply approach). The empirical research of the last
decade has not determined which one of the two explanations pre-
vails in reality. Most studies, focusing on partial analysis,
have either attempted to prove or disprove the validity of
each theory while the more global studies, based on simultaneous-

equation models have demonstrated the coexistence of the two
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alternative explanations without producing any definite evidence

favoring either one.

Labor migration which is both the cause and effect of eco-
nomic forces has, in most instances, been examined as the result
of the influence of these economic forces. Overall job opportun-
ities and/or wage differentials have been shown to affect labor
migration, with a much larger impact on inmigration flows than
on outmigration flows. More precise statements could not be
substantiated since the variations in the specification of the
empirical models used often led to differing and sometimes in-
consistent results. A typical example of this is the controversy
concerning the response of outmigration flows to changes in
economic incentives and the related question concerning observed
positive correlation between out- and inmigration flows. Account-
ing for differential propensities to migrate on the basis of
duration-of-stay effects (principle of cumulative inertia) brought
insights into the debate. However, no economic rationale under-

lying these effects was really provided.

In summary, there exists to date no overall explanation of
the migration process emphasizing its interaction with economic

development. Two important reasons contributing to this are

a) the absence of a spatial dimension--whose role is

examined in part 3, and

b) the rather crude treatment of the clearing mechanisms

of regional labor markets.

The latter point is the subject of the next part.

PART 2. REGIONAL LABOR MARKETS AND THEIR ROLE IN REGIONAL
DEMOGRAPHIC GROWTH

Part One has emphasized the preponderant role of the labor

factor in the traditional theories of regional demoeconomic growth.

Unfortunately, the explanations provided by past theories and
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models have been essentially framed in independent and static
terms. Consequently, progress in the understanding of the role
of labor in regional development requires the availability of

an integrated and perhaps more dynamic framework dealing with the
interplay between the location of firms and households.

The second part of this paper examines the studies which
have recently aimed at such a purpose. Section 2.1 reviews ag-
gregative approaches to regional labor markets. It stresses
the importance of separating the role of households as suppliers
of labor and consumers and thus examines the determinants of
labor force participation at the regional level. Section 2.2
reviews the behavioral models of job search and creation which
have been proposed to comprehend the working mechanisms of re-
gional labor markets. Finally section 2.3 examines'the problem
concerning the transition of these behavioral models to empiri-

cally testable models of regional demoeconomic growth.

2.1 Aggregative Approaches to Regional Labor Markets

The time horizon considered is an important characteristic
of the pattern of regional demoeconomic growth discussed in Part
One. Miron (1975, p. 7) clearly summarizes this problem when
he argues that it is likely that

....short run changes may accumulate to produce behavior

which in the long run does not approximate the demand

or supply-oriented model.

A clear understanding of how and why regional development occurs
requires the availability of a theory or an explanatory model
integrating both short-term and long-term aspects. A first step
in that direction was suggested by Anderson (1976), whose un-
tested model proposed an endogenous wage determination involving
the role of both firms and households.

Anderson's Model

The model proposed by Anderson (1976), is a model of regional
wage determination synthesizing demand conditions and supply con-

straints. His model attempts to provide a general description
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of the relationship between employment and labor force growth--
subsuming the particular cases of the export-base and labor sup-
ply theories--in which regional wages are determined by the inter-

action of labor demand and supply.

We provide below an exposition of Anderson's model that
ignores--without any restriction to the generality of the model--
a third sector (investment) considered in the original formation.
The first two equations describe labor demand in the two sectors
of the regional economy: export and residentiary. In the first
sector, labor demand is determined by the regional money wage
rate w and exogenous factors denoted by A (mainly referring to
markets outside the area)

18 - Li Gt 0] | (14)

In the second sector, labor demand is determined by the money
wage rate w, the labor force L employed in the area, and a set

of exogenous parameters K

& tod
Lr = Lr fw,L,. K} . (15)

This leads to a combined demand for labor:

S a
B &b i L (16)

which is to be met by a supply function

.2 = 1.7 ) : (17)
such as
S
3L,
ow A

This leads to an equilibrium money wage w+ satisfying:

LS k) - Li Gty Lg T N (18)
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This equilibrium is a stable one because of the above assumptions
concerning the demand and supply curves and the additional hy-
pothesis that

(i.e., additional wage income produced by an addition to local
employment is spent only partly on locally produced goods). It
follows that:

a) under conditions of excess demand, local employment L
is supply-determined:

L =1%w and 12 (w,1,1,K) > L5 (w) (19)

such that a wage increase leads to a decrease on excess
demand as indicated by differentiating the above in-

equality:
d d s
£ e A AL
W ( 3T, 1) e (20)

b) Conversely, under conditions of excess supply, local
employment L is demand -determined:

d

L= 1% ) and 2% ey s b wW,L,A,K) .. (21)

such that a wage fall yields a reduction in excess
supply as indicated by differentiating the above in-

eguality:
L 31,9
?; A 7> 0- . (22)
ik
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An increase in any of the parameters K or X from an initial
position of equilibrium leads to excess demand for labor in the
regional market. For example, an increase in A (or K) corres-
ponding to a rightward shift in demand curves for exports (or
regional factors) produces a shift of the demand schedule to-
ward the right (see Figure 5}. In this case equation (20) ap-
Plies and if labor demand is not perfectly elastic, the wage
rate increases as employment rises. This initial shift in de-
mand for labor (and thus employment) and this increase in wage
rate are further magnified by an additional demand for labor via
the impact of an additional demand occurring in the regional
factor. The demand curve then reaches the schedule D2, producing
a new equilibrium in which the employment level and wage rate
are L' and W' respectively. However, the additional effect due
to the wage increase is absent if the supply of labor is per-
fectly inelastic with respect to changes in the wage rate.

WY e

W" ______

i
|

| 1 -
L' L

I
I
|
i
|
L
Figure 5. The mixed demand -supply approach to regional growth.

The increase in the wage rate and the employment opportuni-

1 to 52. The

increase labor supply increases the level of employment to L”~

ties induces inmigration, creating a shift from S

- -

and decreases the wage rate to its equilibrium level, w”~.
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In this general description of the relationship between
labor force and employment growth, firms and workers are con-
sidered but are assigned mutually excluding roles. Employment
growth is generated in the export sector and is regulated by
the availability of labor:

the process of regional expansion can be fruitfully
described as a pattern of interaction between demand
for production factors and their augmentable regional
supplies. Price formation in factor markets serves
as the first pivot in the approach. Demand condi-
tions (stressed in export-base (...) models) acts

as necessary conditions for regional growth by
creating tight factor (labor) markets while the sup-
Ply constraints act as sufficient conditions that
respond through migration processes to levels of
regional factor price. (Anderson, 1976, p. 223)

In brief, the mixed demand-supply approach of Anderson pos—
sesses characteristics of both the theoretical approaches of
section 1.1 and the empirical models of section 1.3. On the
one hand, it stresses the growth-inducing role of firms (as in
the export-base theory); and on the other hand, it describes
the short-term dynamics of regional development; firms in the
local sector try to anticipate change in labor supply and mi-
grants in the workforce try to anticipate the number of new
jobs created. Still workers are denied any role in generating
regional development in spite of the recent assertions that
migration of workers, as well as of non-workers, is important
in causing regional growth (see for example Hirsch, 1973, chap-
ter 9; Richardson, 1973, chapter 4).

Moreover, the role of non-workers in regional development
is not negligible since they may generate a large demand effect
(college students, military personnel and retirees). Under
these conditions, the sole consideration of labor supply on the

demographic side is insufficient.

Population and Labor Supply Considerations

Existing theories and models of regional development examine

how demographic growth relates to the economic growth process,
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but, in most instances, the role of demographic factors is not
adequately treated. Typically, labor supply is chosen as the
main demographic index (only Olvey (1972) used population rather
than labor force to describe demographic growth) and it is divid-
ed into terms reflecting natural increase and net migration of
labor force. However, these two terms have little meaningful
content especially within the five-year or ten-year time frame

of the mixed models reviewed in section 1.3: the reason being
that in such a period of observation individuals are likely to
have a different labor force status in the final year than in

the initial year. For example, in Greenwood's models (1973a,
1975b), the labor force migration flows include individuals

who are in the labor force at the end of the observation period,
regardless of their initial labor force status. The models do
not include migrants who were in the labor force at the beginning
of the observation period and dropped -out later on. Consequently,
the natural increase term in Greenwood's model appears as a
combination of the changes in the working age population due to
migration as well as to the aging of the regional population and

the changes in labor force participation.

To be meaningful, the change in labor supply must be div- sl
ided into easily interpretable components. As shown below,
this can be done by using a population variable along with the
labor force variable.

Let LF denote the labor supply and POPF the working age
population in a given regional labor market. These are linked
by the following identity stemming from the concept of labor
force participation rate (LFPR): '

LF = POPF * LFPR . - (21)

POPF varies over time as a consequence of the aging process
(hence the natural increase term NATF) and the net inmigration

(NMIGF) of potential workers into the regional area:

POPF = POPF_, + NATF + NMIGF . (22)

1
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It follows, from (21) and (22), that the increase of regional
labor supply is the combined result of three effects (natural
increase, net migration of potential workers, and change in

labor force participation):

tLF  NATR % NMIGF + ALFPR (23)
LF POPF POPF LRPR

Intuitive arguments show that the decomposition of labor force
change as indicated by (23) can provide a better understanding
of the mechanisms of regional growth. First of all, natural
increase for the working age population is not responsive to
current economic conditions. It merely reflects the impact of
the age structure of the regional population through the entrance
into the labor market by young people and the retirement (or
death) of older workers. Then only the last two terms of the
right-hand side of (23) are responsible for growth. But, all
else being equal, inmigration of working age population implies
a larger decrease in per capita income than a change in the

labor force participation rate of residents. And also:

a) For a given rate of employment expansion in a given
area, differing responses to economic incentives re-
garding migration lead to differing growths of the
area population: the more rapid population growth,
the slower the rate of growth of income and the

slower the area development.

b) The growth rate of per capita income is likely to be
higher if employment expansion is met by the region's
residents previously out of the labor force rather
than by outsiders. For any given rate of employment
expansion in a given area, differing responses of the
resident potentiai labor supply leads to different
growths of per capita income: all else being equal,
the higher the labor force participation rate, the
higher the rate of growth of income and the faster the

area development.
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In fact, the inclusion of a population variable along with
the labor force variable is further justified by the existence
of households not headed by a member of the civilian labor force
whose location shifts may strongly affect their origin area and,
to a greater degree, their destination area: clearly the con-
centration of college students, military personnel, elderly, etc.
in some areas has an impact on the growth of these areas through
demand effects. 1In other words, the distinction between popula-
tion and labor force, at least in theory, accounts for the sep-
arate demand and supply impacts of households on regional employ-
ment growth.

More fundamentally, the above considerations suggest the
possibility of household-initiated growth through either demand
or supply effects:

a) exogenous migration of households outside the labor
market generates demand incentives to regional develop-

ment, and

b) exogenous changes in labor force participation (for
example due to evolution of attitudes towards work)

create supply incentives to regional development.

Additionally, it appears that individuals belonging to the
labor force may be induced to relocate by non-economic incen-
tives. Earlier in this paper, when dealing with the persistent
differentials prevailing across regional wages, we mentioned
several non-economic factors (amenities of living in a particular
area, friends and family ties, and risk-bearing migrants) that
induce autonomous streams of migration among workers also lead-

ing to a growth-inducing migration.

To summarize, households, like firms, have a growth—-inducing
role: it results from migration and changes in labor force
participation, induced by non-economic motivations. Consequently,
in order to understand how firms and households shape regional
development, it is now necessary to develop theories and models
accounting for this growth-inducing role of households.
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Labor Force Participation at the Regional Level

This paper has proposed the thesis that the role of labor
force participation in regional demoeconomic growth has been
overlooked. Nevertheless, some indications concerning the vari-
ations of labor force participation, at the regional level, in
response to economic forces can be found in the literature;
although there have been a few studies concerned with regional
labor force participation per se, the bulk of the evidence comes
from the general studies of labor force participation based on

cross—sectional data for regions.

After a brief review of economic theories of labor parti-
cipation, we present here the highlights of the general and the
regional studies on LFP immediately relevant to the objectives

of this review.

The Economic Foundations of Labor Force Participation

Existing theories of labor force participation consists of
two main strands: one built upon the empirical evidence linking
labor force participation and unemployment, whereas the alternative
theory is developed within the framework of classical economics

and extended by neoclassical economists.

Traditionally, the explanation of labor force partiqipation
has focused on the short-run impact of labor markets' tightness,
generally proxied by unemployment rates. Two competing hypotheses
regarding the response of labor force to changes in economic
activity over the business cycle have been postulated. According
to the first view--the "discouraged worker" hypothesis--there is a
direct relationship between level of economic activity and size:
high unemployment rates limit employment opportunities and dis-
courage entrance into the labor force of individuals who other-
wise might seek jobs. Alternatively, an inverse relationship
between level of economic activity and labor force size can be pos-
tulated--the "additional worker" hypothesis: when slack develops
and leads some household heads to lose their jobs, other house-

hold members enter the labor market in order to bolster family



LGt

income. Clearly, the two alternative hypotheses are plausible
and are likely to occur simultaneously and the question is then

one of knowing which one is predominant.

Indeed, the impact of labor market tightness on labor force
participation provides limited insights into the working mechan-
isms of labor supply. This is because economic and non-economic
factors are likely to influence the decision of an individual
to enter into or withdraw from the labor market.

The classical theory of labor force participation emphasizes
the role of wages within a framework built on a trade-off between
leisure and work. This role was also stressed in an extension
built by Mincer (1965) parallelinc the standard economic theory of
consumption. As for the consumption of a commodity, labor force
participation is affected both by changes in its relative price
("substitution effect") and by changes in income ("income effect").
These two effects are seen as substitutes for the "discouraged
worker effect"” and "additional worker effect" respectively, when
wages are modified to account for the probability of obtéining
a job (expected wages). It is on the basis of such labor
supply models that Mincer has been able to resolwe the apparent
contradiction between i) the rising over time of labor force
participation rates of female workers, as their incomes have
increased and ii) the fact that the participation rates of
married women at a moment of time are inversely related to the
incomes of their husbands (Parnes, 1970, p. 5). But, although
the consumer utility framework has its own merits, it appears
that "Mincer tries too hard to force explanatory variables into
a very limited number of traditional, price theory boxes"

(Bowen and Finegan, 1966) and that the probability of obtaining

a job must be investigated separately.

Instead, Bowen and Finegan (1965, 1969) propose theoretical
foundations for labor supply analysis derived from the neoclas-

sical utility maximization model of consumer behavior.

The starting point here, is that the household is the basic
decision-making unit since the labor status of the members of
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the members of any household are not independent. 1In addition,
the decisions concerning labor force status are assumed to depend
on a larger set of decisions concerning the allocation of time

by each member of the household. Thus, the task of the house-
hold is to determine the number of hours each member is to devote
to work and to other activities. 1In accordance with the neoclas-
sical principles of the human capital theory, proposed by the
Chicago school, the household seeks to maximize its utility func-
tion--expressed in terms of satisfaction derived from the consump-
tion of goods and services and the pursuit of other activities—-
subject to its budget constraint. The consideration of this con-
straint reflects the fact that, ceteris paribus, a rich house-
hold may well value an incremental hour of work quite differently
from a poor household. Besides three broad classes of wvariables
influence the maximization process (Bowen and Finegan, 1969, p.

16-18): tastes, expected market earning rates and expected non-

market earning rates.

Concerning tastes, it is likely that the household‘'s labor

force decisions strongly depend on

a) how it values successive units of monetary income com-

pared with successive units of other activities, and

b) how it feels about the particular working tasks per-

formed by individual members.

Expected market earning rates have a priori two effects
on labor force participation which counteract each other so
that the overall impact of this variable could be either positive
or negative. On the one hand, an increase in real wages may in-
duce an increase in labor force participation as a consequence of
the increase in the opportunity cost of non-participation; and
on the other hand, this real wage increase may have a negative
impact by inducing secondary workers in the household to drop
out of the labor force.

Indeed, variables other than the average wage rate influ-

ence the market earning rates. They reflect either general job
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prospects such as the unemployment rate or "group" and personal

job prospects (age, sex, health, education, color, etc.).

Finally, the non-labor income, having a pure wealth effect,
tends to discourage entry into the labor force and therefore,

has a negative effect on labor force participation.

Empirical Substantiation of the Determinants of Regional
Labor Force Participation

For a long time, most of the empirical literature on labor
force participation was devoted to either proving or disproving
the two alternative hypotheses concerning the impact of job
slack on labor force participation rates. With the development
of the neoclassical model, a large emphasis has been placed on
the substantiation of the factors identified above. Parnes (1970)
provides a synthesis of the findings in a review paper whose
highlights, completed by more recent findings, appear in Appendix
1o

The majority of the empirical studies have been based on
cross-sectional data for wvarious types of regions. They are
relevant to the present discussion since they substantiate the
relationship between unemployment rates and labor force partici-
pation.

Because labor force data are not available at the micro level
(i.e. household), testing a model of labor force participation
requires a macroeconomic setting. The decision to work strongly
depends on personal factors, and therefore, most of the empirical
analysis has been performed for groups of people with similar
characteristics i.e., age, sex, color, and marital status. Among

the main conclusions are the following.

a) The most consistent impact is job slack (unemployment
rate): since a negative relationship is common for all
age groups of both sexes, the "discouraged" worker effect.
The relationship is stronger in the case of the second-
ary workforce (women). There is some evidence (Corry
and Roberts, 1970 and 1974), that the relationship for

men begins to operate when unemployment rates become high.
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b) Labor earnings have generally a positive impact on labor
force participation except for young men 16 to 24 years

of age.

c) Marital status for both men and women, is of prime im-
portance in the decision to join the labor force: it
is the most powerful single predictor of labor force
participation rates. In the case of women, marital
status also affects the strength of the correlation

with labor earnings.

d) A region's interindustry composition affects the level
of labor force participation (Barth, 1967; Bowen and
Finegan, 1969; Baer, 1972). Berg and Dalton (1275)
indicate that, generally speaking, the labor force in
the service sector is more responsive to economic con-
ditions than in the goods sector which is characterized
by more rigid institutional arrangements., In addition,
it appears that the higher the percentage of employment
in the service sector, the higher the labor force parti-
cipation. This evidence is brought by Warren and Gilroy
(1976) within a simultaneous-equation model built in
response to Thompson and Black (1975), who assumed the
path of causation between the two variables to be the

other way around.

Unfortunately, very little analysis on a given region has
been performed in the past due to the lack of age/sex population
data for regional areas on a time series basis. An exception
to this is an analysis of Hawaii's labor force participation
rates by Renaud and Duc-Tu Pham (1975). Their main finding
is that the use of the neoclassical model does not support the
hypothesis that labor force participation rates are jointly de-
termined by wages and unemployment rates (measured separately
for each age-sex cohort of the population). The level of unem-
ployment is not a significant factor in the determination of the

supply of labor in Hawii.
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Renaud and Duc-Tu Pham, using a simple model in which only
a wage rate and a time trend appear as independent variables,
show that the wage rate variable is highly significant for all
cohorts of primary and secondary workers. A look at the supply-
wage elasticity across age groups for each sex shows that it
increases steadily from .151 for males 10 to 24, to .235 for
males 45 to 64, indicating that the "substitution" effect domi-
nates over the "income" effect and that its significance increases
with age ... In the case of females for whom the wage elasticity
is indeed higher than for men, it decreases continuously from
.662 for females 14 to 29, to .420 for females 45 to 64.

Finally, Renaud and Duc-Tu Pham attribute the poor explana-
tion of the "discouraged worker hypothesis" to the fact that, at
the regional level, this hypothesis "may translate itself into
a change in migration levels rather than a downward adjustment
of labor force participation rates". The basis for this con-
tention is yet another study by the same authors (Renaud and
Duc-Tu Pham, 1973), who show the significant impact of the unem-

ployment rate on net inmigration of the Hawaiian population.

Conversely, migration has been claimed to affect regional
labor force participation., For example Mincer (1965), has shown
that the relationship between unemployment levels and participa-
tion rates found in cross-sectional data may be biased upward
by the effects of migration, since migration, a selective pro-
cess, may involve disproportionately large numbers of labor
force members. Bowen and Finegan (1969), introduced a measure
of net migration to test 1960 labor force participation rates
of four male age groups and married women. They obtained no sig-
nificant impact of this measure because unemployment rates offered
little correlation to their migration measure. This finding
was confirmed for a later period--1970--in the case of married

women (Gery, 1975).

The nonresponsiveness of labor force participation rates
to migration differentials is strongly challenged by Baer (1972,
pP. 635) who points out that



%70~

BF (Bowen and Finegan) inexplicably regress the labor

force patterns of men in each of the three central

age groups on the net migration rates of men aged 30

to 45 years in lieu of relating age-specific net mi-

gration rates to corresponding age specific LFPR
Baer's results support the view that net migration is a prime
determinant of male labor force participation. The regression
coefficient of the net migration variables is positive and sig-
nificant in the case of males 20-24 and 25-34 (highly mobile

age groups), negative and highly significant for those aged 45

to 54 and 65+ (as a consequence of the growing impact of retire
ment and slackening work activity for men in higher ages). By
contrast, no significant relationship was found for males 14-19
and 35-44 years of age.

Leaving aside the impact of wages and unemployment rates,
we may concludé that in a region, labor force participation is
strongly affected by the industry-mix and varies with the demo-
graphic characteristics of the population, which themselves may
depend on the net inmigration to the region. From our above
review, we see that the, level of regional participation rates
results from the clearing of the regional demand for and supply

of labor, in which migration seems to intervene.

2.2 Behavioral Models of Job Search and Creation

The limitations of the conventional neoclassical theory of
decisions by firms and households have recently led economists
to pay a great deal of attention to the microeconomic foundations

of macroeconomic theories concerning labor markets.

Neoclassical Economics of Labor Supply and Unemployment

Little of the theoretical research devoted to the micro-
economics of labor markets has attempted to provide a behavioral
view of the clearing mechanisms of labor markets. Owing to the
general difficulty of simultaneously dealing with the demand and
supply sides, most researchers have emphasized one side or the
other rather than giving them equal treatment.
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On the one hand, some economists have attempted to make neo-
classical theory consistent with Keynesian models of employment
and with post-Keynesian models of inflation. They developed a
path from the fall of aggregate demand to~tpe fall of output and

employment, deriving Phillips relationships emphasizing the role
of the demand side (see various papers in Phelps, ed., 1970).

On the other hand, following the suggestion that unemployed re-
sources may be productive (Stigler, 1962), other researchers

have developed analyses directed at workers' job searching strat-
egy (McCall, 1970; Salop, 1973; Hartley/Revankar, 1974). The
demand aspects have, however, been integrated with the supply
(workers) aspects into a complete market model in some instances

(Mortensen, 1970).

Note that the dominant characteristics of these studies are
the prevalence of uncertainty and costly information that permits
the departure from conventional neoclassical economics in which
perfect information is postulated. In view of the objectives of
this paper, the main drawback of these studies lies in the fact
that they have adopted a level of analysis that does not facili-
tate the study of movement of firms and workers among alternative
labor markets. Models emphasizing the demand side, have a market
clearing occurring at the level of the firm considered as a wage-—
maker (especially in Mortensen's model). Models focusing on the
supply side (job search models), generally deal with closed labor
markets. An exception to this is a model which introduces migra-
tion as an endogenous component of the job search process (David,
1974) .

David's Model of Job Search and Migration

Next, we describe and criticize the David model; a summarized
formal statement of this model appears in Appendix 2 for easy

reference.

David considers an individual located in some regional labor
market of a multimarket economy who observes the other labor mar-

kets where he might seek employment to increase his welfare. The



ok

objective of this individual is to optimally choose the labor
market and to determine how hard this search should be.

The behavioral process of the migration-job search strategy

imagined by David can be described as follows. If the individual

who resides and works in a given locale, say the ith

h

locale, de-

cides to work in another labor market, say the jt locale, he is

supposed to first quit his present job, then to move to the jth
locale where he looks full time for a job; and whenever, after
having sampled a fixed number of firms, he accepts a job, this

job is assumed to be permanent. Thus the migration behavior con-
sidered here is not the integral part of a continuous, lifetime
program of job search, but constitutes the first phase of a job
search process involving three static phases 1) a phase of migra-
tion, 2) a phase of random job search at the place of destination,
and 3) the acceptance of the permanent tenure of a job. The
rationale for such a simplistic and static separation of the
migration-job search behavior is that David's model is a single-

period model so as to simplify the mathematical apparatus.

An important assumption made by David, is that the prospect-
ive migrant does not know beforehand all the individual job offers
that might come up in each of the labor markets that he observes.
However, he is aware of the probability distribution of wage
offers in each market: more exactly, he knows the average
[uj = E(wj)] and the variance of 0§ of this distr%bution in each
locale j of the multisystem market. Moreover, at the chosen
specific destination, the prospective migrant seeks a job by
collecting a fixed set ﬁ, of“fandom wage-offers, éhduéhéﬁées
the highest. s R 22

The individual's preference structure is based on axioms
giving rise to a utility index whose only argument is terminal
wealth.* Additionally, it is supposed that

*The individual's terminating wealth is his initial wealth, less
his direct migration and search costs, less costs incurred in

guitting the ith locale, plus the increment in wealth due to
the change of labor market (i.e. the increment in the present
value of his earning streams obtained by virtue of his relocation).

’
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1) the individual cannot spend more than a certain fraction
of his initial wealth on searching for a job: this bud-
get restriction pertains only to pecuniary costs due to
migration and search activities. These two types of out-
lays are functions of the distance to the destination
market and the number of wage offers collected, respec-
tively.

2) There exists a trade—-off between distance and opportuni-
ties: for a given distance Dij of the destination mar-
ket, there exists a value of the wage offer variance
beyond which the prospective migrant is not willing to
sample the destination market; in other words, the fur-
ther the destination market, the smaller the risk he is

ready to take to obtain a higher offer.

Based on this behavioral process, David is then able to de-
pict the individual's objective as a maximum utility problem with
respect to his choice of a migration-job search strategy, subject
to the above financial limitations and topographical constraints.
The solution of this utility maximization problem provides the
necessary information for the prospective migrant to decide to
move:* The determination of the jth labor market in which to
locate (given by an optimal value Dij+) and the level of sampling
in that market (obtained as an optimal value n+ of the wage
offers). To be sure, relocation occurs if and only if, the solu-
tion of the programming problem providing the best migration-job
search plan leads to an improvement of the individual's original

welfare position.

We now turn to the evaluation of the model just described.
In brief, the migration-job search behavioral process envisioned
by David appears to be restricted and can be summarized as follows:

No search occurs without prior unemployment thus elimi-
nating part-time search.* No local market search occurs

*The necessity of quitting a job and searching full time for an-
other job appears a standard procedure in the job search liter-
ature. An exception is found in Mortensen's model (1970), in
which the probability of making a contact with a firm is smaller
if the worker is employed than it is when the worker is not.
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without physical presence thus disregarding other

sampling methods. Finally, no change of location

is permitted without corresponding migration, thus

eliminating long-distance search travel. (Miron,

1977, p. 9)

This restriction is the price to be paid for making the
decision to migrate and how long to optimally search essential

features for studying labor migration.

David's model contains other explicit and implicit assump-
tions. Perhaps, the most questionable assumption of the model,
one which represents a radical departure from usual job search
models, is the migrant's strategy of collecting offers. Like
McCall (1970), most researchers assume sequential strategies in
which the job seeker decides to "take it or to leave it" after
each wage offer, by comparing his relative cost of finding an
additional offer with the expected gain from that new offer:

Faced with (an) uncertain environment, the individual

calculates a subjective wage-offer probability distri-

bution for the entire market from his expectations of

wage rates and vacancies and then samples the firms

randomly, stopping his search and accepting employ-

ment when he is offered a position at a wage at least

as great as the "acceptance wage" which he calculated

from the wage-offer distribution. This "acceptance

wage" has the property that the marginal cost of fur-

ther search equals (exceeds) the marginal benefit.

(salop, 1973, p. 191)

In spite of the non-sequential sampling strategy, David's
model is based on the job seeker's expectations concerning the
wage-of fer distributions, as are most job search models (Mortensen,
1970; McCall, 1970; Salop, 1973). However, the reliance on the
wage distribution is even heavier than in other models since the
optimal solution of David's model requires the knowledge of not

only the average market wage, but also the wage offer dispersion.*

The reality of this source of uncertainty has been questioned
by Parsons (1973) who, in a study of quit rates, finds that

*In the usual models, only the probability that turns up a wage
offer higher than "the reservation rate" is required.
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workers are broadly aware of average market wages,* but might
not know of other parameters of the wage offer distributions.
More fundamentally, Miron (1977), claims that the informational
requirements regarding the wage offer distribution, is in any
case, too excessive on the migrant's part to be realistic. Fol-
lowing Todaro (1969), he argues that the prime source of uncer-
tainty underlying labor migration is more simply the uncertainty
of job finding alone. The validity of such a type of uncertainty
which is perhaps in agreement with today's experience, remains
to be ascertained through empirical testing. Note that along
this line, Hartley/Revankar (1974), have proposed behavioral job
search model in which uncertainty is due to existence of unem-
ployment.

Another imporﬁant deficiency of David's model is its assump-
tion that workers are not able to distinguish between firms ex-
ante, which causes workers to sample firms randomly rather than
in a systematic fashion. Salop (1973, p. 191) contends that;

In fact, individuals are able to distinguish among

firms ex—ante, and they sample firms in a systematic

fashion rather than just sampling the job market in

general.
It is clear that the acceptance procedure of David's model does
not create favorable conditions for incorporating a systematic
sampling of firms.

However, David's model does present interesting features
including the cost of job search, the treatment of distance to
alternative labor markets and the implicit consideration of
unemployment duration.

In evaluating the cost of job search, *David's model includes

not only the direct costs of moving and job searching, but also

*The view that workers know average market wages has also been
challenged by Alchian (1970), who claims that they are victims
of a "wage illusion" by which they accept a certain wage rate
without knowing its magnitude relatively to other wages.
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the psychic costs incurred in changing locations as well as the
cost of foregone earnings due to work interruption, More funda-
mentally, David's treatment of this aspect of job search behavior
links search costs to wealth. Under such conditions, given im-
perfect capital markets, an individual, with greater personal
wealth or non market income, may spend more on investments in

job search. The explicit linkage of search costs to wealth ap-
pear to be a "must" if one accepts the evidence displayed by

Stephenson (1976), for white and black youths.

When discussing distance to alternative markets, David
introduces a trade-off between distance and opportunities through
a topographical constraint: he assumes that an individual con-
siders a maximum boundary of wage offers within his reach defined
as a function of the distance to an alternative labor market.

The effect of this constraint is "to ensure that for a migrant
constrained by the boundary function....the marginal cost of
access to wage offer dispersion....is continuously increasing
in every direction, from any arbitrarily chosen point of depar-

ture within the system."

Finally, duration of employment is implicitly introduced
through the requirement of a set of wage offers which indicates
how long the job seeker must look for a job. The optimal size
of this set of wage offers is a trade—off between the gains
procured by the possibility of a better wage offer in the future
and the foregone earnings lost by waiting unemployed for that
probable wage offer. This treatment of the relation of unem-
ployment duration and job acceptance is certainly more sophisti-
cated in the present model than in usual job search models, but
it is only possible because of the peculiar assumption of job
offer collection proposed by David. By contrast, the models
based on the reservation approach realistically suggest an im-
pact of unemployment duration on job acceptance through a decrease
of the "reservation wage" overtime unemployed. See Stephenson
(1976), for a list of the important factors affecting the fall

in the "reservation wage",
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As a whole, David's model is a simplified and misleading
representation of the actual migration-job search strategy.
Nevertheless, its merit is that it is the only behavioral model
of its kind and it suggests priorities for future modeling of

the migration-job search process.

Models of Job Creation

The development of a regional labor market requires not
only a supply side (job search submodel), but also a demand
side (job creation submodel). A typical model of job creation
was proposed by Mortensen (1970) who, by treating the supply
aspect in an implicit manner, has provided the first integrated

labor market model.

Description and Evaluation of Mortensen's Model

According to Mortensen, a firm's hiring behavior is the re-
sult of a maximization process. That allows the firm to choose
an optimal time path for its wage offers based on expectations
concerning future average wages [w(t)] and future unemployment

levels [u(t)] in the regional market.
More specifically, if

a) the firm produces an input Qi(t) at time t, using a
quantity Ni(t) of labor as the only input,
[Qi(t) = hi(Ni(t)}f and lf

b) it is free to set its own wage wi(t),

it follows that the firm must maximize its discounted

flow of net revenues

P. h, [N;(t)] - w, (£) N (t)

t (1 + r)t

(where Pi is the output price and r the rate of discount).

Job seekers enter the picture through a supply function

Ni(t) assuming that they are attracted by higher wages and that
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their number depends on the aggregate number of unemployed

dNi(t) wi(t)

e U T = , U(t) (24)
Ni(t) w(t)

This model has been sharply criticized by Miron (1977).
First, he sees in Mortensen's model a long-run model of the
firm constrained by its short-run labor supply: the firm faces
neither demand constraints, nor 6ther input (capital) constraints.
Second, as in the case of David's model of job search, Miron
is extremely critical of the emphasis on wage dispersion. Third,
noticing that Mortensen's model is based on the hypothesis of
a single labor market in which the aggregate labor supply is
growing at a constant rate (which permits one to call Mortensen's
model a complete model of labor dynamics), he points out that
the consideration of a multimarket model is necessary to intro-
duce more reality into the picture: "it is at this point that
integration of job search and job creation models will occur"
(Miron, 1977) to permit the development of a complete model of

- labor dynamics.

A Description and Evaluation of Miron's Model

Miron has proposea a model of job creation which eliminates
the main criticisms he found in Mortensen's work. It is a short-
term model in which the firm faces an additional constraint on
capital. With regard to labor supply, "the firm is seen to view
changes on its own part as ineffective in altering its labor
supply": a maximum labor supply L, (£) is available to the firm
at a fixed wage rate. 1In addition, the level of labor supply--
which cannot exceed Li(t)——is determined by a process placing
emphasis on the fact that searchers sample firms for job vacan-
cies (instead of being determined by a constant growth rate as

in Mortensen's model).

For Miron, the unemployment rate does not determine directly

the firm's labor supply as in Mortensen's model. Instead, the
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flow of "acceptable" jobs applicants and the actual level of
employment--both variables lagged one period--lead to the firm's

expected labor force derived from:

~ 5 i A " ~
Li(t) = [1 Yi(t)] Ni(t 1) + Ei(t) - (25)

in which Li(t) is the expected labor supply at time t

A
Ni(t ~ 1) is the actual employment at time (t - 1), (depend-
ing on whether the firm is capital-constrained

or labor-constrained)

E. (t) is the expected number of acceptable applicants
in period t

y.(t) is the expected quit rate in period t

If the firm has static expectations about the quit rate and the
number of acceptable applicants

~

Yi(t) = Yi(t = 1) and Ei(t) = Ei(t = 1) ’ (26)
then the expected labor force is:
~ _ 2 = A .
Li(t) = [1 ‘Yi(t 1) 1 Ni(t PR Ei(t 15 o (27
This value differs from the actual one:
- 5 A
Li(t) = [1 Yi(t)] Ni(t 1) + Ei(t) . (28)

as a consequence of the discrepancy between expectations and
realizations concerning the quit rate and the flow of acceptable

applicants.

On the one hand, the main merit of the above model is to
present a more realistic picture of a firm's hiring process
based on quit rates and applications. . Unfortunately, this
picture is incomplete since it only begins with the specifi-
cation of the number of acceptable applications, simply assumed
to be proportional to the number of applicants.
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On the other hand, the main fault of this model is the fact
that the role of wages in the moving procedure is neglected.
Scattered evidence throughout this paper suggests that the wage
differential is an important variable affecting both the demand
and supply sides of labor markets in North America and is there-

fore in contradiction to Miron's de-emphasis of the wage role.

Finally, we note that Miron's analysis still focuses on a
single market instead of a multimarket. No integration with a
job search model is proposed, although Miron hints that such
an integration ought to be performed at the aggregate level (see
section 2.3), the development of a micro multimarket model of
job search and creation remains needed to shed light on the clear-

ing mechanisms of local (regional) labor markets.

2.3 Towards Empirically Testable Models of Regional Demoeconomic
Growth

The purpose of this section is to examine the feasibility of
developing empirical models of regional demoeconomic growth,
ideally permitting the identification of the sources of growth--
in the light of the above discussion. 1Indeed, the state—of-the-
art, suggests that such an aim can only be reached with the con-
struction of aggregative models of regional labor markets. This
is illustrated further by the examination of the aggregative
scheme proposed by Miron (1977), and of the recent contribution
of Gleave and Cordey-Hayes (1977), who see labor migration as
a spatial extension of labor market dynamics. We will begin with
the short-term emphasis of the research efforts just cited (in
the same manner as the simultaneous—equation models of section
1.3) and thus their resulting incomplete treatment of the problem
of growth source identification. A personal elaboration on the

latter point is presented toward the end of this section.

Miron's Aggregative Model of a Local Labor Market

Miron (1977), contends that empirical aggregative models of
regional demoeconomic growth ought to and could be developed

from behavioral models of labor markets. He argues that David's
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model of job search and his revised version of the job creation
model, proposed by Mortensen (1970), provide a theoretical basis
for the labor supply and demand equations, respectively, of a

typical empirical urban model.

More specifically, Miron suggests, through intuitive reason-
ing, that David's model of an individual‘'s migration could be
aggregated for all individuals to produce a model of migration
based on fhe following equation:

MOE) = &, + G [M(E - 1) — LigE' =)} Gy = 0 129)

in which M(t) is the aggregate flow of net inmigrants into a
local labor market and N(t - 1) = L(t - 1) the net excess of

job openings over labor supply (i.e. the net level of job vacan-
cies) in the previous period.*

*Note the contrast in the treatment of job creation between
Miron's approach and the traditional approaches examined in
Part 1. Let us recall that the job openings in the export-
base theory are determined by exports so that:

N{t) = ¥ X(t) (30)

in which X(t) is the GNP of the national economy and ¥ a pro-
portion of export to regional-oriented sectors. The corres-
ponding equation in the labor supply approach would be:

Nit] = Nt = 1) = nO[L(t) =0 Telh = ] 131)

According to Miron, the job hiring process as seen by Mortensen
(1970) , would be consigtent with the following equation:

N(t) - N(t - 1) = n1 Ut - 1) (32)
in which U(t - 1) is the regional level of unemployment at time
(t - 1), i.e. [U(t - 1) = L(t - 1) - N(t - 1)] and ﬁ1 reéflects

the intensity of search by jdb seekers and the distffﬁﬁﬁibn of
wage offers among firms.
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On the other hand, supposing that there is a fixed number
of firms in a given regional labor market, Miron indicates that
his demand side model can be aggregated from the firm to the
regional market level. This yields:

Rt = a(t] Lite] - . (33)
L{E) =il B pe = 3 e Sy e e 1 (34)
E(t - 1) = B(t) A(t - 1) . (35)

in which

N(t) is total labor demand
L(t) is the total expected labor supply
E(t) is the total flow of acceptable applicants

A(t) is the total flow of applicants.
The model is completed by the following identities:
Lt — Q)= (1% 9] L= 2 + ME=1) : (36)
in which g is a rate of natural increase for the labor force
Lt - 1) = (1 -Ft =11 8@e-2) +68E-1) .GN*
and:

N (8] ='min [N(E) LIEY] - (38)

*The comparison of the last two egquations (36) and (37) ylelds
the quit rate as a residual variable!
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This leads to a simple linear system of regional labor mar-
kets consisting of 7 equations (29) and (33) through (38) and
determining as many variables, [L(t), £(t), N.(E) ; NA(t), MI(Lt) ;
E(t - 1), and Y (£t - 1)].

Indeed, this systém is incomplete since it does not specify
the flow of job applications A(t) and does not provide any indi-

cations concerning the relationship linking M(t) and A(t).

In addition, this system can be criticized on the following

grounds.

a) It deals with a single market. The spatial dimension of
labor migration and thus the multimarket aspects of job
search have been eliminated by aggregating migration
flows over destinations and origins in the migration
equation (29) and by leaving the variable representing

the flow of applications unspecified.

b) The emphasis is on workers rather than on people, thus
reducing the importance of exogenous (non-economic) mi-
gration of laborers (included in the o constant of the
migration equation) and ruling out the influence of the

autonomous migration of non labor force members.

c) The migration equation (29) does not represent a macro
expression of the migration process described by David.
When considering the importance accorded by David to
both ends of a migratory move, the inclusion of gross
flow variables for total outmigration and inmigration
would be a necessary minimum. In addition, these equa-
tions would allow for independent variables character-
istic of not only the regional labor market to which
they relate, but also the rest of the country (group-

ing the set of all origins and alternative destinations).

d) The employment equation does not include any direct de-
mand term or any variable representing the health of
the national economy. This is a result of disregarding
the demand constraints in the behavioral model initially

proposed by Miron.
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It may be concluded that, because of Miron's exaggerated
effort to give a fair treatment to the role of households
(workers) in regional development, no leading role is left to

firms which are seen to answer to expectations made by workers.

Overall, the aggregative model proposed by Miron appears as
a short-term (dynamic) model of regional demceconomic growth that
appears to be a slightly sophisticated version of the short-term
variant of Borts and Stein's (1964) labor-supply approach.

Towards a Dynamic Model of Regional Labor Markets

The need for a dynamic model of regional labor markets advo-
cated by Miron (1977), has also been stressed in a recent mono-
graph by Gleave and Cordey-Hayes (1977). They proposed a largely
verbal explanation of the interface of the demographic and eco-
nomic sectors in a multiregional economy, as a first step in de-
termining the forces which cause and shape the growth and decline

of regions.

An Overview of Gleave and Cordey-Hayes's Contribution

Within a framework emphasizing labor migration as a spatial
extension of regional labor market turnover, Gleave and Cordey-
Hayes develop a theory on the clearing of regional labor markets,
which involves the characterization of relationships between mi-

gration, job vacancies, unemployment and labor market turnover.

Their starting point is the common observation that there
exists a positive relationship between the two directional com-
ponents of migration. As we mentioned in section 1.2, such an
association was attributed by Gleave and Cordey-Hayes to the
juxtaposition of the concept of a dynamic mover pool and a dif-
ferential attraction process. The simulation of a model includ-
ing these characteristics effectively led to a positive associa-
tion between' in- and outmigration. In addition, it showed that
a majority of migrants move from economic strength to strength,
in contrast to traditional economic thinking which see the typical
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migrant as a person pushed by the poor opportunities in a weak
region. This finding led Gleave and Cordey~Hayes to claim that
migration is not a strong mechanism between unbalances in the

supply and demand for labor regions.

In a further development of their work (Gleave and Cordey-
Hayes, 1977, Chapter 6) they give plausible theoretical support
to their differential attraction process and more generally to
the role of migration in a regional labor market. Although
they also think of labor migration as the consequence of employ-
ment opportunities available on regional labor markets, Gleave
and Cordey-Hayes, in a major innovation, contend that migration
flows are not related to only the increment in regional employ-
ments. According to them, migration flows occur because of var-—
ious changes in the labor status of workers during the period
considered:

Little emphasis is given here to the growth of economic

activity per se; our main interest focuses on the mutual

adjustment between the above [economic and demographic]
sectors or on the dynamic interaction between people and
jobs. The creation of job vacancies due to the contin-

ual musical chairs type of movements between jobs is

found to be an important concept for the analysis of

migration and further more these vacancies produced by

the turnover of jobs (being approximately 10 million

per annum in the UK) considerably outnumber the vacan-

cies created by employment growth per se (being approx-

imately 0.5 million per annum).

Thus, out- and inmigration rates--which need to be separated
for Gleave and Cordey-Hayes's prospective--are to be tied to the

relative turnover flow rather than to employment change:
i F : -
o =0 (f) . i=1i (=2 . (39

in which o and i are the out- and inmigration rates respectively;
F the turnover flow
L the total labor force.

Gleave and Cordey-Hayes further hypothesize that the relative
turnover flow is a direct function of the guit rate and that the
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latter is determined by vacancies and unemployment rates simul-

taneously:

= flegq) and a = q(V;u) ' (50)

(ol s |

in which
q is the quit rate
V is the job vacancy rate
u is the unemployment rate.

The authors, justify the correlation between turnover flow and

quit rate--expected to be positive through intuition, and at the
same time provide some evidence of the relationship linking q,V, and
u with reference to a case study of firms in Birmingham and Glasgow
for the period 1959 to 1968. The results indicate that high va-
cancies and low unemployment induce voluntary quits, a finding
consistent with the view that employees have a risk-free opportu-

nity to change their jobs if such an economic climate prevails.

It follows that g and therefore o and i are directly functions
of the ratio g . A confirmation of the latter was obtained by
Gleave and Cordey-Hayes when they regressed out— and inmigration
rates against regional vacancy-unemployment ratios, for five
British regions during the 1961 to 1966 period: the correlation
was positive and significant at the 95% level of confidence in
both cases (at the 99% level of confidence in the case of the
inmigration rate).

This matching of abilities and tastes to jobs can be

regarded as a learning process in which movers are

acquiring new skills and gaining information not only

of the local labor market but also of a more extensive

one. That is, conditions that favor local labor market

turnover are also those that induce occupational mobil-

ity and give a better knowledge of spatially more exten-

sive labor markets. (Gleave and Cordey-Hayes, 1977,

p. 32-33) ‘

In other words, migration is seen here as part of a large mobility

process involving occupational mobility as well. -
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To summarize, Gleave and Cordey-Hayes provide an alternative
to the standard economic theory which is monocausal and static.
Their theory based upon heterogeneous labor regarding differential
mobility of individuals and knowledge/information of the opportun-
ities within and outside the region considered leads to a complex
stochastic process involving many interactions in which the key
variables are the dYnamic concepts of job vacancy and turnover.

A similar treatment can also be found in Curry and McKinnon (1974).

Complementary Perspectives

In brief, there is a growing tendency among some economists
to reject the view of migration as a simple consequence and/or
cause of employment change. Their premise is that migration
ought to be considered as a spatial extension of regional labor
markets. Unfortunately, the main theories and models of the
labor market recently developed, (Miron, 1977; Gleave and Cordey-
Hayes, 1977), are incomplete. Both of these contributions which
recognize the existency of various feedback mechanisms between
employment and labor supply are not capable of describing some
of these linkages, in particular the one showing the role that
migration plays between regions. Because of this, these labor
market models concentrate on one region and are shown to strongly
rely on concepts whose determinants are not discussed, e.g., Jjob

applications (Miron) and job turnover (Gleave and Cordey-Hayes).

It is clear however, that the latter contribution is richer.
It places migration within a realistic framework involving total
vancancies instead of the traditional increment on employment
change or Blanco's (1963, 1964) prospective unemployment variable
which reappears in Miron's aggregate model. The next step is
then to relate job applications to turnover through a linkage
involving vacancies and quit rates in a multidimensional system.
This linkage ought to describe the geographical mobility process
put aside in the contributions discussed above at the same time
it deals with occupational mobility. By the specification of
such a linkage, a clear picture of how migration affects regional
development should appear.
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To summarize, some regional economists advocate the need to
develop a conceptual framework describing the interaction of
regional demoeconomic variables within a nation in order to pro-
vide a comprehensive understanding of how regions grow or decline.
Their focus, as in standard economic theory, is on migration as
a potential regulator. However, their explanations do not dwell
on macro mechanisms involving regional levels of wage rates,
unemployment rates, or employment growth rates but expand a be-
havioral approach of the dynamics of relations between all jobs

(not the incremental number of jobs) and all workers (not the

prospective migrants). It is clear that the pursuit of a research
thrust in this direction will provide insights into variations

in regional growth patterns.

We contend however, that the insights thus obtained will be
limited to the short run and will not provide a full picture of
the interregional allocation of demoeconomic growth. The under-
standing gained will concern the respective expectations formed
by firms and households but will not shed light on the sources
of growth whose identification implies a rather long-term orien-

tation.

Firm-initiated Versus Household-initiated Growth Controversy

As mentioned above, our position regarding the relative
roles of firms and households in regional development
is that a clear distinction should be made according to time
horizon. This contention can be illustrated with the help of a
simple illustrative model of regional demoeconomic growth sum-—
marized in Table 5. Three equations describing an area's eﬁploy—
ment change, net migration of population and change in labor
force participation (equations (1) through (3)) are considered
in this model to which national growth appears as an input. The
growth process thus modeled is then a partial consequence of the
influence of national growth on both firms and households. How-
ever, it also appears to be initiated by firms in response to
export demand and by people who can move for non—economic reasons

or can withdraw from or join the labor force for exogenous reasons.
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The equation (41) which presents a first approximation of
the reduced form of the model, allows us to determine the relative

contribution of firms and households to the generation of regional

growth (in terms of employment growth) with the help of the fol-

lowing ratio

AEXP
o5 o contributions of firms il %9 EXE (42)
L ~ contributions of households M AB
(65 + BV o e 2

This ratio re depends not only on the elasticities of the depen-
dent variables with regard to the three exogenous variables other
than natural economic conditions, but also on the relative in-

crease of various exogenous factors.

The preponderance of the role of firms or households in the
generation of regional demoeconomic growth will depend on the

magnitude of r. with respect to the value 1. Although it is ex-

L

pected that the value of r_. will vary over space and time, a mea-

L
sure of this ratio will provide a first approximation of the con-

tribution of firms and households in generating growth.

Equation (41) also permits one to evaluate the relative con-

tribution of firms and households in speeding up or slowing down

the course of regional development. We thus define the following
ratio

r = __contributions of firms - " (43)
s contributions of households Yo y
ey vy el

¥Note that if the labor force participation rate is left out,
8 i b
1 .
a, = 0 and s = oo i we then find back the criterion used by
2
Muth (1971) to compare the relative migration and employment growth.
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The preponderance of the role of firms and households in
the short term will depend on the magnitude of re with respect
to the value 1. The value of By obtained in each particular
case--varying with space and time--will not be indicative of the
way firms and households generate growth but will only display
the relative part played by both these agents in the acceleration
or deceleration of the long-term growth (decline) path. J

With the help of the above illustrative model, we have shown
the existence of two types of forces intervening in the process
of regional development. One set of these forces, the driving
forces, generates the growth and thus the long-term orientation
of the system. They include the exogenous demand placed on firms
and the autonomous migration and changes in labor force partici-
pation of households. The other set of forces, the facilitating
forces, which modify the growth path implied by the driving forces,
reflects the respective expectations of firms and households and
thus the short term orientation of the system (business-—cycle).
They include the impact of population growth on regional develop-
ment as a demand factor (consumption of local products) and a
supply factor (households as suppliers of labor), the impact of
regional development on out- and inmigration flows, and labor

force participation.

It is hoped that such a classification has helped in clari-
fying the controversy relating to the role of firms and households

in regional demoeconomic growth.

PART 3. THE ROLE OF THE SPATIAL DIMENSION IN REGIONAL DEMO-
ECONOMIC GROWTH

The conventional theories and models of regional growth
examined in Parts One and Two appear to have provided very little
insight into the actual process of regional development which
could be of practical value to policymakers. As argued above,
one reason for this is the cursory treatment of spatial dimension
in these theories and models.
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As observed by Richardson (1973), there have been some re-
gional economists who have urged the importance of spatial ele-
ments in the aﬁalysis of regional growth. For example Friedmann
(1966) has stressed center-periphery models and development cor-
ridors, Boudeville (1266) gave a spatial dimension to the growth-
pole theory and von B&venter (1970) focused on agglomeration
economies and hinterland effects as offsetting forces influencing
the size and spacing of cities and regions. Unfortunately, the
theories developed by these researchers have been very general
in nature, and fall short of giving useful insights into the

process of regional development.

However, a step toward a better understanding of regional
demoeconomic growth involving the role of spatial patterns has
been provided by recent applied and theoretical research efforts.
These include an empirical growth model for the Northeast Megalo-
polis (Putman, 1970, 1975); a major project undertaken at the
Urban Institute, Washington D.C. and examining the determinants
of employment growth and migration in US metropolitan areas
(Alperovich et. al. 1975a, 1975b); and theoretical analyses intro-
ducing spatial elements into a macroeconomic view of regional

demoeconomic growth (Richardson, 1973; von Bdventer, 1975).

This part, devoted to the role of space in regional de-
velopment, critically reviews the partial regional studies that
have emphasized the influence of sizes, distances, structures
or locational qualities. Section 3.1, dealing with firms, discus-
ses the determinants of an area's employment growth whereas sec-
tion 3.2, focusing on households, consists of a discussion of
the determinants of migration; in both cases, the accent is placed
on the impact of spatial factors. Finally, section 3.3 examines
the recent theoretical contributions of Richardson and von Boventer
and assesses the feasibility of developing extended theories and

models of regional development.

Before turning to section 3.1, it is worth mentioning that
the concept of region considered so far, has not been clearly

defined. The theories and models of the two previous sections
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were applicable to various regions such as metropolitan areas or
states, which were viewed as spaceless. However, the additional
consideration of space has given rise to the concept of a func-
tional economic area (Fox and Kumar, 1965). This concept, still
the most popular today, is not discussed here, since most of the
analyses relevant here relate either to metropolitan areas or
states.

3.1 The Determinants of Regional Employment Growth

Traditional regional demoeconomic growth theories present
a simple explanation of the evolution of regional employment
that depends on the variations of a unique variable. The growth
in external demand (demand for export products) in the export-
base theory or the growth of the labor force in the Borts and

Stein approach determines employment growth.

As many other factors enter the picture, a more thorough
treatment of employment change is needed. This will be made clear
with the examination of two empirical studies concerning the de-

terminants of an area's employment growth.

Putman's Model of Employment Growth

A good discussion of the determinants of employment growth
has been provided by Putman (1970, 1975), in two successive ver-
sions of an interregional growth model for the Northeast Mega-
lopolis. In the second wversion (INTRA-II), Putman (1975), fol-
lowing Hoover (1948), defines three types of factors which in-
fluence an area's relative advantage: procurement, processing

and distribution.

The procurement factors are those variables which determine
the costs of inputs necessary to the production process. They
include a measure of access to goods consumed as intermediate
inputs and two measures of externalities (agglomeration and scale
economies).

The processing factors are those variables which describe the

costs of the factors of production. They include a measure of
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labor availability, a measure of labor cost, a measure of labor

surplus or deficit, and a measure of site cost.

The distribution factors are those variables which affect
the selling and distribution of outputs. They include two mea-
sures of market potential describing the access to other suppliers

and to final demand.

The various measures are defined, in each of the 131 counties
of the Northeast Megalopolis, at the industry level except for
the last two processing factors common to all of the 11 industrial
sectors considered. They are generally constructed from employ-
ment data, whereas the conductance term reflecting the spatial
dimension in the various accessibility measures is an adedquate

transportation cost.

Perhaps, the main reproach that one can address to this
framework is that the Northern Megalopolis appears as a closed
system thus ruling out the possibility of relations between its

peripherical counties with regions outside the Megalopolis.

An additional criticism concerns the theoretical orientation
chosen by Putman for the testing of his model. He assumes that
a county's change in sectoral, employment is directly affected by
the change-in-markets variables (i.e. distribution factors). The
procurement and processing variables are defined as facilitating
variables that amplify or alternate the response of sectoral em-
ployment changes to the causal change-in-markets variables.

The model was estimated using a stepwise multiple linear re-
gression producing ordinary least squares regression coefficients.
The results obtained were rather disappointing. The change-in-
markets variables displaying a strong positive correlation with
employment change appeared to be the only ones whose coefficients
in the full model indicated strong conclusions, especially for the
change in the measure of accessibility to other suppliers. Putman
argues that his findings can be explained by the fact that "the
level of aggregation used in the analysis may well be too great

to expect to see much response to procurement and processing
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factors". By contrast, we think that his deceptive results are
no more than the consequence of some of the hypotheses embodied

in his model and criticized above.

The Urban Institute's Model of Intermetropolitan Job Shifts

Recently, researchers of the Urban Institute completed a
large project centered around the determinants of demoeconomic
growth in US metropolitan areas. This project originated with
the examination of the agglomeration of economic activities
(Bergsmann, et al. 1972, 1975). Three basic questions were ad-
dressed concerning: a) methods of identifying industrial complexes
or activity clusters, b) the relation of economic structure to
the growth rate and to other characteristics of cities, and c)
the role of non-manufacturing industries in producing agglomera-
tions. 1In brief, the results obtained have provided a descrip-
tion of clusters rather than an explanation of their existence
and why they tend to concentrate in particular kinds of cities.

The project was continued with an analysis of the determinants

of employment growth in metropolitan areas by industry (Alperovich,
et al. 1975b), critically examined below, as well as an analysis
of intermetropolitan migration (Alperovich, et al. 1977) a review

of which appears in section 3.2.

The study of the determinants of metropolitan employment
growth represents a major contribution to the field of regional
growth. It is the first empirical study of the determinants of
regional employment growth which does not limit itself to the
consideration of partial determinants emphasizing either the sup-

ply or the demand side.

The perspective used in the econometric model built by
Alperovich, et al. is similar to the one used by Putman but the
economic factors used here are less numerous and more simply de-
fined than in Putman. They consist of input variables, goods and
services purchased from other industries and labor, output vari-
ables (sales to other industries, and externalities or agglomera-

tion economies). Capital expenditures are omitted from the model
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because "The cost of capital varies very little among US metro-
politan areas." (Alperovich, et al. 1975b, p. 835). The spatial
dimension is introduced in the treatment of purchases from and
sales to other industries, whereas the analysis takes account of
the interrelationships between firms and their customers and
suppliers located within the same city, as well as those located
elsewhere. '

The general issue addressed by the model concerns the rela-
tive importance of the factors determining the growth of a given
industry: "In particular, how important are input costs, access
to markets and externalities?" A special emphasis is put on the
labor factor in view of the controversy concerning the relation-
ship between migration and employment gorwth examined earlier in
section 1.3. Specifically, Alperovich, et al. present a test
of the hypothesis that local differences in the case of attract-

ing labor may affect local rates of employment growth.

Description of the Model

Another innovation of the model is to suppose that the pro-
cess of job shifts is not characterized by the attainment of an
equilibrium. Alperovich, et al. define‘it as the outcome of a
growth system in which there exists an adjustment process from
the actual to a desired level of employment.

For each industry considered, this can be expressed as

follows:
observed adjustment desired actual
employment = =

change rate employment employment
(46)

The desired level of employment of an industry in a place
is hypothesized to be a function of the profitability of the in-
dustry in that place. Profitability, in its turn, depends on
input costs, revenues and externalities which are described by
seven factors: demand, both local (i.e. in the same city) and

in nearby places; supply of important inputs, both local and
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nearby places (at most three supplying industries are included,
following the idea that only a few inputs are critical in loca-
tion decisions); wage rates; and localization and urbanization

economies.

Product demand and input supply in nearby places are treated
in a similar fashion: "the relevant measure both of input avail-
ability and product demand in a nearby city is the amount (nega-
tive and positive, respectively) of effective excess demand--that
is, local demand minus local supply--for the commodity in that
city."* In addition, "to keep the variables down to a manageable
number, we use geographical potentials to summarize the net ef-
fect on a given city of the values of effective excess demand
in other cities."” (Alperovich, et al. 1975b, p. 838).

Note that an average local wage rate, specific rates not
being readily available, instead of local industry is used to

reflect the variation in labor costs among industries.

Localization and urbanization economies are described by
initial-year values of local employment in the same industry

and local population.

The desired demand function for labor (desired employment)

is written as a linear sum of all the above characteristics,

i.0:
) ex
Ejp = 8 * 8q Dy + 33 V(D53) + ) 330 Tiyg
sSES
ex 0
+ ) A VDipg) +agg Wy + 3 log Ejy
SESs
0 0.2
+ Ay log P, + apg (log P;) (45)

*The components of excess demand are measured from local employ-
ment data to which are applied adequate national input-output
coefficients and national labor output coefficients.
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where:
Ezk = desired employment in industry k of region i
Dik = local demand for products in industry k
V(D?i) = nearby demand for products of industry k
Iiks = local purchases of industry k from industry s
V( iis) = purchases of industry k from nearby industry s
Wi = }ocal average wage
Egk = initial-year level of local employment
Pg = initial-year level of local population
S = the set of industries that are important suppliers

to industry k.

The adjustment factor is treated differently owing to the type
of change observed. When there is contraction, it is held that
the adjustment factor does not depend on labor market conditions
and is constant across cities. When there is expansion, however,
this factor is supposed to be a function of unemployment rate,

net natural increase and net migration of the labor force.

Empirical Results

Basic data in each of 311 SMSAs were available on 480 sec-
tors at the four-digit level (for the period 1965-1970) , but they
were clustered into 40 categories for the operation of the model.
The test of the model revealed that the adjustment function did
not perform as expected. The introduction of a multiplicative
factor, representing the ease of attracting labor (before hiring

and outmigration) and defined as the gross inmigration rate plus
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the initial unemployment rate did not yield a better performance.
Thus, Alperovich, et al. moved to a full adjustment model (adjust-
ment function set equal to unity) in which the ease of attracting
labor was included as an argument of the employment function (the
measure of labor attraction being introduced into the linear sum
of explanatory characteristics instead of being a multiplicative
factor). The results of this full-adjustment model show that
access to markets, both local and nearby, has the most important
influence on metropolitan economic growth. Ranking next in im-
portance are localization economies and access to purchased in-
puts. Regarding the ease of attracting labor, Alperovich, et al.
found no support for the idea that population (labor force) growth
induces employment growth. They argued that:
The findings of other researchers that something

like the inmigration and growth in the labor force

seems to induce growth in employment were all for high-

ly aggregate employment: either all sectors, or at

least all manufacturing sectors. Our failure to con-

firm the hypothesis applies to smaller parts of the

total employment change in the places of question. New

employment growth does induce inmigration and net pop-

ulation growth. The findings that inmigration and pop-

ulation growth, in turn appear as significant variables

in a regression for total employment growth is there-

fore, not very startling and may reflect the associa~

tion that is known to exist but not a causal relation-
ship. (Alperovich, et al. 1975b, p. 885)

To summarize, the above empirical study of employment change
finds virtually no support for the role of labor migration in
regional development as suggested by Borts and Stein (1964). On
the contrary,‘it stresses the major influence of demand and the
importance of geographical considerations, intra- as well as

interregional.

Perhaps the greatest criticism that one can address to the
above research effort is that it considers employment as a con-
tinuous variable whereas it is in fact a discrete variable de-
termined by the various events that can affect an individual

firm: creation, demise, relocation and expansion.
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Towards a Microanalysis of Employment Growth

Little is known yet about the decision of individual firms
concerning the aforementioned events. In fact because of the
extension of the export-base theory to a spatial context, Lowry
(1964) views the location of export employment (manufacturing
essentially) as the principal determinant of the location patterns
of population and population-serving activities. Most of the
relevant research has been concerned with manufacturing firms

in metropolitan areas.

Composition of the Change in an Area's Number of Establish-
ments and Level of Employment

Within a given time period four main types of events other
than immobility, characterize an establishment located in a given
. region: creation, demise, relocation within the region and
migration (out of or into the region). It is clear that the
importance of the employment change relating to these events
differs from one area to the next. In fact, little data readily
available allows one to assess the composition of the change in
an area's number of establishments and level of employment. A
few studies however, present and analyze specially tabulated data.
James Jr. and Hughes (1973), for example, indicate that, during
the two-year period 1967-8, 283 manufacturing establishments
employing 20 persons or more, relocated with the state of New
Jersey; 57 moved into New Jersey from other states; 262 new firms
were formed; and 189 establishments went out of business.

However, the inmigration of establishments, the smallest of
the various events considered, becomes preponderant if these
events are viewed in terms of employment change. Inmigrant firms
accounted for an increase of 4179 employees (out of a total of
6178) against 743 for the net increase of the firms newly created
or dismissed and 1256 for the net change incurred by immobile and

relocating firms.

Looking at a smaller level of aggregation (counties of New
Jersey), James Jr. and Hughes found that two-thirds of the estab-

lishments relocating within the state stayed within their original
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county and that the largest establishments, unlike the smallest,
generally moved between counties. Observing in addition, a sub-
stantial degree of cross-migration, they concluded that the im-
pact of relocation on activity levels is the main factor respon-
sible for modification of the manufacturing structure.

Perhaps, these results are not illustrative of the pattern
of change in other states or other types of regions. Neverthe-
less, they do suggest the two following points.

1) Establishment growth dominates the process of em-

ployment location change: the popular concern

with relocation is misplaced. Relocation is clear-
ly not the most powerful process altering the dis-
tribution of employment. (James Jr. and Hughes,
1973, p. 412)

2) Because of location inertia induced by the long
useful lives of immobilized capital, "the most
powerful force influencing the location of manu-
facturing activity is the stock of manufacturing
structures." (James Jr. and Hughes, 1973, p. 405)

From there, the next step is to determine the factors which
explain the behavior of firms with respect to the various events
distinguished above. 1In the past, most of the relevant research on
this subject consisted of qualitative analyses examining the in-
formation obtained from interviews conducted with establishments.
An exception to this is the multivariate analysis undertaken by
Struyk and James Jr. (1975), and summarized in Struyk (1976).

Among the main results obtained by this study are the following.

a) External economies, including localization economies,
were significant in determining the location of manu-
facturing employment across sub-areas, especially in
the case of employment associated with new establish-

ments.

b) The functional specialization of establishments is a

very important determinant of location.

c) The destination of movers and the location of new
firms demonstrated much more definite spatial patterns
than other activities.
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More guantitative evidence concerning relocation of firms

" within an area is available (for a review see Molle, 1977) but
definitely little study concerning interregional migration of
establishments--perhaps the most important compositional element
of employment change as suggested by James Jr. and Hughes (1973)--
has been undertaken so far. To our knowledge, Sant (1975), is

the only one to have examined this subject in depth in a study

of interregional moves in Great Britain. His study presents two
dimensions: temporal and spatial. First, he performed a time
series analysis of such industrial moves between 1945 and 1971

and found, that a large part of the variance (36 percent) was
explained by changes in regional policies and that labor avail-
ability (unemployment) was significant but only explained a small
part of the variance of the dependent variable. Second, he per-
formed a cross-sectional analysis covering a large number of
British regions over four different periods between 1945 and

1971 and attempted to explain the number of departures (outmigrant
establishments) and arrivals (inmigrant establishments) from the

locational qualities of the regions involved.

The findings obtained by Sant show that outmigration is
mainly determined by factors indicating a lack of space (employ-
ment density, percentage of the region having an urban status).
or describing the industrial composition of the region. Labor
supply has also a significant impact: unlike unemployment, fe-
male activity rates and to a lesser degree, male and female earn-
ings contribute to the explanation of the number of firms moving
out. By contrast, inmigration is mainly affected by regional
incentives (new town programs) and the proximity of main sources
of movement. In addition, there is a positive influence of labor
availability (total number of unemployed) and a negative influence

of land availability and costs (urban employment density).

Overall, Sant's study confirms the relatively small import-
ance of labor supply in determining the interregional migration
of firms and stresses the importance of local spatial considera-

tions in attracting relocating firms.
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To summarize, the compositional change of a region's level
of employment suggests the need for a more detailed treatment
of the determinants of employment growth. This calls for a
separation of the employment expansion or decline of immobile
firms from the employment changes caused by other alterations
in industrial establishments. In the latter case, a behavioral
approach along the lines of the microanalysis proposed by Miron
(j977) is called for.

-
-

3.2 The Determinants of Place-to-place Migration

Regardless of the path of causation between employment change
and migration, an area's growth potential depends on its capacity
to attract labor from elsewhere and to retain its own labor sup-
ply. In connection with this problem, the review of the economic
studies of total migration flows undertaken in Part One, concluded
that labor is generally responsive to economic forces, migrating
from low-wage and opportunity regions to high-wage and opportun-
ity regions. It indicated, however, that owing to the existence
of a more or less important pool of chronic moveré in each local
labor market, there appears to be an asymmetry between outmigra-
tion and inmigration. Consequently, economic policies intended
to increase an area's growth potential should best be devoted to
the attraction of inmigrants rather than to the retention of

potential outmigrants.

Such a policy implication is acceptable to the extent that
the underlying models are correct. However, the models used in
these studies present a fundamental shortcoming stemming from
their failure to incorporate an essential element of the logic
of the migration process: the fact that migration is a process
in which the fundamental unit is a move which takes place between
two places. A better understanding of migration would certainly
be obtained if more attention was paid to the spatial pattern of
this process, i.e., if the emphasis is placed on place-to-place
flows rather than on the total flows out of or into a given area

—i——

(which ignore the "other end" of moves).-
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Fortunately, over the years, numerous contributions have
brought insights into the spatial pattern of labor mobility*
and the factors influencing the magnitude of labor migration.
Valuable syntheses of the accumulated knowledge on the subject
have been undertaken recently (Greenwood, 1975a and Shaw, 1975).
Thus, rather than to attempt yet another appraisal of the find-
ings of past studies, we present here a review of the determinants
of place-to-place migration, borrowing heavily from these two
scholars. Highlights of their reviews completed by new evidence
produced since the publication of these syntheses are summarized
here. However, before presenting this summary, it appears worth-
while to present complementary perspectives on the theoretical
background of these studies as well as on their econometric speci-

fication.

Theoretical Background and Econometric Specification

Place-to-place migration studies stem from two main theoret-
jcal strands: the neo-classical economics of maximization of
utility and the empirically derived "push-pull" theory.

Migration and Neoclassical Economics of Maximation of Utility

The migration process has been seen by neoclassic economists
in either macroeconomic or microeconomic terms. First, from a
macroeconomic point of view, a reconsideration of the migration
process, one removing some of the unrealistic assumptions under-
lying the classical theory of labor mobility, has been presented
by Gallaway, et al. (1967). There is no need to re-examine the
classical theory of labor mobility dealt with in Part One. It
is sufficient to recall that, under the usual assumptions of

classical economics (including one of no movement costs), the

*So far, there has been very little research concerning the mi-
gration pattern of individuals who are not connected to the
labor force, such as students or the elderly. Some examples
are the contributions of Groat (1964) and Greenwood (1973b) who
have examined interstate migration of college students, and
Barsby and Cox (1972), who have dedlt with interstate migration
of the elderly (in the US in all cases).
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shifts of labor from low-wage regions to high-wage regions even-
tually yield an equilibrium at which wage rates are equalized
over all regions and no labor surplus exists. Gallaway, et al.
showed that this result remains true if there exist movement
costs. Workers adjust their offered wage to whatever amount is
necessary to compensate these costs; this leads to an adjusted
(shadow) wage rate determined for each of the various potential
destinations. Workers, therefore, are going to migrate from the
low (adjusted) wage regions to high (adjusted) wage regians un-
til an equilibrium is reached. Indeed, further removals of other
unrealistic assumptions of the classical theory of labor mobility

are possible but would not modify the above reasoning and its

final result. This}iin fggi, wéuiddiéédito'a simple macro con—
ceptualization of the microeconomic approach developed by the

Chicago school in the early sixties (Schultz, 1961 and-Becker,
1964) as an offshoot of the human capital theory. '

According to the human capital theory, the decision to mi-
grate is viewed within a cost-benefit framework as a form of
investment. An individual decides whether or not to move by
balancing the benefits (increases in the present value of the
net earnings stream following a migratory move) and losses (pe-
cuniary and non-pecuniary costs associated with such a move).
Sjaastad (1962), the first to apply the notion of investment
in human capital to the decision to migrate, detailed and dis-
cussed the most important variables which are known to influence

costs and returns generated by a prospective move.

Later, Brennan (1965), gave complementary perspectives on
this approach by interrelating the significance of variables
such as income, occupation and age, and the probability of find-
ing a job. He suggested that these classes of individuals charac-
terized by the longest time horizons, the smallest amount of
mobile assets or the smaller number of dependents should be ex-

pected to respond first to a given interregional difference in
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occupation-specific wages weighted by probability of employment.*
That gross migration flows tend to be the greatest among young
persons reflects the intersection of those three conditions.

Migration thus involves a search for better economic well-being.

The "Push-pull" Theory

Alternatively, some economists have attempted to derive
theories of migration from empirical observations of the phen-
omenon. They recognize the existence of two kinds of pressure
believed to cause the process of migration: "push" and "pull"

factors.

The "“push" factors are those conditions which may induce
somebody to leave. They may include a large number of factors,
but among the most widely recognized are unemployment, low wages
and, more generally, poor living conditions. The "pull" factors
are those conditions which may attract people to a particular
place. They generally include employment, income, educational
opportunities, better living conditions etc. One interesting
aspect of this approach is that it recognizes that migration may
occur despite the fact that the migrants may only be able to
find petty jobs rather than remunerative employment in desirable
sectors. That is to say the people may be simply attracted by
amenities, "bright lights" of the cities, favorable climate, etc.
This means a departure from economic rationality but the analysis

still remains a subset of the generalized economic appproach.

Additionally, the "push-pull" analysis permits a fusion with
an intervening opportunities model (Stouffer, 1940, 1969) or a
gravity model in which population (or labor force) variables re-
place the masses of the physical counterpart model. The spatial
dimension of migration is thus explicitly introduced in the picture

through the consideration of intervening obstacles.

*This important modification of the simple wage differential
approach by accounting for the probability of being unemployed
in the destination region is generally improperly attributed
to Todaro (1969), who, unlike Brennan, has tested an empirical
model of rural-urban migration in developing countries along
this line.
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From Economic Theories to Regression Models

To summarize, the alternative theories of migration stress
the existence of three different types of factors.

1) Differentials exist in the values of variables between
areas of origin and destination. The classical theory
emphasizes the role of wage differentials, the neoclas-
sical theory adds differentials in various indicators
of economic opportunities, and the "push-pull"™ analysis
allows for the consideration of differentials in the

vast array of variables, not necessarily economic.

2) Intervening obstacles appear either as various types
of costs in the neoclassical theory or as distance (or

intervening opportunities) in the "push~pull™ analysis.
g opp i

3) Personal factors are especially seen by the human capi-
tal theory.

The importance of the third type of factors in the decision to
migrate has also been seen by the proponents of the theory of
selectivity first stressed by Kuznets, et al (1960). According
to them, at the root of the impact of population redistribution
on economic growth is the selectivity of migrants who represent
the more productive sector of the labor market.

This classification of the factors which enter the decision
to migrate conforms to the theory of migration proposed by Lee
(1966), and will be used later to present the empirical evidence

concerning the determinants of place-to-place migration,

Finally, it is remarkable that the alternative theories of
migration use the same or similar determinants. The only differ-
ence between the alternative theories appears to be one of rela-
tive emphasis on the various types of factors.

In these conditions, it is not surprising that, regardless
of their theoretical inclination, empirical studies have taken
a similar form to substantiate the importance of the factors

that their theoretical underpinnings see. as:influencing the
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decision to migrate. Virtuaii& allrstﬁdiég dealiﬁé withigiace—
to-place migration have used a common tool multiple regression
analysis, in which the same explanatory variables have been used
over and over. More specifically, the students of migration have
used, with however minor variants, the following regression model
explaining the variations of destination-specific. out- (or net)

migration rates:

M. .
2] = £(®;, P., E;, E, A.) (46)

! *
Eg J 1 J

in which
Mij is the gross (or net) migration flow from region
i to region j.

Pi and Pj are the populations of regions i and j respectively.

E. and Ej are the set of economic and non—economic charac-
teristics relating the origin i and destination
] respectively.

dij is the distance between reigons i and j.

A. 1is the personal characteristics of the population
«Eh s

of the i region.

Note that Ei and Ej are generally used as separate explanatory
variables in lieu of the differential (Ei - Ej) or relative
(Ei/Ej) variables.

The ability of such a tool to provide meaningful insights
into the process of migration has been challenged by numerous

students of migration (see, for example, Todaro, 1976). The
discussion of the limitations offered by the multiple regression
model is not directly relevant to the purpose of this paper and
we will not deal with that subject. However, it is of prime
interest to point out the existence of these limitations which
perhaps account for the rather contradictory findings obtained

by the empirical studies of place-to-place migratioh.
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Empirical Studies: A Survey of the Findings

As mentioned above, our review of the findings of empirical
studies is organized in three parts that roughly correspond to
the three types of influencing factors considered by Lee (1966).
We start with a review of the results concerning the conditions

prevailing at the origin and destination.

Conditions Prevailing at the Origin and Destination

The economic factors whose role has been analyzed frequently
in empirical studies of place-to-place migration are earnings
and unemployment.

Earnings: 1In brief, empirical studies have produced a very
mixed substantiation of the role of differentials in attainable
earnings in the decision to migrate. On the one hand, some
studies have provided a strong support for the role of differen-
tial earnings in interregional migration in North America. For
example, Greenwood and Sweetland (1972) showed that inter—-SMSAs
migration flows are negatively influenced by the origin's per
capita income and positively affected by the destination's per
capita income (the relationship is significant in both cases).
Chetwynd Jr. and Richter (1971) obtained an identical finding
in the case of inter—SEAs migration in a low-income region in
'£he United Statéé. Aaditionally;VCourchene (1970),7};;};55&‘
study of interprovinciai migration in Canada, Gallaway, et al.,
(1967), as well as Kau and Sirmans (1977), in studies of
interstate migration in the US, showed the significance of
relative per capita incomes in generating place-to-place mi-
gration.

Further evidence concerning the positive and significant
per capita incomes or wages of the destination region can be
found in the case of interprovincial Canadian migration (Laber
and Chase, 1971), interstate US migration (Sjaastad, 1960;
Greenwood, 1969; Greenwood and Gormely, 1971; Kohn, et al. 1973;
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Wadycki, 1974), interregional Swedish migration (Gallway, et al.
1973) ,* or interregional Italian migration (Salvatore, 1977).
Income change of the destination region was however, not found

to be positively and significantly associated with place-to-place
migration (Sjaastad, 1960; Kohn, et al. 1973).

On the other hand, other empirical studies have found little
support for the influence of differential incomes on wages: nei-
ther the origin's wage rate, nor the destination's wage rate
turned out to be significant in explaining interregional migra-
tion in Germany (Vedder, et al. 1970), or inter SEAs migration
in California (Rogers, 1968). In addition Tarver and McLeod
(1973) showed that per capita income of the origin state was not
significant in explaining the interstate migration in the US
while Lowry (1966) found a nonsignifiéént impact of the desti--

nation hourly manufacturing wage.

As suggested aboye, the different specifications of the
testable models used by migration students certainly account for
the above contrasting evidence concerning the role of earnings
in interregional migration. However, Fabricant (1970), argues
that the aggregative relationships typically used may obscure
the fact that short-distance moves are not as much responsive

to earnings (income) differentials as long~distance moves.

Unemployment: According to the "push~pull" theory, unem-

ployment is a variable of major influence in the decision to
migrate: increasing levels of unemployment stimulate outmigra-
tion and deter inmigration. On the one hand, a high unemployment
rate generates fears of possible unemployment and induces in-
dividuals having such fears as well as those unemployed to look

*These studies only tested the importance of destination factors
in generating migration by studying the destination-specific
migration flows out of given regions. Note that in the case
of Greenwood (1969), the per capita income variable appeared
to be significant only when a migration stock variable was
included in the equation,
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for better prospects in other areas. On the other hand, a high
unemployment rate offers little prospect to the potential in-
migrant to quickly find a job.

Again, the empirical literature provides some mixed evidence
concerning the role of unemployment rates. Some studies have
concluded that interregional migration can be largely attributed
to unemployment differentjials (Vanderkamp, 1968; Courchene, 1970,
both in the case of Canadian interprovincial migration, and
in the case of Italian interregional migration Salvatore, 1977).
An opposite conclusion was obtained by Gallaway, et al. (1967)
in the case of interstate migration in the US while numerous
studies obtained incorrect or insignificant coefficients concern-
ing the unemployment rate of the origin region (Lowry, 1966),
the destination region (Greenwood, 1969; Chetwynd Jr. and Richter,
1971), or both (Rogers, 1968). A negative and significant impact
of the destination unemployment variable has however been evidenced

by Greenwood when adding a migration stock term to his regression.

Greenwood (1975a) argues that the failure of unemployment
rates to appear generally significant is perhaps due to a simul-
taneous-equation bias. Note, however, that his simultaneous-
equation models (1973a, 1975b) which we:examined-in section 1.3,
led to significant unemployment variables influencing migration
into and out of SMSAs for the period 1950-60 only. They were
insignificant for the next decade.

The importance of job opportunities in affecting the decision
to migrate has also been claimed by researchers (Lowry, 1966;
Rogers, 1968; Greenwood, 1969; Chetwynd Jr. and Richter, 1971 etc.)
who have used gravity-type formulations to describe place-to-place
migration flows. They have interpreted the size of the population
(or labor force) of the destination region which almost always

turned out to be significant as a proxy for job opportunities.

Other Economic Incentives: Among other economic variables,

government expenditures (Greenwood, 1969) and goyernment trans-—
fers (Courchene, 1970Q), also affect place-to-place migration.



-112-

Their role has, however, been much more substantiated in the case
of total migration out or into a giyven region (Sommers and Suits,
1973; Pack; 1973; or Cebula, 1974),

All in‘all, the ahove findings concerning the impact of
economic determinants on migration indicate a mixed response

of potential migrants to economic factors.

Is this finding surprising? The answer to this question
must be negative. The guiding premise of the neoclassical eco-
nomic theory assuming that man is economically rational (thereby
subjugating noneconomic considerations to secondary status) does
not hold in the real world. This is attested by the results of
three US surveys summarized in Table 6, indicating that economic
motives account for approximately 50 to 60 percent of the deci-
sion to migrate. However, one student of migration notes that:

...although it is inadequate to think of the movement

people exclusively in economic terms (i:e. calculating

costs and returns), economic motivations do appear to

be a major causative factor in the migration process.

This generalization holds true especially when we ex-

amine movements of those of labor force ages. (Shaw,
1975 P« 571

Table 6. Reasons given for migrating: three US surveys.
Source: Shaw (1975, p. 58)

A. B. Ca
Current Population Survey Bureau of Labor Survey Research Center
US August 1945 to October Statistics US 1962: Lansing and
1946 March 1963 Mueller (1967)
Reason Given % Reason Given % Reason Given %
Work related 63.1 Work related 49,5 Purely Economic 58.0
Take a job 49.9 Take a job 29.5 Economic and
Look for work 13..2 Look for work 11.9 g i e T
Housing problems 15,0 Job Transfer 8.1 NongTonem: e 2340
Change in marital Marriage and e 540
status 3.5 family 14.6
Health 2] Other 3543
Other 14.2
(Primary migrants i.e. family (Males aged 18-64 (Family heads)
heads aged 18-64 years.) years) '
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Regardless of the strength of the impact of economic fac-
tors on place-to-place migration flows, the studies reviewed
above indicate that the economic factors at the destination have
a larger impact than the economic factors at the origin. First,
the coefficients of the variables relating to the destination
turn out to have generally a larger magnitude and to be signifi-
cant more often than the corresponding coefficients pertaining
to the origin region. Indeed, this latter result confirms the
asymmetry between total out- and inmigration flows observed in
section 1.2. But the response of migration flows to economic
forces as seen in this section appears to be much weaker than the
one obtained by the aforementioned studies of total out- and

inmigration flows.

Non-economic Characteristics: Few non—economic considera-

tions have been given much attention in explaining migration.
Attention has been given only to climatic conditions (Greenwood,
1969; Greenwood and Gormely, 1971; Alonso, 1973; Kau and Sirmans,
1977). It was generally found that the average temperature of
the destination region has a positive and significant impact on
place-to-place migration. Greenwood (1969), who found a high
correlation between temperature differentials and migrant stock,
especially when a migrant stock was included as an explanatory
variable, argued that climatic conditions might be very influen-
tial in the long run.

On the other hand, some scholars have claimed to have shown
the deterrent effect of congestion vis—a-vis migration as they
observed a generally negative and significant impact on a popu-
lation density variable (Gallaway, et al. 1973, in the case of
interregional congestion in Sweden; and Gallaway, et al. 1972,

in the case of migration out of Appalachian states).

Urbanization variables, popular in regression models of
migration in developing countries, were seldom tried. In the
case of interstate migration in the US Greenwood (1969), could

not substantiate any significant influence by these variables.



-114-

By contrast, Kau and Sirmans (1977) showed a negative impact of
urbanization on the origin and a positive impact of urbanization
on the destination.

Intervening Obstacles and Spatial Aspects of the Decision
to Migrate

The second type of factors which affect the decision to
migrate refers to those determinants that Lee (1966) introduces
under intervening obstacles set between all origins and desti-

nations. Among them, we can distinguish those factors that:

a) directly affect the cost side of the decision to mi-
grate (transportation costs and opportunity costs of

moving), or

b) are related to the difficulty (psychic costs) or un-
certainty (information costs) of undertaking a move,
or

c) represent opportunities available to prospective mi-

grants in alternative regions.

In practice, all these factors are seen to depend more or
less on the distance between origin and destination, tradition-

ally used as a proxy for these factors.

Clearly transportation costs directly depend on distance.
The opportunity costs of moving consist of the earnings fore-
gone while unemployed during a move. Obviously they increase
with unemployment duration, i.e. with the time necessary to
change places and thus are primarily affected by the distance

of migratory moves.

Concerning psychic costs, Schwartz (1973) suggests that
they can be measured by the transportation costs of the visits
to the place of origin necessary "to negate the agony of de-
parture of family and friends™., Accordingly, these costs are
expected to increase with distance.

Regarding information costs, Nelson (1959) points out that,

the presence of family and friends constitutes an important
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source of information for those left behind who seek places of-
fering less uncertainty. It induces the latter to join them
rather than to move to a perhaps more favorable place on which
they have little information. Presumably, potential migrants
with such family-and-friend ties move on the average a longer
distance than those who do not have such links providing them

with information on alternative places.

Finally, distance can also be interpreted as a proxy for the
net benefits that a potential migrant would have received had
he moved to one of the alternative destinations offering equal
or better opportunities than the destination actually chosen.
Clearly, these opportunities are related to the "intervening
opportunities" concept developed by Stouffer (1940, 196Q)., He
argues that "the number of people going to a distance form a
point directly proportional to the number of opportunities on
or within that circle (circle whose diameter links origin and
destination)" (Stouffer, 1960, p. 1). These opportunities
are regarded as intervening. The longer the distance of a move,
the longer is the diameter of a circle just deflned and the

larger the number of intervening opportunltles

Actually, empirical studies have shown that distance is a
serious (and perhaps the single most important) deterrent to
migration: migration distance elasticities have been found to
vary from -.70 (Greenwood, 1969) to =1.50 (Sjaastad, 1962). Then
the problem is one of determining the extent to which each of the
three types of factors enumerated above accounts for the high

significance of the distance variable.

Following Lansing and Mueller (1967), who observed that 45
percent of moves made between 1962 and 1963 in connection with
non-job transfers involve a total (direct) cost of less than
$50.00, Greenwood (1975a) concluded that benefits associated
with migration need not be particularly high to offset the direct
expenditures required to move. Hence direct transportation costs
(as well as earnings foregone during the period required to mi-
grate) do not seem to be an appreciable deterrent to migration.
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If for the time being we disregard the role of intervening
opportunities, distance appears as a significant deterrent to
migration in its capacity to capture psychic and information

costs which cannot be easily measured directly.

From various experiments, Schwartz (1973) concludes that
the distance effect is the result of informational costs but his
conclusion remains dubious in view of the difficulties raised
by his distinction between psychic and informational aspects.*
Greenwood (1969), would perhaps agree with Schwartz's conclusions.
He shows in a study of interstate migration in the US-—-including
distance, income, schooling, unemployment, urbanization and
temperature as explanatory variables--that distance, the most
significant variable, ranks only fifth when a migration stock,
a proxy accounting for information provided by family and friends,
is included.

In addition, a recent study by Kau and Sirmans (1977), pro-
vides some evidence regarding uncertainty.due‘to information
opportunities according to migrant types. It indicated that
the influence of distcnce and migrant stock variables is greater
on new migrants (those leaving their state of birth presumably

for the first time) than on repeat migrants.

The role of intervening opportunities has generally been
considered within the context of the model proposed by Stouffer,
who sees it as a substitute for the classical gravity model.

An exception to this can be found in a study by Wadycki (1974),
who includes for each explanatory factor a variable relating
to the region of destination as well as a variable describing
the best (alternative) value of the factor within the radius

of a given move. His results show that the omission of these

*Note that Kau and Sirmans (1977), argue that the information
aspects of place-to-place migration are not totally represented
by the distance variable but are also present in the magnitude
of the origin and destination variables: "The coefficients at
the origin tend to have a greater absolute size than the desti-
nation coefficients. This reflects the dominant influence of
information cost and uncertainty”. (Kau and Sirmans, 1977,

p. 94)
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factors for the best alternative opportunities causes a bias in
the distance elasticity: the migration distance elasticity for
interstate migration in the US is equal to -.89 in the traditional

model against 1.39 in the model including alternative opportunities.

Personal Characteristics of Migrants

In accord with the human capital theory and the selectivity
theory, empirical studies of place-to-place migration--as well
as other types of migration analyses—-have found that a number
of personal characteristics exert important influences on the
individual's decision to migrate. Among the most often cited
are age, level of education, race and occupation. Their role
is discussed in Appendix 3.

The Urban Institute's Model of Intermetropolitan Migration

A recent innovation in the appraisal of factors affecting
interregional migration has been carried out in an analysis under-
taken within the Urban Institute's project mentioned above
(Alperovich, et al. 1977).

The starting point of this work consists of the observétions
that past migration models have been largely misspecified and
have resulted in the contradictory results shown above. On
the one hand, econometric studies of total migration flows (see
sections 1.2 and 1.3), have ignored the effect of space altogether,
thus ruling out the possible effects of attractiveness of and
distances to all cities in the system.* On the other hand, econo-

metric studies of place-to-place migrations have introduced the

*A few studies of total migration flows have allowed for a partial
consideration of spatial elements. A good example is provided
by Glickman and McHone (1977) who, in a study of intercity mi-
gration in Japan, include two indices of potential interaction
(one with Tokyo, one with the nearest city). The interpretation
of the coefficients associated with these two variables imply
that "the greater the potential for interaction with the near-
est city, the lower the rate of net migration to the city and
the greater the potential for interaction with Tokyo, the greater
the rate of inmigration to the city". (p. 177)
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spatial dimension into the picture but have unanimously used ex-
planatory variables relating to only the origin and the actual
destination of migrants. There has been virtually no allowance
for the impact of the attractiveness of and distance to other
cities, considered as possibile destinations fdr potential mi-

grants. ¥

This led Alperovich and co-workers to contend that in order
to be meaningful, a migration model should "represent the essen-
tial interdependencies stemming from interactions among present
residents and prospective migrants in a system of cities". Thus,
they developed a model including a set of equations for gross
migration flows consistent with a set of initial equations for
place-to-place migration which account for the comparison of all
possible destinations. Actually, the emphasis on an area's total
flows is required by the ultimate purpose of the project aiming
at the simultaneous determination of employment shifts and mi=~

gration flows in US metropolitan areas.

Description of the Model

The basic hypothesis underlying the model is that the deter-

minants of place-to-place flows can be divided into two groups.

— One group of variables relates to the comparison of the
present location and the chosen destination (as in the
place-to-place migration studies reviewed above). They
consist of the population sizes and characteristic attri-
butes of the origin and the destination, as well as of an
interrelational term linking origin and destination
(distance dij). The third type of usual determinants,
demographic characteristics of the population of origin,

whose influence is mentioned in the initial formulation

*Let us recall the exception offered by Wadycki (1974) who addi-
tionally accounts for this problem in an implicit manner explain-
ing the destination-specific percentages of an arga's total out-
migration rather than its destination-specific outmigration

rates (A similar treatment was used earlier by Greenwood, 1969).
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of the model (Alperovich, et al. 1975a), is not included
here because the test of the model is implemented on the
total outmigration flows consistent with the place-to-

place migration hypothesis.

- The-other group contains variables involved in a compari-
son of the alternative possible destinations but only
includes the effects of populations and distances. 1In
other words, there is a reduced treatment of the notion
of competing destinations since the comparison of possible

~ destinations involves a limited set of variables (sizes
and distances) which does not even include their attrac-
tive attributes.

More specifically, their migration hypothesis has the general
form

£ =g, 0 PIEW, V) (47)

i 2

1l

in which Mij migration flow from region i to region j

B vt population of region i
Di = the vector of distances from i1 to all other cities
P = the vector of populations of all cities in the
system
Ui and Vj = the attributes of the origin and destination

respectively.

The move-comparison function gij(-) is expressed with the

help of the notion of population potential:

Pz €30 (.86 D..) !
gl(.) = 1 1) ; ('U'B)

E P exp e e D- .
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while the factor f(:) is expressed as a linear function of
the various attributes ij (constituting Vj) and Xog (contained .
in ;)

1

0 L
f(°)=u0+ZuX-+ZYX-- (49)

A careful aggregation of the place-to-place migration flows
leads to the derivation of the following inmigration equation.

[For a full derivation of this equation, the reader is referred

to the original article (Alperovich, et al. 1977, p. 138).]

IM. % §
el = u. + X . o+ o BN (R (50)
PjVj 0 e R e gog B s]
in which
V. = S (s ' 51}
j g glj( ) (51)
and

1 1 i I j
e %p - G2

Equation (50) expresses that per capita inrigration to region
Jj, expressed by unit of Vj' is a linear function of the attributes
of place j and of a weighted average of the attributes of all
other places contained in the J - "R potentials" expressed in (B52) .

Empirical Results

Indeed, due to the multicollinearity between the R-potentials
which have rather small variances, a direct testing of the above
inmigration equation (using 1965-70 data for 284 metropolitan
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areas) did not yield satisfactory regression coefficients, spe-
cially in the case of the constant term and the coefficients of
the R-potentials. To overcome this problem, Alperovich, et al.
have conducted several experiments based on alternative prior

restrictions imposed on the parameters.

Their experiments, not discussed here, consisted, for each
type of explanatory factor used in (50), of substituting a unique
variable X . - k XR . for the separate variables X . and RX .

s] sj s] sj
and to find the optimal value of the ratio k = ys/ug assumed to
be the same for each factor. Eventually, this led to findings
which in some cases appear to contradict some of the few tangible

results established by past studies of migration.

First, Alperovich, et al. found that differences in economic
conditions (unemployment rate, rate of growth in employment and
the wage rate) account for a large share of the variance in in-
migration rates across cities although migrants respond to at
least two non-economic attributes of the cities to which they

move: mild climate, city size.*

Second, "although the evidence remains stronger for the role
of economic pull than for economic push, the results strongly
suggest that the push factors are as great an influence on migra-
tions behavior as the pull factors" (p. 142). However, the dif-
ficulty in understanding the few explanations furnished by the
authors concerning their series of experiments does not allow us
to evaluate the extent to which this latter finding can be at-

tributed to the restrictions imposed on the model.

Third, the relative importance of their wage rate and unem-

ployment rate variables in the decision to migration suggest that

intermetropolitan migrants in the US attach much more
importance to wages, relative to unemployment rates...
This result is consistent with the observation that
many migrants already have jobs, so that unemployment
exerts only a small negative influence on migration.
(P 23]

*The results obtained by Alperovich, et al. caoncerning city sizes
suggest that, in fact, migration rates are quite insensitive to
city size up to a certain level beyond which it appears to be a
significant deterrent to migration.
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In addition, the inclusion of past inmigration shows that
a great deal of the variance in intercity migration can be ex-
plained by the pattern of past migration, a finding corroborating
earlier results obtained by Greenwood (1969) and others.

To conclude, the Urban Institute's model of migration based
on various innovations in model specification in order to inte-
grate the importance of spatial elements (mostly sizes and dis-
tances) displays impressive evidence concerning the role of
economic forces on both in- and outmigration flows. In this
respect, the findings obtained sharply contrast with those obtained
by the common studies of place-~to-place migration and appear to
agree rather with the results obtained by the studies of total

migration flows which have ignored the spatial dimension.

It seems'however, éhat the above results must be accepted
with caution since the Urban Institute model is also misspeci-
fied: only the effects of sizes and distances have been con-
sidered to affect the comparisoﬁ‘of fhe chosen destination with

alternative possibilities.

Finally, in view of the scope of the overall Urban Institute
project, it is regrettable that no effective linkage was made
between the employment shift model (examined in section 3.1) and
the above migration model: such a linkage would have allowed
a simultaneous—equation determination of metropolitan employment
shifts and migration similar to that of the models examined in

section 1.3, but presenting in addition a spatial dimension.

3.3 Extended Theories and Models of Regional Demoeconomic Growth

The main conclusion of the previous two sections thus appears
to be the possibility of giving a spatial dimension to the process
of regional demoeconomic growth in order to reduce the noticeable
gap between a realistic explanation of this process and the ex-
planations provided by the theories and models examined in the
first two parts. Richardson (1973) was the first to illustrate
such a possibility by presenting a model of regional demoeconomic
growth integrating spatial relationships within a macroeconomic

framework.
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Richardson's and von Boventer's Models

The model suggested by Richardson (1973, Chapter 8) is a
formalized summary statement of verbal theories. Its main char-
acteristic is the stress of not only factor endowments and
relative scarcities, but also of spatial agglomeration economies
and locational preferences. It attempts to explain the growth

of a particular region within a national economy.

Description of Richardson's Model

The model contains five equations (see Table 7). These
include a definitional growth equation describing the regional
growth rate of income in terms of three components: capital
stock growth, labor supply growth and technical progress, three
equations describing the variations of each of these three com-
ponents, and a functional equation defining an index of locational

preferences of households supposed to affect labor supply growth.

The definitional growth equation (first equation in Table 7)
is the familiar neoclassical growth equation in which Richardson
allows for the possibility of increasing returns to scale as

implied by the existence of agglomeration economies,

The capital stock growth equation (second equation in Table
7) indicates that, the income growth rate, the size of the
capital stock and the rate of return on capital have a positive
impact on capital stock growth. The spatial dimension is in-
troduced through the consideration of regional characteristics
consisting of an agglomeration factor and a coefficient of var-
iation in capital stock per unit of area in the urban centers
of the region. 1In addition, a linkage between the region and
the rest of the nation is introduced by considering a capital
return differential between the region and the nation rather

than a regional rate of return of capital.

The labor supply function (third equation in Table 7) shows
that labor supply growth is affected by the rate of natural in-
crease of population, the rate of inmigration supposed to depend
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on agglomeration economies and wage differentials, and the rate
of outmigration proxied by an index of average locational pref-
erences measuring the retentive power of the region for its own

residents.

Locational preferences for not moving (fourth equation in
Table 7) are supposed to vary directly with agglomeration econo-
mies, length of residence in the region and inversely with dis-
tance from the region's leading metropolitan area. Two additional
explanatory variables, the wage differential between the region
and the nation and transportation costs to the closest higher
income region, are used to reflect the influence of sacrificed

income gains and the costs of moving.

The final equation describing technical progress (fifth
equation in Table 7) indicates the importance of agglomeration
economies and capital embodiment in determining the rate and
spatial incidence of technical progress. Additionally, the
effect of the spatial diffusion of technical progress is con-
sidered with the help of a variable measuring the ranking of the
major metropolitan area located in the region within the nation's
hierarchy and a term representing the fraction of national tech-
nical progress that might be absorbed into the region as deter-
mined by the strength of the region's communication channels
with the rest of the economy (Richardson, 1973, p. 214).

Such a model thus stresses the role of agglomeration eco-
nomies which appear in all the equations under various forms:
the coefficient o measuring returns to scale is the definitional
equation, the agglomeration factor A used in all equations except
the first one, the population potential influencing locational
preferences, and the rank of the region's major metropolitan
area. These agglomeration economi€s unbalance the interregional
and intraregional growth tendencies which reinforce or counter-
balance effects of the importance of capital and labor wage

differentials in neoclassical analyses.

The effect of distance is also taken into account: inter-

regional distance affects locational preferences through the



-126-

population potential measure and the transportation cost variable
as well as the diffusion of technical progress over time; intra-
regional distance effects appear via the agglomeration factor
A, which Richardson crudely defines as a function of the size

and spatial distribution of the region's urban centers.

Finally, the five equations of the model can be easily com-
bined in a reduced form equation (see Richardson, 1973, p.214)
in which the regional rate of income growth appears to be ex-
plained by twelve variables representing features prominent
in neoclassical models (capital yield and wage differential
variables) but also spatial features of regional development
(i.e. agglomeration economies, locational preferences, and rank
of the region's major metropolitan area in the national hier-
archy) .

Description of von Boventer's Model

This model of regional growth was formulated as a logical
consequence of von Boventer's (1975) reactions to Richardson's

model to which he addresses three major criticisms.

1) The model applies to a particular stage of regional
development, a take-off period or a period of accele-
rated growth characterized by a concentration process
through agglomerating factors and diffusion of technical

and organizational knowledge over space.

2) It relates to an unspecified regional level: "what
holds for small economic areas may not hold for larger
ones, even if the national importance of the regional
center is taken into account" (von Boventer, 1975,

o et e 0

3) It still contains neoclassical price effects (wage rate
differentials and capital return differentials) which,
according to von Bdventer should not be listed as ex-
planatory variables of regional growth. His argument
is that the chain of causation runs from innovations

and market sizes to price and return differentials:
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"above all during take-off periods and during periods
characterized by increasing concentration of economic
activities, the agglomeration factor is a much more
significant variable than factor differentials are"
(von Boventer, 1975, p. 13). Based on these criticisms

he proposes an extended model

a) allowing for possible changes in the size and
magnitude of important parameters according to

sizes and phases of development,
b) considering two types of regions, and
c) focusing on the sizes, distances and structures.

Like Richardson's model, this model is designed to explain
the growth rate of income for each region and subregion. How-
ever, in opposition to Richardson, the latter variable is deter-
mined not only by factor augmentations and the rate of techno-
logical change, but also by structural elements (the region's
industry structure as well as its spatial structure to the extent
that it gives rise to interregional economies) and by the growth
rate of demand for the region's products.

Indeed, the ¢onsideration of this growth rate brings back
into the picture a demand-oriented view of regional growth com-
pletely neglected by ﬁzéiérdson. Among the determinants of this
growth, the following factors are of particular importance: the
growth rate of national demand, the region's geographical loca-
tion, its interregional agglomeration economies (or connectivity)
with the rest of the economy and again its industry structure.

The pull exerted by the central subregion is also considered.

Von Boventer's model includes an additional equation that
shows the growth rate of labor force as influenced by the national
rate of growth of labor force and the variables having a bearing
on migration rates, namely locational qualities. There is no
equation for capital growth and technological change; their in-
fluences are taken care of in the income growth equations through

the national growth rate which includes national measures of the
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national growth rate of capital and technical progress. Thus only
two structural equations are left, an income growth equation and
a labor force growth equation which contain virtually the same

variables due to numerous interdependencies.

Then, abstracting from special factors effective only at
lower levels of aggregation, the regional income growth rate is
determined by the contained influences of agglomeration factors,
industry structure, locational qualities, the natural rate of
growth of the labor force, the income growth rate of the national
economy as well as that of major subregions. The corresponding
equation is the reduced-form equation of the verbal structural
model envisioned by von Bdventer. It clearly shows the absence
of income and price variables as determinants of growth in accord-
ance with the aforementioned view that these variables are closely
related to, but dependent upon agglomeration factors and struc-
tural factors.

Additionally, von B&venter (1975) discusses the specification
of the variables included in this reduced-form equation. It de-
fines three indices which have to do with externalities related
to sizes and distances: two agglomeration factors summarizing
the role of agglomeration economies at the intra- and intercity
levels and two indicators of economic distances describing traffic

connections and hinterlands.

The role of industry structure is taken care of through in-
dices accounting for the growth effects of the industry structure,
the employment shares of particular industries and employment

shifts from low—-productivity to higher—-productivity industries.

Locational qualities are considered under three headings:
quality of infrastructure, availability of open space for new
construction, and cultural and climatic features.

Richardson's Empirical Study of Regional Growth

Neither of the reduced-form models proposed by Richardson
and von Bdventer have been tested by their authors due to data

limitations.
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Instead, Richardson (1974) chose to test broad theoretical
hypotheses and to adopt stepwise regression procedures in order
to evaluate the statistical association between growth rates and

plausible independent variables selected on theoretical grounds

though outside the framework of a formal model.

The first part of the empirical study undertaken by Richardson
consists of seven multiple regressions each of which attributes
the evolution of the gross state product of States within the US
over the period 1955-64 to the changes in independent variables
representing a particular theoretical hypothesis about regional
growth.

Richardson's first two regression equations which attempt
to assess the relationship between, on the one hand, regional
growth, and on the other hand, economic characteristics (first
equation) or demographic characteristics (second equation) indi-
cates that migration has a very significant and positive impact
on growth. Indeed this, as well as the negative and significant
association between growth and unemployment, is hardly surprising,
as seen in part One. More interesting is the finding of a strong
negative relationship between growth rates and per capita income,
a result which brings some support to the convergence hypothesis
of state per capita incomes.

Richardson's third regression equation testing the impact
of amenities on the growth of states has a high overall explana-
tory power showing the significance of climate (average monthly
temperature in major cities), tourist, and recreation activities
on regional growth. Air pollution and locational preferences
(the latter represented by the percentage of people born in the
state but living in other states) had the a priori signs, but

were not found significant.

In contrast to the amenities equation, the fourth and fifth
equations testing for the influence of agglomeration economies
and business behavior respectively, turned out to be quite dis-
appointing. The national urban hierarchy rank was significant
with the wrong sign from the point of view of agglomeration theory,
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a result that Richardson attributed to the fact that the more
backward regions tend to grow faster. In contrast to this, the
wage variable was not significant and unemployment was signifi-

cant but with the wrong sign.

Finally, the sixth equation (labor market equation) indicated
that growth is higher in states with an economic structure tilted
away from manufacturing and agriculture whereas the seventh equa-
tion (policy variables equation) suggested that tourist expendi-
tures and federal government spending significantly affect income

growth.

The second part of Richardson's study attempts to select
determinants of growth using a stepwise regression procedure
presenting no constraint imposed by preconceived hypothesis.
He thus finds that

a) more backward states grew faster in the period 1955-64,

b) differences in the spatial distribution of population
and economic activities (SMSA share, population and
income density, location preferences, migration attrac-
tion) are associated with variations in state growth

rates,

c) the signs of a few variables (unemployment, business
failures and pollution) suggest simultaneous determina-
tion with growth,

d) the influence of climate fades out when more independent

variables are introduced, and

e) two key variables are the instrument variables pointed

out earlier.

Further Theoretical Developments

In brief, the latest contributions to the development of a
regional growth theory (Richardson, 1973; von Boventer, 1975;
Alperovich, et al, 1975b, 1977; Anderson, 1977; Miron, 1977;
Gleave and Cordey-Hayes, 1977) are very critical of the supply-
side explanations of the sixties and earlier seventies based on

neoclassical assumptions.
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The reintroduction of demand (as stressed in the export-
base theory) as a growth factor, is advocated by most of these
authors. The most convincing support however appears in the
paper by Alperovich, et al. (1975b) which shows the prominent
role of access to markets in determining the metropolitan employ-
ment growth.

Indeed, the high significance of the access to markets var-
iable used by Alperovich, et al. indicates the importance of
demand but also that of geographical characteristics. As seen
above, there has been a tendency toward greater consideration
of the spatial dimension: sizes (agglomeration economies) dis-
tances, locational preferences, etc. (von Boventer, 1970, 1975;
Richardson, 1974; Alperovich, et al. 1975b, 1977). However,
other scholars have dealt more carefully with the temporal dimen-
sion of the problem (Miron, 1977 and Gleave and Cordey-—Hayes,
1977) and have recommended studying the dynamics of local labor

markets.

It is clear that a meaningful regional demoeconomic growth
theory'involves both space and time considerations. However,
their simultaneous inclusion in a theory or model is always a
problem since the consideration of spatial elements hinders a
large consideration of temporal elements and vice versa.: In fact,
the trade-off between space and time is not so much a relevant
problem. The real problem consists of the choice between a long-
term theory (which largely considers space) and a short-term

theory (which examines the dynamics of the problem).

A priori, the regional demoeconomic growth that one would.
like to establish is more interested in the long—-term aspects of
the problem, all the more so because the present survey tends to
indicate the existence of a large locational inertia that charac-
terizes firms as well as households. As justified earlier in
section 1.2, the purpose of the theory sought is the identifica-
tion of the sources of growth. This is a problem guite different
from the one treated by the simultaneous-equation models of
section 1.3 which focused on the short-term adaptive behavior of
firms and households.
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Thus, we find a need as well as a possibility of developing

two related areas of research.

- One would be oriented toward the long term, for the
purpose of identifying the sources of growth. While
giving importance to the spatial dimension of the problem,
it would need to be as aggregated as possible and make

a larger use of cross—section data.

- The other area would be oriented toward the short term
for the purpose of examining the respective expectations
of firms and households. Because of the paramount im-
portance the temporal dimension of the problem, it would
need to be as disaggregated as possible and make a larger
use of time-series data. The emphasis would be placed on
the labor market and on the interaction of migration and
urban labor market dynamics. The empirical research as-
so¢iated to this second research area falls within the

demometric perspective recently advanced by Rogers (1976).

CONCLUSION

Since the early sixties economists, among other social
scientists, have contributed a great deal to the creation and
expansion of a "regional science". One of their main focuses
has been the development of a theory of regional demoeconomic
growth explaining the forces which cause and shape the spatial

pattern of development in market economics.

Borts and Stein (1964) were the first to suggest an alter-
native to the perennial export-base theory inherited from Keynesian
economics. Spurred on by the growing influence of neoclassical
economics, their work provided a supply explanation of regional
demoeconomic growth, apparently no more realistic than the demand
éxplanation proposed by the export-base theory.

The next step was the building of simultaneous—-eguation
models of urban growth (Muth, 1971; Greenwood, 1973a) showing
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that the two polar views contained in the export-base and Borts
and Stein theories were, in fact, simultaneously at work. Unfor-
tunately, these models emphasizing the short-term behavior of an
area's firms and households proved to address no real growth
issues and to provide very little insight into the process of

urban development.

In brief, the above contributions to the development of a
regional demoeconomic theory were characterized by undesirable
features such as the ignoring of the spatial element (impact of
sizes, distances, structures and locational preferences) and the
adoption of a micro-economic approach amphasizing the role of

labor.

Thus, Richardson (1973) stressed the importance of spatial
elements in the procéss of regional development and suggested
a first approach to their consideration in a theory of regional
decroeconomic growth. And later, Miron (1977) emphasized the
importance of examining the micro-economic foundations of the
behavior of firms and households to understand regional economic
growth and migration. Unfortunately, these recent contributions
to the regional growth problem have been more verbal than formal
and have led to empirically testable models little different from
those proposed in the past.

All in all, this review of the research concerning regional
demoeconomic growth shows that, in the recent past, regional
economists here failed in their efforts to provide a meaningful
explanation of the forces that cause and shape the spatial pattern
of development in market economics. No substantial progress has
been made toward the identification of the sources of regional
growth and the solvability of the controversy centered around
the firm-initiated and the household-initiated growth.

From our investigations, it is tempting to conclude that the
development of a regional demoeconomic theory is a utopia since
so many factors, more than the optimum number that can be accounted
for in a theory, appear to affect the spatial pattern of demo-

economic growth. Nevertheless, our review shows hope for the
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construction of a meaningful theory which might emerge from a
slow-paced process involving the constant interaction of theoret-
ical constructs and empirical studies. Already, some insights
have been gained into the partial aspects of regional development.
A better understanding of the determinants of employment growth
and migration has been brought by numerous socioeconomic studies,
among them the most prominent has been the Urban Institute's pro-
ject of intermetropolitan job shifts and migration which has
attempted to provide a better feeling for the role of space in
the behavior of firms and households.

Indeed, a great deal more work concerning the determinants
of employment growth and migration is needed before the findings
can be put together to provide a meaningful theory of regional
demoeconomic growth. A better explanation of economic (i.e.
employment) growth requires a more thorough analysis of the role
of firms by looking at an area's individual firms rather than to
its total change in employment. Progress toward comprehending
the role of households requires the examination of the migration
pattern of an area's microgroups of people rather than of its
total population and the labor force participation problem. 1In
addition, more emphasis on the spatial and time scope of these
roles is needed.

It is clear that all these aspects of regional development
which need to be examined in the future are not independent and
do affect each other. For example, the spatial and time aspects
of migration are quite intricate and require, in theory, their
simultaneous consideration in an analysis of migration. It is a

well known fact that it is difficult to deal simultaneously with
these aspects. Richardson (1973), however, made it clear that

one should stress space at the expense of time.

Thus, to understand the forces that cause and shape the
location pattern of economic agents, a more general framework of
analysis is required, one which views the actions of these agents

in the light of their interrelationships over time and space,
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i.e. restores an equal balance between the roles assigned to
firms and people. It is claimed that the application of the
scientific approach known as the "systems approach" to interre-

gional demoeconomic systems could provide such a framework.

The purpose of this approach is to provide a useful frame-
work explaining the evolution of a problem in terms of the rele-

vant factors with maximum efficiency.

In brief, since systems are made up of sets of components
that work together for the overall objective of the whole, the
systems approach means looking at each component part in terms
of the role it plays in the overall system examined:

A basic objective of the systems approach is to discover

those components whose measure of performance are truly

related to the measure of performance of the overall

system. (Reif, 1973)

In brief, the use of the systems approach consists of the
following steps:

1) definition of the larger system corresponding to the
relevant problem (here the spatial pattern of eco-

nomic development in market economies),

2) delineation of the subsystems of the larger system which
could be examined separately to reduce the difficulty

of the examination of the problem at hand, and

3) establishment of the mechanisms underlying the intra-

and then the interrelationships of the subsystem.

By applying such a process, regional scientists should then
delineate meaningful subproblems of the regional demoeconomic
growth that could be tackled separately. Since the systems ap-
proach views individual operations of a subproblem only in the
light of their implications for the whole system as a whole, the
subproblems to be delineated probably will not coincide with the

various aspects examined in the past.

Indeed, the effort that the adoption of such a framework
places on regional scientists is tremendous but is appears as
a compulsory passing point to develop a meaningful theory of re-
gional demoeconomic growth.
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It is also fair to say that the completion of the suggested
systems approach supposes that two important prerequisites be
fulfilled: the first one concerns the availability of data and
the second problem relates to the possibility of improving the

quality and performance of empirical models.

In the past, very little data for regions and local areas,
especially on migration, have been available. However, rapid
progress has been made towards the systematic collection of
accurate data concerning a larger number of regional variables.

A typical example is offered by the Continuous History Work Sample
of Social Security Administration whose sampling basis has been
increased from one percent to ten percent. Thus, it is now pos-
sible to obtain reliable and accurate migration data for small
areas on a time-series basis. Clearly, the availability of such
data should permit the testing of empirical models and thus fac-

ilitating the induction of a theory of regional demoeconomic growth.

Additionally, the implementation of the foreseen systems
approach requires an improvement of the modeling ability of re-
gional scientists. Such an improvement depends on the availabil-
ity of better quantitative methods. To a large extent, however,
it is a function of the time and financial resources that would
be made available to regional economists for the purpose of fully

comprehending the spatial pattern of economic development.

How feasible is a regional demoeconomic growth theory? The
experience of other fields which have attempted to solve similar
issues is not encouraging. In spite of the huge amounts of
resources made available for the construction of land-use trans-
portation models or models of economic development in less
developed countries, little insight into the change of land use
patterns or the understanding of the economic development pro-
cess have been obtained so far. (See D. Lee, 1973, for a neg-
ative view of land-use modeling and Arthur and McNicoll, 1975,
for a sharp criticism of the usefulness of economic development

models) .
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We are, therefore, pessimistic about the feasibility of
developing a comprehensive view of the regional development prob-
lem. An additional reason is that we prezently witness a shift
in the interest of regional economists from growth theory to re-
sources: this is clearly illustrated by the changes in the cur-
riculum of the regional science program of one of the most re-
puted American universities (University of Pennsylvania). How-
ever, such a pessimistic conclusion does not rule out the pos-
sibility of gaining some important insights into partial aspects
of the problem, like the aforementioned relationship between
migration and urban labor market dynamics whose functioning mech-

anisms are also relevant to other subdivisions of economics.
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APPENDIX 1

The Determinants of Labor Force Participation

The following is a brief summary of recent evidence on the
determinants of labor force participation found in the socio-
economic literature. The role of various explanatory variables
is subsequently examined. No attempt is made to review separately
the effect of economic conditions and the impact of the demo-
graphic or social characteristics of the working age population.
In reality they are not independent since the relationship of
economic factors and labor force participation appears to vary

according to age, sex, and marital status.

Income

The relationship of earnings and labor force participation
typifies the statement just made. 1In the case of males Bowen
and Finegan (1969) observe a positive correlation for men 25 to
S4 years of age while they obtain a negative correlation for
men 16 to 24 years (high wages connote limited opportunities
which discourage participation by young men). Such a result
i1s broadly confirmed by Baer (1972). By contrast, Bowen and
Finegan obtain a definite relationship for all women 14 to 64
years: the correlation is high for non-married women, higher
for married women living with their husbands and even stronger

for those without any children.*

The effect of other income on labor force participation
varies substantially among demographic groups, being consistent
and strong only in the case of married women (although it is
overbalanced by the positive effect of the wife's own wage rate)
(Bowen and Finegan, 1965)

*For age 65 and older, the relationship is negative for men and
insignificant for women. As Parnes (1970) puts is "the fact
that wives are less likely to be in the labor force when their
husbands are retired causes the general relationship between
female earnings and female labor force participation to be
blurred for that particular age group".
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Unemployment

Using the unemployment rate as an indicator of economic ac-
tivity, Bowen and Finegan (1969) show that, for virtually all the
major demographic subgroups (the only exceptions are several cate-
gories of never—-married women), unemployment is a deterrent to
labor force participation, thus showing the preponderance of the
"discouraged worker effect" over the "additional worker effect".
Indeed, the strength of the negative relationship is less in the
case of the primary labor force (prime age males) than in the
case of the secondary workforce (young and older men, married
women). These results agree with those obtained by Baer (1972)-—-
in the case of males, and by Cain (1966) and to a lesser degree
Mincer (1966)—--for married women. However, they largely differ
from those obtained by Barth (1967) who finds that the unemploy-

ment rate is significant only in the case of women 18 to 64 years.

Further understanding of how the linkage operates between
unemployment rate and labor force participation has been provided
by Corry and Roberts (1970, 1974) in two successive studies of
regional activity rates in Great Britain using pooled data. 1In
their first paper analyzing the variations of labor force partici-
pation over the period 1951-66, the¥ found no statistically signi-
ficant correlation with unemployment rate for males (with minor
exceptions) and a statistically significant negative relation-
ship for females. Their second paper in which they performed the
same analysis for the extended period 1951-70 broadly confirmed
the preceding finding for females but showed a negative impact of
the unemployment rate in the case of males (the negative sign was
derived on nine occasions out of ten and in four times was signi-
ficant. According to Corry and Roberts, the contrast between the
results of the two analyses can be attributed to the fact that,
when unemployment becomes high, the negative relationship for
men begins to operate as all men, the young and the elder espe-

cially, become more responsive to changes in economic conditions.

Since the'relationship between unemployment and labor force
participation has generally been studied in the context of cross
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section analyses, it is possible to attribute the negative re-
lationship that Bowen and Finegan, and others, have obtained to
the effects on long-term structural differences, rather than to
the short-run change in labor market tightness. Therefore, with
Mincer (1966), who finds a strong correlation between unemploy-
ment rates in 1957 and 1964 in the same areas, one may conclude
that "prolonged depressed employment conditions in an area tend

to shrink the area's labor force rates".

The relationship between job slack and labor force partici-
pation has also been extensively examined in the context of a time
series analysis (Dernburg and Strand, 1966; Tella, 1964). How-
ever, in those studies, the ratio of total employment to total
population was used as an alternative to the unemployment rate.
Another peculiarity presented by the Dernburg and Strand model
was its innovative specification allowing the direct testing of
the relative importance of the "discouraged worker effect"
(supposed to be captured by the employment-population ratio) and
the "additional worker effect" (measured by a ratio of unemploy-
ment compensation bencfit exhaustions to population, with a two
month lead). For virtually all age groups, Dernburg and Strand
found significant coefficients for both proxies (with the expected
positive signs) but obtained a much stronger "discouraged worker

effect" agreeing with the conclusions of Bowen and Finegan.

The cross-sectional and time series analysis offer large
differences with respect to the importance of the net discourage-
ment effect. Consistently, cross-sectional elasticities are
smaller than time-series elasticities. So that variations in
labor force participation due to job slack appear stronger in
the short run and less pronounced in the long run. However, this
interpretation is dismissed by Bowen and Finegan who attribute
the discrepancy to the difference in structural employment op-
portunities prevailing between the various cities included in

their cross-section study.

Parker and Shaw (1968) have investigated the impact of income

levels on the relationship between unemployment and labor force
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participation by running regressions of mean LFPR for both sexes
over a sample of census tracts classified into three income levels.
They found that the coefficient of the unemployment variable de-
creases with income and concluded that "discouraged workers among
males are more likely to be found in lower income areas and that
the sensitivity to economic factors is relatively pervasive for
low- and middle-income males" (p. 542). 1In contrast to this they
found that the most discouraged workers among females are found

at the higher income levels. Perhaps observing that the relation-
ship is not significant for low-income groups, we can conclude
with Mincer (1966) that this is the net result of an adjustment
process meaning that additional workers are more likely to be

found among low income families.

Additional demand and supply factors are sometimes used to
reflect the specific employment prospects available to particular
groups. Baer (1972) after Bowen and Finegan (1965, 1969) has
an industry mix variable reflecting the relative demand for spe-
cific categories of employment (positive and significant for
prime-age males and married women of all ages). Barth (1967)
explains the variations of labor force participation among coun-
ties in Michigan mainly by the percentage of growth in manufact-
uring (significant for all male age groups), agriculture (signifi-
cant for all male age groups except 18-24 and 25-44) or services

(significant for all male groups except 18-24 and 65+).

Further evidence is offered by Berg and Dalton (1975) who
showed that the workers of the goods and service sectors present
marked differences in their labor market reactions. Generally
speaking, the labor force in the service sector appears to be
more responsive to both money wage and unemployment variables:

a likely explanation lies in the existence of more rigid insti-
tutional arrangements in the goods sector which tends to creaste

money illusion.

Race

Labor force participation rates have been traditionally higher

among non-whites than whites. However, there appears to have been
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a trend reversal in the case of males since white men are now
enjoying higher labor force participation especially at both ends
of the age continuum. Among women, the differential in favor of
the non-white women remains except for young women (Parnes, 1970).
As for migration, the problem here is one of knowing to what ex-
tent those differentials reflect pure color differences. Apparent-
ly when controlled for the influence of other factors (income,
marital status, health etec.), the inter-color difference is re-
duced by more than half for men and disappears totally for non-
married women (Bowen and Finegan, 1969). This residual sex dif-
ference might well be due to a) a lesser discrimination in the
sectors in which women are traditionally employed (services) .and
b) to the stronger tradition of working among black women and

c) the easier access to child care for married black women due

to living arrangements.

Marital Status

Marital status strongly influences the labor force parti-
cipation of women as well as of men: Bowen and Finegan conclude
that this is the most powerful single predictor of labor force
participation rates. In the case of men, the correlation between
marital status and labor force participation is shown by Bowen
and Finegan only after controlling for other characteristics.
This result which imposes itself in the case of women is perhaps
not so surprising in the case of men since married men join the
labor force in greater numbers due to their traditional role of
bread-earners or to the possession of a personal trait (being

married) which makes them more desirable to firms.

Among women, there appears to be, after control for other
traits, a ranking of labor force participation according to
marital status (never married, divorced or separated, widows,
women not living with husbands, married women without young child-

ren, married women with young children).
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Education

There is considerable evidence that labor force participation
rates are positively related to the level of educational attain-
ment for most demographic subgroups. Bowen and Finegan, control-
ling for other factors (age, marital status, color, income) find
a positive relationship of LFPRs with years of schooling for men
25 and over, married women 14 and over and non-married women 25
and over. These results are broadly confirmed by the evidence
put forward by Barth (1967), in the case of women, and Cain (1966),

in the case of married women.

Health

Health, or physical condition, is considered to be an impor-
tant factor of labor force participation, although there has been
little systematic evidence on the gquestion due to lack of data.
Exceptions to this are provided by Hill(1971) and Baer (1972).
Baer, using the percentage of inmates in a given population as
a proxy for areal ill health, finds a negative and significant
relationship for most male age groups, especially in control age
groups. Hill, using dummy variables to account for health dif-
ferentials, shows that health has a significant and strong posi-

tive effect on time spent in the labor force.

Bowen and Finegan indicate the existence of a high correla-
tion between health and education attainment attributable to the
influence of health (for about a half on the basis of 1962 data)
which makes it difficult to isolate the pure effect of education

and to properly assess the impact of health.

Tastes

Parnes (1970, p. 30) notes that little attention has been
given to tastes (a source of variation in the decision to work
according to the neoclassical theory of labor force participation)
although he cites two scholars who have reported a significant

influence of the husband's attitude toward women's working.
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APPENDIX 2

A Formal Statement of David's Model of Job Search and Migration

David (1974) considers an individual initially working in

the ith

locale of a multi-market economy who might relocate to

another market in order to increase his welfare. This objective
is handled through the maximization of the individual's expected
utility with respect to his choice of migration--job search pro-
gram subject to financial limitations and to topographical con-

straints.

Expected Utility

Let Yii be the initial wealth of the worker, i.e..the pre=
sent value of his earning streams in labor market i and Yij his

terminal wealth following a move to the jth labor market (j # 1i).

Since Yij depends on the maximum wage offer taken in j by
the job seeker (the corresponding relation will be established
later), it follows that this variable has a stochastic specifica-
tion and that the maximization of the utility index U(-), of which
Yij is the unigue argument, requires the maximization of the in-

dividual's expected utility over the alternative destinations.

The prospective migrant does not know ex ante the individual
job offers that may turn up in each locale but is aware of the
average Uj = E(wj) and variance 0% of the distribution of wage
offers in each locale j. Then, the first step in stating the
individual's problem consists of expressing his expected utility
E[U(Y;)] in terms of u, and G?. This is obtained first by
deriving BIU(¥:.)] in terms of the average ¥.. = E[¥..] and var-
: 2 3 Tl 2%
iance Gy of Yij and second by calculating Yij and Oy in ‘terms
of the known parameters of the wage offers' distribution in the

jth locale.

) ]

a) A specific approximation for E[U(Yij
Replacing U(Yij) by its Taylor series expansion and dropping
terms whose order is higher than two, David obtains the approxi-

mation:
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in which U™ 7(¥..) is the second derivative of U(Y, ) for ¥,. = ¥. .-
1] 1] 1] 1)
The utility placed by the individual in its terminal wealth

is postulated to be given by:

This leads to the following approximation of E[U(Yij)]:

|T2
E[U(Yij)] ~ ?Ei;.’l} i el Y] (A1)

b) Relating §ij and oi to the parameters of the wage offer

distribution

David supposes that the prospective migrant allocates a
certain proportion s of his wealth,Yii** to investments in mi-
gration and local job search and that he incurs a net cost of
P inauitting ‘the ith labor market to search for a job in

i
the jth

locale. Then, if Yij is the expected gain in wealth ob-
tained by moving to the jth locale, the terminal wealth of the

job seeker is given by the following accounting relationship:

= Yii(q mhiS ) E TR S (A2)

R
i3 i ij

David further decomposes Yij into two components, one show-

ing the gain obtained from the relocation in the jth

labor market
and the other showing the gain due to the job search in the des-

tination market. These two gains are respectively equal to the

*Tf-x = 1, the individual is risk-neuitral. If 0 < v < 1, risk-
aversion is implied.

**¥The initial wealth of the individual is the wealth that he
would have by staying definitely in locale i (thus the symbol

Xia):
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present value of the difference between the average wages in
the two locales and to the present value of the difference

h

between the maximum wage offer in the jt locale and the average

wage in that locale.
ij = R[wj,max T UJ] + R[IJJ 2 pi] ’

in which R is the present value of a dollar flow income over the
worker's remaining work-life and reflects the discount rate
and the individual's work-life horizon.

It follows that

E(Yij) = R{E(wj,max

=il e Rl =l

uJ] [u] Myl
Supposing that the stochastic variable wj is unbounded but
follows a Gauss-distribution yields
E[ 8

=i o4 1 B2l gt e

wj,max Jj
in which n is the number of job offers collected. Then:

gl B =
E(Yij) = R[B oj I R[ui uj] o (A3)

Since YO and Pijin (A2) are known, Yij has the same dis-

tributien 4s Yij' Therefore,

GY = var (Yij) = var [R(wj,max - uj)J

I

Rz(var [w. }) . (AL)

j ,max

Referring once more to the distribution of a normal variate leads
David to posit

2 =g
1

Ve = A 0. n G R R (A5)
j ,max j
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Financial Constraint and Cost Function

It is moreover hypothesized that the prospective migrant
cannot allocate more than a fixed proportion s of its initial

wealth to investments in migration and local job search:
BB (A6)

Thg cost fungtion SYii.iS supposed to be composed to two
terms c%(n) and C%(Dij): C%(n) represents the total cost of
job search activity requirgd to collect n job offers in the
destination market j and C%(Dij) represents the cost of relocat-
ing in the jth labor market, located at a distance Dij of the

origin market 1i.

David assumes Cg(n) to be linear function of the number of
job offers n and C%(Dij) to be a linear function of the distance

D... Then, we have
1]

SYr =iy s Bl i (A7)
11 J IR )

Topographical Constraint:

Further, David assumes that, for a potential migrant located
in the ith labor market, there exists a boundary of maximum dis-

persion characterizing the local markets to which he can move:

Gj % Oij . (A8)

in which Sij, the function delineating the boundary, is defined

as

>

I
D
v}

= 0 - (o - oi) e i3 CI o) . (A9)

This function, clearly bounded from below at O is supposed to

be bounded from above at Om (as David puts it, there is "some

ax
finite limit to the real or imagined level of disorder in local

"labor markets").
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Setting up the utility-marimizaiion problem

David finally depicts the potential migrant's problem as
one of maximizing E[U(Yij)] subject to the financial and topo-
graphical constraints, (A6) and (A7) respectively. He also makes
the additional assumption of equal prices over space, i.e.

LR wj = w and Tj =Tl Vj ' (A10)

in order to facilitate the proof of the existence of a unique

optional solution to this maximization problem.

Formally, the utility-maximization problem can be formulated

as
2
7 el Oy
Maximize E[U(Z..)Y] =%, b1 = 5 =k
et ij 14 7
i
in which
Yo = Y. =wn = gD = B =RIB a2 nB] (obtained by
Oy 0 1] 1] J
combining (A2), (A3), (A7) and (A10))
and
2 R0 2 _~a : Sk
oy = R™[A oj n ] (cbtained by combining (Ad4) and (A5)

subject to the constraints

wn+ T Dij e s Yii (obtaining by combining (A6), (A7) and
(A10))
and
—eDi.
gais. o - (o - 0.) e J (obtained by combining (A8)
j — max max i

and (A9)).
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Using Kuhn-Tucker-Lagrange conditions, David shows that
this maximization problem admits one solution that provides an
optimal choice of the destination region and an optimal level of
"sampling" (i.e. the optimal number of wage offers needed before
accepting the highes of them). Of course the migration-search
plan must lead to an improvement of the job seeker's original
welfare position. Indeed, if the optimal E[U(Y;.)] is less than

J

Yii’ the job seeker is supposed to remain in the ith locale.

Unfortunately, the model cannot be analytically solved for the

optimal solution is only tractable at the numerical level.
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APPENDIX 3

The Role of Personal Factors in Migration

This Appendix presents a summary of the important influences
exerted by personal factors on the individual's decision to
migrate. Only the role of the most often cited factors--age,
level of education, race and occupation--is examined next,
although other personal characters can intervene: sex, marital
status, fertility status, home ownership, etc. (see Shaw 11979 55
B 303100

Note that the empirical evidence cited here does not neces-
sarily come from regression analyses of place-to-place migra-
tion but very often relates to regression analyses of total

migration flows or even to descriptive studies of migration flows.

Age

The dependence of the probability of migrating on age is wel
documented in demographic literature. The existence of a very
stable pattern of migration rates according to age has been sub-
stantiated over time (Long 1973) as well as over space (Rogers
127 5)

It has been shown that persons in their late teens, twenties
and early thirties, have a larger propensity to move than the
other age groups since they are more readily disposed to look
for new opportunities involving migration. The rationale for
such a behavior, according to Gallaway (1969), is simply that
the young have a longer expected working life over which, to
realize the advantages of migrating and less restraints from

place-of-residence social and economic ties.

After the peak observed in the 20-24 year age group, migra-
tion rates appear to vary inversely with age. However, they do

not appear to taper off uniformly with age since there exists a
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definite selection of migrants in the age group at which retire-

ment commences.

Support for the influence of age on migration has also been
shown by macrofunctional regression analyses of migration in which
a variable describing the age composition of the origin popula-
tion turns out to have a generally positive and significant co-
efficient. However, Bowles (1970), in one of the few studies
which have attempted a micro functional estimation of migration,

found that the age elasticity of migration seems to decrease with

age.

Education

Migration is also highly selective with respect to educa-
tion. To take the case of labor mobility, it makes sense that

higher educational attainment procures an easier access to in-
formation in alternative places and thus a larger awareness of
differential opportunities or amenities offered in alternative
places (Landinsky 1967). Moreover, migrant responsiveness to
economy differentials is likely to increase with education
(Schwartz 1973), and education is also likely to reduce the im-
portance of psychic costs due to tradition and family ties
(Schwartz 1973).

Support for the importance of education selectivity may be
found in many studies of United States migration (Thomas 1958,
Folger and Nam 1967, Landinsky 1967, Bogue 1969, Greenwood 1969,
Kottis 1972, Schwartz 1973, Kau and Sirmans 1977, etc.).

Race

Race differences in migration behavior has been well docu-
mented by demographers and confirmed by numerous socio-economic
studies (Lansing/Mueller 1967, Persky and Kain 1970, Greenwood
and Gormely 1971, etc.). ‘In brief, these studies reveal that

whites typically have higher mobility rates than non-whites.

In a study by Kohn, et al (1973), the per capita income
earned in the destination turns out to be more often significant
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income levels and high income growth than are their white counter-

parts.*

Additionally, Greenwood's paper lets appear other interest-
ing results, not discussed here, concerning the impact of migra-
tion on employment growth as well as the interaction between the

two race groups.

Occupation

Migration has also been shown to be selective of occupation.
The rationale here rests on that, in a market economy, supply
and demand for unskilled labor are generally met in local labor
markets whereas supply and demand for skilled labor are expected
not to match at such level and thus to extend from the local to
the regional or the regional or the national level (Richmond 1969).
The most convincing evidence regarding the occupational selectiv-
ity of migration can be found in Miller (1967) and Stone (1971).



