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FOREWORD

Declining rates of national population growth, continuing
differential levels of regional economic activity, and shifts
in the migration patterns of people and jobs are characteristic
empirical aspects of many developed countries. In some regions
they have combined to bring about relative (and in some cases
absolute) population decline of highly urbanized areas; in
others they have brought about rapid metropolitan growth.

The objective of the Urban Change Task in IIASA's Human
Settlements and Services Area is to bring together and synthesize
available empirical and theoretical information on the principal
determinants and consequences of such urban growth and decline.

This paper develops a complete and precise methdology for
fitting Alonso's theory of movement to actual data sets. From
the viewpoint of the Urban Change Task, the application of
this methodology to the analysis of interregional migration
enables one to form a clearer picture of the determinants of
migration, one which explicitly accounts for impacts of alter-
native origins and destinations on place-to-place migration flows.

A list of publications in the Urban Change Series appears
at the end of this paper.

Andrei Rogers
Chairman

Human Settlements
and Services Area
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ABSTRACT

First, it is shown that Alonso's general theory of move-
ment relies on a standard doubly-constrained spatial inter-
action model which subsumes the usual gravity and entropy-
derived formulations. Such a finding then suggests the use of
a biproportional adjustment method (RAS method) to adequately
estimate the systemic variables specified in the underlying
model. This eventually leads to the development of a complete
and precise methodology for calibrating the Alonso model.

This methodology is illustrated with the help of an application
to data on interprovincial migration in Canada.
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CALIBRATING ALONSO'S GENERAL THEORY
OF MOVEMENT: THE CASE OF INTER-
PROVINCIAL MIGRATION FLOWS IN
CANADA

INTRODUCTION

In the last decade, William Alonso has, in successive
efforts, developed a general framework for the analysis of
movement (Alonso 1973, 1975, 1976, 1978). Owing to its logical
consistency as well as to its elegant presentation, Alonso's
theory rapidly caught the attention of regional scientists,

among whom it is nowadays very popular.1

This theory is generally held to be a common logical and
mathematical framework for the large number of models of move-
ment proposed in the past few decades in the social sciences
and related areas. However, the view of Alonso's theory as a
more general framework for thinking about the diverse existing
models overstates somewhat its real worth. As shown in this
paper, Alonso's theory simply relies on a standard doubly-

constrained spatial interaction model.




Nevertheless, the peculiarity of its formulation, namely,
the consideration of place-to-place flows along with that of
the total flows out of and into each place in a simultaneous
and consistent way, represents a significant contribution to
the modeling of mobility phenomena. More specifically, owing
to its inclusion of variables and parameters reflecting the
impact of the system (i.e., the influence of alternative places)
on place-to-place flows, Alonso's théory constitutes a potential
tool for gaining insights into the interaction of mutually
exclusive places (groups) which could not be obtained otherwise.
But, in spite of the general discussion generated by this
theory (Anselin and Isard 1978, Dziewonski 1979), little

progress has been made toward 1its practical use.

The problem here is mainly one of having a reliable
methodology for fitting the model underpinning Alonso's theory
to actual data sets. To our knowledge, the only calibration
attempt to date was carried out by Alonso himself in his first
publication (Alonso 1973). However, the methodology he used was
seriously hampered by difficulties originating from the simul-
taneous measurement of the two mutually dependent systemic
variables appearing in the model (Alonso 1973, Appendix A,

p. 100).

Fortunately, the observation made in this paper that
Alonso's theory is centered around a well-known spatial inter-
action model suggests a more precise method for measuring the
aforementioned systemic variables. This eventually leads to
the development of a satisfactory methodology for estimating
the parameters intervening in the specification of the under-
lying model. An application to the case of interprovincial
migration in Canada is provided to illustrate the methodology

proposed.

This paper consists of seven sections. Section One,
intended as a background section, presents a rapid overview
of Alonso's theory. Some of the issues which its formulation
raises are briefly discussed in Section Two. Then, Section

Three justifies the identification of the underlying model




with a standard doubly constrained model of spatial inter-
action. This leads to the development of appropriate method-
ologies for calibrating the Alonso model (Section Four) as

well as for utilizing it as a forecasting model (Section Five).
Finally, Sections Six and Seven report on the application of
the proposed calibration method to the case of Canadian
interprovincial migration: Section Six focuses on the measure-
ment of Alonso's systemic variables, whereas Section Seven
deals with the estimation of the two main parameters involved
in Alonso's theory. Note that the latter relies on a regression
analysis of migration flows whose results are compared with

those of a more classical regression analysis.

I. ALONSO'S THEORY OF MOVEMENT: AN OVERVIEW

The strength of Alonso's theory which, for a large part
explains its appeal, is its circular nature which makes alter-
native expositions possible. Alonso himself has provided
various versions of his theory (Alonso 1973, 1975, 1976, 1978)
whereas Anselin and Isard (1978) have proposed yet another
formulation. Our exposition below is broadly similar to the

variant proposed by Alonso in his latest effort (Alonso 1978).

In brief, Alonso's theory of movement pertains to a closed
system of mdtually exclusive classes (regions in a nation,
sectors in an economy, etc.) consisting of units (people,
commodities, etc.) which can move to another group. It is
concerned with building a mathematical framework for the flow
of the units moving between the various, for example n, classes

in the system.

Each class can be regarded as an origin as well as a
destination. When considered as an origin, it has unfavorable
characteristics--summarized in a general measure vy (L =1,...,
n)--which induce units to leave. Alternatively, when considered
as a destination, it has favorable characteristics--summarized

in a general measure wj (J = 1,...,n)--which attract units.




Central to Alonso's theory of movement is the idea that
place-to-place flows are not only determined by the unfavorable
characteristics of the origin and the favorable characteristics
of the destination but are also affected by the characteristics
of the alternative origins and destinations. In brief, the
impact exerted by the system is assumed to be accounted for
by two variables, the pull-in Di it exerts on each origin i
and the push-out C. it exerts on the flows terminating in j.2
The former may be thought of as a demand or a draw--hence the
notation D--and the latter as a measure of competition, crowding,

or congestion--hence the notation C.

First, let us consider the total flows out of each group.
We may, for example, assume that movements out of class i are
proportional to the unfavorable characteristics of class i and
depend on the pull-in of the system D; with a rate of response

ai' Thus

Similarly, we may assume that movements into class j are
proportional to the favorable characteristics of class j and
depend on the push-out of the system Cj with a rate of response

Bj. Thus

I
-
-

M. = w. Cj] ¥ R o (2)

Further, departing slightly from Alonso's exposition, let
us consider the flow of units Mij moving from a particular
class i to a particular class j. In accordance with a widely
accepted theory of migration in which place-to-place flows

depend on factors associated with the areas of origin and




destination as well as with intervening obstacles (Lee 1966),

let us posit that Mij is proportional to:

- The measure v, of the unattractive properties of class

i, weighted by the ease of movement out of i (i.e.,
o .
p 1 1)
i
- The measure wj of the attractive properties of class

B._
j, weighted by the ease of entry into j (i.e., C. J 1)
- A relational term tij reflecting the effect of distance
between i and j

Thus

The next step is the evaluation of the impacts exerted by
the system on the alternative classes, i.e., the formal definition
of the pull-in Di and the push-out Cj' This comes naturally
from ensuring a certain consistency between the place-to-place

flow equations (3) and the total flow eguattons (1) and (2).

From equations (3), 1t is easy to derive the total flow of
migrants out of and into each class by cumming over all possible

destinations

¥i

=
1
e~
=

1,«4.,0 (4)
and origins
¥y = 1,...,n (5)

M

respectively.

We immediately obtain that




%31 B5-1
M., =v, D 5 w, C; ¥i=1,...,n
i i “i 3 i 73 ij
and
B. a.
- j-1 i-1 _
M. = C. D ¥i = 1,...,
S IS _.ZLVl i ij J n
Then, comparing the above formulas with (1) and (2), yields
Byt
D; = Z W, Cj i3 ¥i =1,...,n (6)
J
and
%1
Cj=§vi Dy tij ¥j =1,...,n (7)

two formulas which indicate that the competition variable is
part of the formula defining the draw variable and vice versa:
they are implicit functions of each other and thus require

simultanecus calculation.

Moreover, formula (6) shows that the draw variable Di is
a weighted sum of the attractive characteristics wj of all the

other rlasses in the system, where the weights applied to any
wj express the influences of distance (tij) and competition

B .
3-1
(Cj ) .

Similarly, formula (7) shows that the competition variable
Cj is a weighted sum of the unfavorable characteristics v, of
all the other classes in the system where the weights applied
to any v, express the influences of both distance (tij) and

a.
ease of exit (Di l—1).

Nuw, summarizing the above presentation of Alonso's theory,

it appears that its underlying model consists of five equations,




two of which--(4) and (5)--are identities. The remaining

equations can be:

Equations (1) and (2) or, alternatively, (6) and (7)
Equation (3) or any egquivalent equation describing the

place-to-place flows

This result indeed makes the circularity and involution
of Alonso's theory guite clear. For example one could start
with the definitions of the systemic wvariables Di and Cj [see
Anselin and Isard (1978) who provide a good-'a prtori justifica-
tion of equations (6) and (7)]. Then, one would derive (1)
and (2) by substituting (6) and (7) with the total flow
equations obtained by summing over all possible destinations

and origins.

II. 1ISSUES

In broad terms, Alonso's general theory of movement raises
two types of issues. The first type relates to the specifica-
tion of the equations which underlie the theory, whereas the
second type refers to the nature of the flows with which the

theory is concerned.

With regard to the specification of the equations under-

lying the theory, two questions come to mind:

(a) Do eguations (1) through (3) reguire the presence
of a constant term as suggested by Anselin and Isard
(1978)? The answer to this guestion is negative,
since such constant terms can be incorporated in the
definition of the systemic variables Di and Cj.
(b} Is the choice of the exponents o;_q and Bj—1
to the draw and competition terms in equation (3)
restrictive? The answer to this is again negative,
for the choice of more general exponents o =X5 and
Bj-yj does not fundamentally affect the model. This
can be seen as follows. Summing the place-to-place

flows over all origins and destinations leads to:

when applied




X. B.-y
D 1= X w. c. 33 ¥i =1, ,n
3 ] 1]
J
and

¥y =1,...,n

D! = D. and ¢! =c.’
1 J J

and defining the following exponents

ay; B.
o) = — and gr = 1
i X. j .
1 J
leads to an unchanged model: variables and parameters with

a prime sign are simply substituted for the original ones.

Turning now to the issue relating to the nature of the
flows with which the theory is concerned, we must first under-
line that we have purposely avoided the use of the word move-

ments to characterize the flows taking place between the various
classes (or groups).

As is well known, changes occurring over a finite
period of time in a system of mutually exclusive groups can be
observed from two different perspectives. One perspective
looks at all the movements made between each pair of groups
during the observation period (regardless of the group in which
the "migrators" were present at the beginning of the observa-
tion period). The alternative perspective simply considers the
pairwise transitions resulting from the comparison of the
groups in which the various units in the system are present

at the beginning and end of the observation periods. These two




perspectives, known as the movement and transition approaches
(Ledent 1979), are indeed different in nature and have different

implications.

Which conceptualization of intergroup transfers had
Alonso in mind when devising his theory? Various indications
scattered in his papers--mainly the reference to stayers' flows
as well as the consideration of the Markov model of migration
as a particular case of the general theory--suggests that
Alonso's thoughts are more in line with the transition

perspective than the movement approach.

However, a focus on transitions is rather limiting because
it implies an incomplete view of the exchanges occurring
between the alternative classes. Fundamentally, the transition
perspective reflects a consolidated view of the movement
perspective. Hence it ignores the multiple moves that each
individual may have made during the observation period, retaining
only the apparent moves out of or within each class observed

between the start and end of the observation period.

It thus follows that the most complete picture of a spatial
interaction system is the one which would be obtained by con-
sidering the whole of the movements made between alternative
classes. As a corollary, the image which would be drawn from
the sole consideration of the transitions made between two
points in time would be less meaningful since it would rely

on reduced information.

Nevertheless, Alonso's theory subsumes both the movement
and transition perspectives because the choice of either
approach does not raise any theoretical problem. The only
consequence of adopting the transition perspective instead of
the movement perspective appears to be the consideration versus
the non-consideration of flows Mii of stayers: stayers' flows

are indeed irrelevant to the movement perspective.
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Note that the inclusion of such flows in most applica-
tions based on data consistent with the transition approach
is likely to blur the picture of spatial interaction taking
place in the system at hand. The fact that the flows of stayers

M. .
ii
(j # i) heavily influences the values of the systemic variables

are generally much higher than the migraticn flows Mij

Di and Cj; it is thus better to ignore the flows of stayers.

Consequently, the Alonso model will be fitted to actual
data--regardless of whether they are data on movements or
transitions--without consideration of such elements as Mii’

In practice, there is little choice as to whether one will use
movement or transition data. Only in the case of migration,
is a choice theoretically possible since data in the form of
movements can be obtained from population registers and data
in the form of transitions can be obtained from population

censuses.

III. THE ALONSO MODEL AS A STANDARD DODUBLY-CONSTRAINED MODEL
OF SPATIAL INTERACTION

By combining equations (1), (2), and (3), it is readily
established that

= c M. M . t.. vi,j = 1,...,n (8)

an equition which shows that Alonso's theory of movement relies
on a standard dcubly-constrained model of spatial interaction.
In addition, the draw and competition measures, Di and Cj’
appear to be the reciprocals of the balancing factors of this

doubly-constrained model. We have that

and
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C. =) M, D, t.. ¥y = 1,...,n (10)
: .

The latter result is germane to the observation made by
Kirby (1970) that the balancing factors of a doubly constrained
spatial interaction model of the multiplicative type as
specified in (8) can be interpreted as a measure of the acces-
sibility (in terms of attractiveness and repulsion) of one

class with respect to other classes.

Note that the doubly-constrained model of spatial inter-
action suggested by (8) subsumes the classical models in
gravity and entropy theory. [For a review of such doubly
constrained models, see Wilson (1974) or Nijkamp (1979).]

For example, assuming that tij is a simple function of the
friction measure dij relating to origin i and destination j,

we see that

If t.. = d_h {h > 0), Alonso's theory of movement

ij ij
relies on a generalized formulation of the traditional

gravity model constrained at both the origin and

destination
1 Mi M
- L] (11)
ij D.C. h
1] d..
1]

If tij = exp(—hdij) (h > 0), Alonso's thecry of move-
ment relies on a doubly-constrained entropy-derived

model

= M..M.j exp(-hdij) (12)

IVv. A METHODOLOGY FOR CALIBRATING THE ALONSO MODEL

The observation in Section Three that Alonso's theory of
mover.ant relies on a standard doubly-constrained model of
spatial interaction immediately suggests a precise methodology

for calibrating the underlying model.
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Clearly, on the basis of information known about tij’ Mi.
and M.j’ the draw and competition measures Di and Cj can be
assessed by solving the system of equations defined by (9) and
(10) . Actually, finding the solution to this system is nothing
else than solving the following biproportional adjustment prob-
lem (sometimes referred to as the R.A.S. problem): find the
matrix g = (Mij) of place-to-place flows which has row and
column totals equal to the observed out- and inmigration flows
respectively and which is biproportional to the matrix of

relational terms T = (ti.).

As already noted above, Di and Cj are simply the recip-
rocals of the balancing factors resulting from this adjust-
ment problem. (Note that they are defined up to a constant
multiplicative factor.) In practice, they can be obtained
in a recursive manner using a method originally proposed by
Stone (1962), but alternative algorithms are possible (for

a review of these algorithms, see Willekens 1979).

Note that the feasibility of the above procedure rests
on the availability of the T matrix. Since the values of the
relational terms are generaily unknown, only the calibration
of particular versions of (8)--such as the gravity model (11)
or the entropy-derived model (12)--allows for the estimation
of the draw and compet}tion measures. At the same time
this yields the value H of the h-coefficient appearing in

the expression of the relational term tij in terms of dij'

Various calibration techniques for these models have
been proposed in numerous papers. (For a study in depth of
these techniques, see for example Batty and Mackie 1972, or
Openshaw 1976.) Broadly speaking, these methods can be
classified into two groups. The first group consists of
methods in which the observed parts of the constraints determine
the parameters, regardless of the actual fit of the mcdel to
the observed pattern of place-to-place flows. They include
maximvm-likelihood and entropy-maximizing methods which, if
it is assumed that the sampling distribution is multivariate

normal, are egquivalent.
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By contrast, the methods of the second group attempt to
maximize model performance (i.e., yield a predicted value of
the place-to-place flow matrix M as close as possible to its

observed value). These methods include

(a) A nonlinear, least squares method which seeks to
minimize the sum of squares of the differences between
the observed and predicted flow patterns (This method
does not suppose any assumption about the form of
the sampling distribution.)
min SS = ) } M, . - M,.)>

$ 3 ij ij

where Mij is the predicted value of the flow between
i and j
(b) A method which attempts to minimize the following
chi-square statistic (This method assumes that the
observed flow matrix is subject to sampling errors.)
2

~

M. .
1]

min x2 = Z Z
13

In practice, if the data available relate only to the
total flows out of or into each class, the maximum likelihood/

entropy-maximizing method will be used. For its implementation,

one will, for example, use the algorithm proposed by Hyman (1969),

which Vermot-Desroches (1979) describes as being very efficient.

In case the data available consist of the matrix of place-
to-place flows, one can, if time and resources permit, perform
the various calibration methods mentioned above and select the
one which offers the best model performance on the basis of
both the least-squares and chi-sgquare criteria. But, in
general, lack of resources may lead one to select a single

method.
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Of course, the calibration of the Alonso model does not
stop with the estimation of the draw and competition variables.
The next step is the estimation of the exponents oy and Bj
of the draw and competition variables in equations (1) and (2),
respectively. First of all, this raises the problem whether
these two exponents are identical within the system or whether
they may vary from one place to another. Following Dziewonski
(1979) who argues that, in countries which are strongly
integrated both socially and economically, the same exponents

can apply to all places, we thus assume

and
B. = B ¥j = 1,...,n

Second, the feasibility of estimating a and B requires the
knowledge-of the internal structure of v, and Wy Recalling
that the variables 1 and wj are composite variables which
reflect the unfavorable characteristics of place i and the

attractive characteristics of place j, we may write:

K uk
v, = ﬂ X ¥i = 1, o
Pox=1 Ky
and
L v:L
w. = [] Y, ¥j =1,...,n
Io1=1
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where Xk. is the value of the k-th unfavorable characteristic
of place 1i
is the elasticity or movement response of group 1
to changes in the value of k-th characteristic3
Yl, is the value of the 1-th favorable characteristic

) of place j '
is the elasticity or movement response of group i

to changes in the value of the l-th characteristic.

Then, the values of the g and R exponents--as well as the
values of the various elasticities uk-and v,-= ould be found
by performing the following regression analyses in double

logarithmic form:
K
In M, =wu,+ } u_ 1ln X, + a ln D; (13)

and

L
InM . =v, + ) v, ln Y, + B 1ln C. (14)

Note that the presence of constant terms uO and Vo in (13)

and (14) respectively--which normally are not called for by
the specification of equations (1) and (2)--is necessitated by
the fact that D; and Cj are measured up to a constant multi-

plicative factor.

In practice, the feasibility of performing the regression
analyses based on equations (13) and (14) might be hampered
by a low value of the number of degrees of freedom due, for
example, to the consideration of a limited number of places
and of a large number of independent variables. Alter-
natively, 1f the matrix of place-to-place flows is available,
one can reasonably expect to find the values of the 2 and 3
parameters by performing a regression analysis based on the
single equation (3) rather than equations (1) and (2). In such
circumstances, one would fit to the available set of data the

following equation:




where Wy is the constant term and h' the distance elasticity
of the place-to-place migration flows. The o and B coefficients
would be then obtained by adding one unit to the estimated

values of o' and B'.

Note here that the estimate h' can be different from the
value h obtained when estimating the values of the systemic
variables Ci and Dj' It can be shown that the measures of the
systemic variables obtained as indicated earlier are consistent
with (a) a certain value of the parameter h entering the
function expressing the relational terms tij in termsAof the
distance dij’ and also with (b) the estimated wvalues Mij of
the place-to-place migration flows. Thus, the simultaneous
estimation of the o and B8 coefficients from the place-to-place
flows will not be obtained by fitting (15) to the available

data but by fitting the following regression equation:

Mi. K L
1ln ——% = wy + Z u, 1n X * ; vy 1ln Y,
2 k=1 i 1=1 y
d.
i.
J
1 1
+ a' 1n Di + 8' In Cj (16}

where Mij is the matrix of the adjusted (estimated) place-to-
place flows coming out of the measurement of Ci
and D.

]
h is the estimated value of h coming out of the same

>

measurement.

Note that, since (16) requires the knowledge of the estimated

matrix M.lj rather than the observed Mij’ this allows for an

estimation of the o and R parameters in case the available
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migration data are limited to the total migration flows Mi

and M 5 (In these circumstances, a maximum likelihood or an

entropy-maximizing method allows for the derivation of Mij')

To summarize, it appears that the calibration of Alonso's

model requires two successive stages:

In a first stage, the systemic variables involved in
Alonso's model are estimated using one of the
classical calibration methods generally applied to
gravity and entropy models,

In a second stage, the parameters reflecting the
response of migration to éhanges in the systemic
variable are estimated from an appropriate regression

analysis.

Finally, note that the interest of this calibration
method goes beyond the estimation of the systemic variables
and their corresponding elasticities. In effect, this calibra-
tion method attempts to explain place-to-place flows not only
in terms of the characteristics of the origin and destination--
as 1ig traditionally done--but also in terms of the
characteristics of the rest of the system. Thus, with
reference to the case of interregional migration, the method-
ology developed above provides a way to test the influence of
the rest of the system (i.e., the places other than the places
of origin and destination) on place-to-place migration flows.
In particular, this methodology allows one to answer the
problem that some researchers have tried to tackle with

relatively moderate success (see, for example, Alperovich

et al. 1977, Wadycki 1979); namely, the importance of intervening

opportunities in the determination of place-to-place migration

flows.

V. USING THE ALONSO MODEL AS A FORECASTING MODEL

In their review of Alonso's theory of movement, Anselin
and Isard (1978) claim that a critical deficiency of this

theory is its non-dynamic character. However, such a criticism
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appears to be improperly addressed unless there is a divergence
on the notion of what constitutes a dynamic model and what

does not.

For us, Alonso's model is dynamic in the sense that it
allows one to calculate the population of each class in suc-
cussive time periods t, t+1, etc. This property was illustrated

by Alonso himself in his first paper (Alonso, 1973).

In effect the size Pi(t+1) of group i at time (t+1)

is linked with the same group at time t by the relation

Pi(t+1) = Pi(t) + Bi(t) - Di(t) + M.i(t) - Mi.(t) (17)

where Bi(t) is the number of units added to the system in group
i: in a multiregional demographic system, they
would be the number of babies born in region i

between times t and t+1;

D.(t) 1is the number of units in group i disappearing
from the system: in a multiregional demographic
system, they would be the number of deaths occurring

in region i between times t and t+1;

M t) and Mi (t) are the total number of units entering

-
.1
or leaving group i between times t and t+1.

From equation (17), it is clear that the population of each
class 1 in successive times t, t+1, etc. can be obtained once
the various flows on the right-hand side of (17) are determined
for the series of the corresponding time intervals. In fact,
the determination of these flows does not raise any problem.

On the one hand, it is a simple matter to relate the "births"
and "deaths" occurring in group i with the size of the same

group. On the other hand, the total flows of units entering
and leaving group i can be easily calculated on the basis of

the equations shown in the first part of the paper.
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Indeed, if the parameters a and B8 (as well as the Uy and

v, elasticities) are known, the availability of the values

1
taken by the variables X and Y entering the composite

k. 1.
variables v and wj allow; one tojcalculate Di and Cj by
solving iteratively the system of equations (6) and (7). Then,
inserting the systemic variables thus obtained into (1) and
(2) yields the requested estimates of the total number of

units entering and leaving each group 1i.

Thus, Alonso's model appears to be a dynamic forecasting
tools, capable of producing alternative simulations of the future
based on various assumptions regarding the values of the inde-

pendent variables entering the composite variables vy and wj.

VI. AN APPLICATION TO INTERPROVINCIAL MIGRATION FLOWS IN CANADA
(I): MEASURING OF THE SYSTEMIC VARIABLES
The methodology proposed in Section Four for calibrating
the Alonso model will now be illustrated with an application
to the case of interprovincial migration flows in Canada. The
present section reports on the measurement of the systemic
variables, while the next one deals with the estimation of the

model parameters.

The migration data used for the purpose of this illustration
are the data on the total number of families leaving a given
province for another province which are published annually
by Statistics Canada (see Statistics Canada 1977 for a chrono-
logical series of such annual migration figures). Observe that
these data are counts of moves rather than of transitions: if
a family makes several moves across provincial boundaries during
a given year, it appears in the data as many times as the family

moves.

For the purpose of this paper, the annual data were con-
solidated into three sets covering the periods 1961-66, 1966-
71, and 1971-76. The corresponding matrices of interprovincial
flows, each reflecting an annual average over these three periods,

are shown in Table A1 of the Appendix.




-20-

Both the gravity model (11) and the entropy-derived model
(12) were fitted to these three data sets using a nonlinear
least-squares method.6 The problem here was one of finding the

optimal value of h that would minimize the sum of squares

between the estimated and observed values of Mij' This was
solved in an iterative manner as follows. First, we picked
an initial value hO of h (h0 = 0.1 in the case of the gravity

model), and, using Stone's (1962) algorithm already mentioned,
we calculated the matrix M biproportional to the corresponding
matrix of relational terms such that its row and column
sums are equal to the observed total out- and inmigration flows.
Then we increased h0 by a quantity Ah (Ah = 0.1 in the case

cf the gravity model) and, using again Stone's algorithm,
obtained a new estimate of the matrix M. Generally, the

sum of squares of the residuals reLatin; estimate of M was
smaller than in the first iteration. So, we simply i;creased
the previous estimate of h by Ah and repeated the previous
operation until we obtained a sum of squares value greater
than in the preceding iteration. If h, is the value of h cor-
responding to the iteration which sees an increase in the sum
of squares value, such a result means that the optimal value
of h is located somewhere inbetween h1 - 2Ah and h1. Thus,

we repeated the procedure described above, starting with h =

h1 and 2Ah and proceeding with increases equal to a tenth of Ah

until we obtained an increase of the sum of squares value

(for say h = h2). Next, the above procedure was repeated
starting with h = h2 - 2 %% and proceeding with increases

equal to a hundredth of Ah. This was pursued until we
obtained the desired number of significant digits for the
value of h. Table 1 shows the successive values of h and

the square root of the corresponding sum of squares values
obtained in the calibration of the model for the period 1971-
76. Finally, a value of h equal to 0.922 and an index of
model performance equal to 1123.6 were obtained. The cor-
responding matrix of adjusted (predicted) flows as well as
the matrix of the ratios of the adjusted to the actual flows

are shown in Tables A4 and A5 of the Appendix.
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Table 1. Calibration of the gravity model for the period
1971-76: evolution of the square root of the sum
of squares of the residuals with the distance
friction coefficient h.

Vss h Vss

h

0.1 5232.5 0.81 1300.2

0.2 4636.6 :

0.3 4029.9 0.90 1130.7

0.4 3421.5 0.91 1125.7

0.5 2823.4 0.92 1123.7

0.6 2252.5 0.93 1124.5

0.7 1737.1

0.8 1331.4 0.911 1125.5

0.9 1130.7 :

1.0 1204.6 0.921 1123.658
0.922 1123.641
0.923 1123.653

Note that the fit of the gravity model was better than
that of the entropy-derived model (Table 2): model performance

was poorer in the latter case with an index equal to 1656.8.
The figures in Table 2 summarizing the results of the calibra-
tion of the two alternative models for the three periods

available indicate that

(a) The fit of the gravity model improves with time
while no such conclusion can be drawn for the
entropy-derived model,

(b) The value of the distance friction coefficient is
practically the same for the three periods in the
case of the gravity model--its lowest value is 0.916
in period 1961-66 and its highest 0.924 in period
1966-71--while it tends to decrease with time in

case of the entropy-derived model--from 0.865 x 10_3

in 1961-66 to 0.721 x 10°° in 1971-76.
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Table 2. Calibration of the gravity and entropy models for
alternative periods: values of the distance friction
coefficient (h) and the model performance index
(square root of the sum of squares of the residuals).

Period 1961-66 1966-71 1971-76
Gravity h 0.916 0.924 0.922
Model Vss 1825.9 1352.5 1123.6
Entropy h 0.000865 0.000778 0.000721
Model Vv Sss 1734.4 . 1521.4 1656.8

As for the systemic variables resulting from the above
calibration method, their normalized values appear in Table
3 (only the values obtained with the gravity model are
shown). Interestingly enough, the draw and competition variables
take on remarkably similar values, thus suggesting that they are
highly correlated. As a matter of fact, their correlatien

coefficient varies between 0.982 for the period 1966-71 and

0.991 for the period 1971-76. Thus, the rankings of the ten
provinces according to increased values of both Cy and Dj are
roughly similar, and even identical for the period 1971-76.

In this latter period, the typical ranking is as follows:

1. British Columbia 6. Manitoba

2. Newfoundland 7. New Brunswick

3. Ontario 8. Saskatchewan

4. Alberta 9. Prince Edward Island
5. Nova Scotia 10. Quebec

Another interesting result suggested by Table 3 is the
relative invariance of the normalized values of the draw and
competition variables over time, so that the rankings of the
ten provinces according to increased values of D; and Cj for
the other periods look roughly the same. For example, the only
differences that the 1966-71 rankings present with respect to
the onz2 above concern Nova Scotia and Prince Edward Island--
which gain one rank in the D-ranking--Newfoundland, Manitoba

and Saskatchewan--which gain one rank in the C-ranking.




Table 3. Calibration of the gravity model for alternative
periods: normalized values of the systemic
variables Ci and Dj'

1961-66 1966-71 1971-76

s E w B E w B ° W
Province (1) (2) (2) (1) (2) (2) (1) (2) (2)
Newfoundland 0.05668 0.05674 0.99920 0.05614 0.05633 0.9966 0.06608 0.06695 0.9807
Prince Edward Island 0.12659 0.13853 0.9138 0.12536 0.13566 0.9241 0.12083 0.12225 0.9875
Nova Scotia 0.09759 0.09967 0.9792 0.09679 0.10072 0.9610 0.09909 0.10046 0.9847
New Brunswick 0.11737 0.12300 0.9543 0.11623 0.12273 0.9470 0.11236 0.11654 0.9574
Quebec 0.15554 0.14927 1.0419 0.16236 0.15307 1.0606 0.13860 0.14421 0.9346
Ontario 0.06945 0.07066 0.9830 0.06367 0.07216 0.8824 0.07071 0.07114 0.2772
Manitoba 0.10042 0.09565 1.0499 0.09915 0.09368 1.0584 0.10470 0.10135 1.0426
Saskatchewan 0.11628 0.10982 1.0589 0.12763 0.11530 1.1069 0.12782 0.11870 1.1035
Alberta 0.10214 0.09678 1.0554 0.09713 0.09285 1.0461 0.09424 0.09179 1.0522
British Columbia 0.05793 0.05990 0.9675 0.05555 0.05749 0.9662 0.06559 0.06661 1.0034
Coefficient of cor-
relation between

0.9891 0.9821 0.9906

D. and C.
1 J

_EZ_
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Following the above observations, two comments are here
in order. First of all, the similar values taken in each
province by the systemic variables may appear to contradict
the interpretation of Alonso's systemic variables as acces-
sibility measures in terms of attractiveness and repulsion.
In effect, as a consequence of such an interpretation, we
would have expected these variables to be correlated negatively
rather than positively. Our result can be contrasted with the
evidence provided by Vermot-Desroches (1979) whose calibration
of Cesario's versions of models (11) and (12) (see Cesario
1974 and 1975)7 to the interregional flows by rail of petroleum
products in France leads to values of the systemic variables
conforming with our a priori expectations. Actually, the
different results obtained by Vermot—Desroches and ourselves
can be simply attributed to the balance differences existing
in the spatial interaction patterns observed. On the one hand,
the negative correlation obtained by Vermot-Desroches follows
from the asymmetric interaction pattern he deals with. On
the other hand, the positive correlation here is simply the
consequence of the highly symmetric pattern of interregional
migrations, a fact well-known to students of migration since
Ravenstein (1885) observed that "each main current of migration

produces a compensating counter-current".

The second comment we would like to make here concerns
a possible interpretation of the ranking order of the ten
Canadian provinces according to the values of the systemic
variables. Actually, it turns out that this ranking is akin
to the ranking of the provinces according to increasing values
of their total out- and inmigration rates, or of the sum of

Q
these” (see Table 4).

The only major difference concerns the position of Quebec
which is at the bottom in the former list and at the top in
the latter. The other but minor differences appear to be the
reverse order in which Ontario, Newfoundland and British

Columbia are to be found and the two-rank gain of Manitoba.
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Table 4. Migration propensity index during the 1971-76 period.

Province Index Value Ranking
Newfoundland 6.96 3
Prince Edward Island 11.21 10
Nova Scotia 9.06 5
New Brunswick 9.18 6
Quebec 2.75 1
Ontario 3.75 2
Manitoba 9.54 8
Saskatchewan 10.95 9
Alberta 9.25 7
British Columbia 8.34 4

Are there any obvious reasons accounting for those dif-
ferences? A positive answer to this question will in fact
be obtained in the second stage of the calibration of the

Alonso model, which is the object of the next section.

VII. AN APPLICATION TO INTERPROVINCIAL MIGRATION FLOWS IN
CANADA(II): ESTIMATING THE MODEL PARAMETERS
Once the systemic variables have been estimated, the
next stage in our calibration of the Alonso model to the case
of interprovincial migration in Canada consists of estimating
the model parameters, i.e., the elasticities o and B of the

systemic variables D, and Cj respectively.

In accordance with the principles set fourth in Section
Four, this estimation is based on a regression analysis in
which the independent variables include the variables tradi-
tionally used in regression analyses of migration flows (for
an extensive survey of the determinants of migration, see
Greenwood 1975) as well as the two systemic variables proposed

by Alonso in his theory of movement.

In a first step however, we perform a classical regression
analysis--i.e., in which we ignore Alonso's systemic variables--

whose objective is to allow, by comparing its results with
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those obtained from the more complete regression analysis,
a better assessment of the importance of the systemic variables
in the migration decision in Canada. The explanatory variables

used in the course of this analysis are for each province:

The size of this population P
Its unemployment rate U

. 10
Its weekly wage rate (in real terms) W

In each of the three periods studied, the population size
variable 1is taken as the arithmetic average of the observed
populations at the beginning and end of the period whereas the
socio-economic variables are taken as equal to their values
observed in the starting year of each period (see Table A3 of

the Appendix for the actual values of the variables considered).

The first observation made is that, regardless of the
independent variable chosen (total outmigration flow, total
inmigration flow, or place-to-place migration flow) or the
observation period examined, the estimation of reasonably
specific equations consistently leads to large residuals in the
case of migration flows originating from or ending in Quebec.
Thus, we add to the set of explanatory variables a dummy
variable X, normally equal to zero but taking the value 1
if the corresponding migration flow originates from or ends

in Quebec.

When attempting to explain the total migration flows
entering and leaving each province in terms of the four
explanatory variables P, U, W and X, we note in both cases that
the regression coefficients of the population variable as well
as of the dummy variable are highly significant. In particular,
the negative sign of the dummy variable coefficients indicates
the existence of a lower propensity to move into and out of
Quebec: it can be attributed to its linguistic peculiarity
(see Termote and Frechette 1979). By contrast, the two socio-
economic variables perform poorly. For example, for the period
1971-76, they appear to have the wrong sign in both the out-

and inmigration equation: however, the coefficient of the
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latter variable is not statistically significant. Can we
explain the poor performance of these socio-economic variables?
On the one hand, the result concerning the wage rate variable
can be attributed to a high colinearity with the population
variable (in effect the coefficient of correlation between

the population and the wage rate variables is equal to .83).

On the other hand, the result concerning the unemployment

rate might just be another manifestation of the evidence that
high unemployment rates do not necessarily imply higher out-

migration and smaller inmigration (see Greenwood 1975).

The first two equations of Table 5 show the "best" regres-
sion equations obtained in the case of the 1971-76 out- and
inmigration flows. (The socio-economic variables behaving
unexpectedly have been removed from these equations except
for the unemployment rate in the first equation. We will see

later on why-)

Of course, another good reason for the poor performance
of the unemployment variables might be that the above
analysis of the total migration flows is based on too few
observations (ten in each case). Thus, we might expect to
obtain better results if we analyze the place-to-place flows

for which we have 90 observations.

For each of the three periods studied, it turns out that
the main factors explaining those flows are distance and size
of the population at both the origin and the destination. 1In
all cases these variables have t-values having an absolute
value no less than 9. As for the coefficient of the distance
variable, it is found to be in close agreement with the value
h of the distance elasticity obtained in the first phase of
this calibration effort. For the period 1971-76, the "best"
regression equation yields a distance elasticity equal to
.978, whereas the biproportional adjustment method of the
preceding section produced a value of .922. Also highly
significant are the dummy variables at the origin and destina-
tion. The somewhat higher values of their coefficients with

respect to their values in the total migration equations




Table 5.

1971-76.

"Best" regression equations explaining the variations
of the total and place-to-place migration flows without
inclusion of the systemic variables,

log M; = 4.10899 + 0.75437 log P; - 0.54472 log U; = 0.67877 X,
(9.88355) (-1.84168) (-2.40891)
R® = .98207 F = 54.27 m = 8.36862 S.E = 0.21724
log M, = -2.86038 + 0.61509 log P, + 1.44387 log Wy - 0.95339 X,
(3.76280) (1.19446) (~2.61823)
RZ = 0.96568 F = 27.65 m = 8.38349 S.E = 0.28340
log M, = -6.75498 - 0.97792 log d;; + 1.07128 log Py + 0.88157 log P,
(-16.29123) (19.42104) (9.79035)
+ 0.44755 log U + 0.67455 log Wy - 1.88206 X; - 1.84221 X,
(2.10162) (1.53610) (-9.21852)  (-9.19337)
R® = 0.95865 F = 132.93 m = 5.45587 S.E = 0.46469

_8Z_
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indicates that the aforementioned peculiarity of Quebec does

not solely reflect a comparatively smaller impact of Quebec's
characteristics on the migration process, but also a comparatively
higher effect of distance in the case of a move originating

or ending in Quebec.

An immediate consequence of the latter result is that
the estimation--in Section Six--of the systemic variables D
and Cj was probably incorrectly performed owing to a relative
underestimation of the relational terms concerning the
migration flows originating or ending in Quebec; whence the
extreme positions taken by Quebec in the two ranking orders

of the provinces considered in the previous section.

As for the socio-economic variables, they do not appear
to perform much better than in the case of the total out- and
inmigration flows '‘even though, in the case of the 1971-76
period, the coefficient of the unemployment variable relating
to the origin now appears to have the correct sign and a
relatively high t-value (see third equation of Table 5). The
same result is not obtained in the case of the other two

periods.

Now including the systemic variables among the independent
variables of the total migration equations, we note (see Table
6) few changes in the performance of the various variables.

As far as the period 1971-76 is concerned, the comparison of
the first two equations in Tables 5 and 6 simply reveals the

following.

The coefficient of the unemployment rate variable
now has the right sign and is significant in the

outmigration equation.

The coefficients of the dummy variables are much

higher in size.

As for the systemic variables, their coefficients are
positive as one would normally expect. But, whereas the draw
varianle coefficient is significant in the outmigration equation,
the competition variable coefficent is not significant in the

inmigration equation.
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With regard to the place-to-place migration flows, let us

~

recall that the appropriate dependent variable is NES] ‘

i.e., the ratio of the corrected (estimated) migration flow
from province i to province j to the value of the relational
term tij for the estimated value ﬂ of the friction coefficient.
The results obtained (see for example the third equation of

Table 6) confirm some of the results found earlier.

The two population variables and the two dummy variables
are highly significant.

The socio-economic variables perform poorly: in the
case of the 1971-76 period, the unemployment variable

of the origin is not significant any longer regardless
of whether or not it is used in the presence of the wage

!

rate variable of the destination.

More interesting however is the finding that the coef-
ficients of both systemic variables are positive and highly
significant. In the case of the 1971-76 period, their values
lead to estimates of the o and 3 elasticities equal to 0.486
and 0.300, respectively which are broadly similar to those
suggested by the total migration equations (0.524 and 0.302,

respectively) .

As a digression, note that the value of the population
size coefficient at the origin appears to be less than 1,
i.e., the migration flows out of each province are not
proportional to the size of that province's population but
rather to a power function of this size where the exponent
takes a value less than one. The interest of this observa-
tion is that it suggests clearly that the minor differences
observed in the ranking orders of the Canadian provinces
according to their migration propensities and according to
their systemic values (differences which concern provinces
varying as much in size as British Columbia, Newfoundland and

Ontario) were simply due to a size effect.
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At this stage, let us again point out the poor performance
of the socio-economic variables in the regression analysis
of the total and place-to-place migration flows in Canada.
We suggest that the main reason for such a finding is the
small number of spatial units considered, with the consegquence
being the small variation of the socio-economic variables
across provinces: for example, the ratio of the standard
deviation to the mean in the case of log W is less than 3

percent.

In view of the above evidence concerning the socio-economic
variables, we may wonder whether we would obtain significantly
different results if we ignored these variables performing a
regression analysis of the total and place-to-place migration
flows. Indeed, we have performed such an analysis for each
of the three periods, 1961-66, 1966-71, and 1971-76, the
results of which are reported in Tables 7 and 9. It turns out
that we obtain for the remaining variables results similar to
those derived in the presence of the socio-economic variables.
For example, compare equations in Table 6 and 9 which display
corresponding regression equations for the period 1971-76

with and without inclusion of the socio-economic variables.11

As a consequence, the equations shown in Tables 7 through
9 can be used to assess the importance of the systemic variables
during each of the three observation periods considered.

First, observe that, from one period to the next, the
coefficients of the systemic variables in the out- and in-
migration flow equations tend to become less significant at
the same time that their values decrease toward zero: the
impact of the system on the total migration flows out of and

into each province tends to diminish over time.

By contrast, the coefficients of the systemic variables
in the place-to-place migration flow equation tends, from one
period to the next, to become more significant as their values -
move away from zero toward one. The impact of the system on
the spatial pattern of migration flows tends to increase over

time.
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Table 9. Regression equations explaining the variations of the
total and place-to-place migration flows when ignoring
economic variables, 1971-76.

log Mi. = 3.28402 + 0.89698 log Pi + 0.48560 log Di - 1.27919 Xi
(11.32011) (1.78478) (-3.72669)
R2 = .98166 F = 53.03 m = 8.36862 S.E = 0.21967
log M.j = 3.25503 + 0.81431 log Pj + 0.21702 log Cj - 1.31049 Xj
(7.12802) (0.52903) (~2.51825)
R2 = .95929 F = 23.07 m = 8.38349 S.E = 0.30820
log —2% = 2.74111 + 0.89642 log Pi + 0.81546 1log Pj - 0.51804 log D,
dij (25.36361) (22.44143) (-4.26690)
- Q.7755u log Cj - 1.27623.Xi - 1.31716 Xj
(-5.94413) (-8.33151) (=7.95757)
R2 =

.97860 F = 312.90 m = 12.28143 S.E = 0.29228

—-SE_
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In fact, the two above observations are in total agree-
ment--they reflect the consistency existing in Alonso's theory
of movement between place-to-place and total migration flows--
and lead to consistent estimates of the o and 2 parameters
which are shown in Table 10.12 (Note the o parameter is

consistently higher than the B parameter by .2 to .3.)

Table 10. Estimated values of the a and B elasticities for
alternative periods.

Period o B

1961-66 1.0 0.8
1966-71 0.7 0.3
1971-76 0.5 0.2

On the basis of the above evidence, it thus follows that,
since the early sixties, the total migration out of or into
Canadian provinces tends to be influenced less and less by the
conditions prevailing in the rest of the country. (Note that
the concomitant result concerning the place-to-place migration
flows is to be accepted with more caution since, as mentioned
above, it is the reflection of the internal consistency of

Alonso's theory.)

CONCLUSION

In this paper, we have indicated how the observation
that Alonso's theory of movement relies on a standard model
of spatial interaction allows for the estimation of the systemic

variables entering in its specification.

The application of the method to the case of Canadian
interprovincial migration has revealed that the two systemic
variables were taking on similar values owing to the rather
symmetric pattern of the observed matrix of interprovincial

flows. The relative values of these systemic variables across
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provinces were shown to be primarily affected by the migration
propensities of each region--up to a size effect--at the same
time that changes in socio-economic conditions were found to

have a relatively small role in the migration decision.

It is suspected, however, that the above results are
essentially due to the relatively small number of spatial
units considered in our Canadian application. It is thus
recommended that the methodology proposed above be applied to
a more disaggregated spatial level before drawing some general
conclusions on (a) the role of Alonso's systemic variables
and (b) the role of changes in socio-economic variables in the

decision to migrate.




APPENDIX
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Table A1. Annual average number of family moves, 1961-66;
1966~71; 1971-76. |
A - 1961-66
to Total
from 1 2 3 4 5 6 7 8 9 10 outmigration
1. Newfoundland 24 231 95 171 669 28 15 39 45 1317
2. Prince Edward
Island 17 143 100 39 238 17 7 26 24 611
3. Nova Scotia 214 167 628 460 1952 112 48 137 341 4059
4. New Brunswick 90 91 579 750 1329 99 24 99 118 3179
S. Quebec 183 35 378 603 4307 228 97 263 407 6501
6. Ontario 366 165 1244 959 4225 1429 559 1255 1697 11899
7. Manitoba 31 16 107 79 289 1604 861 849 959 4795
8. Saskatchewan 12 6 36 24 100 633 903 1823 1038 4575
9. Alberta 37 19 111 72 290 1378 663 1259 3175 7104
10. British .
Columbia 28 21 253 74 333 1321 492 579 2178 5279
Total inmigration 978 544 3082 2634 6657 13431 3971 3449 6669 7804
B - 1966-71
to Total
from 1 2 3 4 5 6 7 8 9 10 outmigration
1. Newfoundland 1s 226 115 165 1053 30 19 52 61 1736
2. Prince Edward
Island 15 137 84 42 231 22 8 30 37 606
3. Nova Scotia 221 151 542 382 1965 126 50 182 368 3987
4. New Brunswick 103 76 566 594 1424 398 34 . 131 172 3198
5. Quebec 178 43 373 629 5826 281 110 414 768 8622
6. Ontario 662 209 1525 1131 3596 1266 541 1515 2479 12924
7. Manitoba 24 21 120 99 31a 1629 798 1051 1346 5398
8. Saskatchewan 13 ) 49 33 103 717 1025 2155 1429 5529
9. Alberta 33 21 136 79 255 1454 628 1179 3777 7562
10. British 39
Columbia 16 252 99 385 1941 652 650 2681 6715
Total inmigration 1288 557 3384 2811 5832 16240 4128 3389 8211 10437
C - 1971-76
=0 Total
from 1 2 3 4 5 6 7 8 9 10 outmigration
1. Newfoundland 24 283 157 158 945 81 15 87 96 1846
2. Prince Edward
Island 22 135 92 26 198 21 7 48 28 577
3. Nova Scotia 258 160 602 276 1488 136 53 253 349 3575
4. New Brunswick 138 106 556 496 989 86 33 157 187 2748
5. Quebec 151 46 351 651 4803 239 68 456 699 74¢4
6. Ontario 1138 282 1749 1366 3804 1488 529 2352 3190 15898
7. Manitoba 58 28 129 99 218 1449 829 1229 1204 5243
8. Saskatchewan 17 8 64 39 65 540 774 2055 1176 4738
9. Alberta 63 35 221 121 269 1587 754 1433 4282 8765
10. British
Columbia 69 23 270 150 423 2059 768 844 3569 8175
Total inmigration 1914 712 3758 3277 5735 14058 4347 3811 10206 11209

SOURCE:

Statistics Canada

(1977) .




Table A2. Values of the regional socio~economic variables used.

New- Prince New
found- Edward Nova Bruns- Saskat- British

land

Island Scotia wick Quebec Ontario Manitoba chewan Alberta Columbia

1. Population - in thousands

1961 458 105 737 598 5259 6236 922 925 1332 1629
1966 493 109 756 617 5781 6961 963 955 1463 1874
1971 522 112 789 635 6028 7703 988 926 1628 2185
1976 558 118 829 677 6234 8265 1022 922 1838 2467

2. Unemployment Rate - in percentage

1961 - - NOT AVAILABLE - -

1966 6.1 7.5 4.8 5.1 4.1 2.6 2.8 1.5 2.6 4.6
1971 8.8 9.5 6.9 6.2 7.3 5.4 5.7 3.5 5.7 7.2
3. Weekly Wage (in real terms) - in dollars

1961 70 53 63 67 79 80 80 79 82 80
1966 8u 6u 77 85 98 95 91 94 99 102
1971 125 87 112 121 137 139 133 131 142 142
4. Per Capita Disposable Income (in real terms) - in dollars

1961 951 942 1271 1189 2137 1934 1697 1666 1701 1783

1966 1365 1357 1722 1698 2117 2573 2286 2272 2398 2442
1971 2212 2105 2635 2656 3169 3899 3457 2980 3467 3483

SOURCE: 1 {1961—1966—1971: Canada Dominion Bureau of Statistics (1968), Statistics Canada (1973)
* 11976 - Figures from the 1976 Census of Canada quoted in Termote (1978)
2. Figures from Statistics Canada (1976) quoted in Termote and Frechette (1979)
3. Termote and Frechette (1979)
4. Termote and Frechette (1979).
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Table A3.

Interprovincial distances

(in miles).

1 2 3 y 5 6 7 8 9 10

1. Newfoundland 900 934 1073 1617 1952 3113 3628 3956 4600
2. Prince Edward

Island 900 174 201 745 1080 2241 2756 3084 3728
3. Nova Scotia 934 174 192 776 1111 2272 2787 3115 3759
4. New Brunswick 1073 201 192 584 919 2080 2595 2923 3567
5. Quebec 1617 745 776 584 335 1496 2011 2339 2983
6. Ontario 1952 1080 1111 919 335 1304 1819 2147 2791
7. Manitoba 3113 2241 2272 2080 1496 1304 515 843 1387
8. Saskatchewan 3628 2756 2787 2595 2011 1819 515 328 1042
9. Alberta 3956 3084 3115 2923 2339 2147 843 328 773
10. British '

Columbia 4600 3728 3759 3567 2983 2791 1387 1042 773

SOURCE: Termote

and Frechette

(1979).
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Table A4. Number of family moves predicted by the gravity model:
annual average for the 1971-76 period.
1 2 3 4 6 7 9 10
1. Newfoundland 36 237 150 676 93 56 187 278
2. Prince Edward
Island 30 152 96 158 17 10 32 ue
3. Nova Scotia 233 179 804 1242 136 78 254 366
4. New Brunswick 134 102 729 966 97 54 176 250
5. Quebec 186 62 408 382 4981 266 140 439 600
6. Ontario 796 223 1488 1276 1536 781 2416 3243
7. Manitoba 110 24 163 128 1535 532 1217 1314
8. Saskatchewan 64 13 91 70 760 518 1957 1152
9. Alberta 155 32 215 164 1703 858 1418 3963
1 British
Columbia 205 41 275 208 2036 825 743 3529
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Table A5. Ratios of the predicted (by the gravity model) to
actual numbers of family moves, 1971-76.

1 2 3 4y 5 6 7 8 9 10

1. Newfoundland 1.497 0.839 0.958 0.833 0.716 1.154 3.740 2.147 2.895
2. Prince Edward

Island 1.363 1.125 1.040 1.403 0.800 0.818 1.401 0.664 1.634
3. Nova Scotia 0.904 1.117 1.335 1.025 0.835 1.004 1.474 1.005 1.047
4, New Brunswick 0.970 0.963 1.310 0.484 0.977 1.124 1.650 1.121 1.339
5. Quebec 1.234 1.346 1.162 0.586 1.037 1.114 2.058 0.963 0.858
6. Ontario 0.699 0.792 0.851 0.934 1.088 1.032 1.475 1.027 1.017
7. Manitoba 1.896 0.864 1.267 1.289 1.014 1.059 0.641 0.990 1.091
8. Saskatchewan 3.780 1.682 1.423 1.796 1.742 1.407 0.669 0.952 0.979
9. Alberta 2.460 0.906 0.972 1.355 0.957 1.073 1.138 0.989 0.926
10. British

Columbia 2.976 1.762 1.018 1.385 0.740 0.989 1.075° 0.880 0.989

_En_
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NOTES

For example, at the 19th European Meeting of the Regional
Science Association held in London in the summer of 1979,
Walter Isard chaired a three-hour panel session which was
entirely devoted to a discussion of Alonso's theory. This
paper develops reflections and ideas presented by the author
at that panel session.

These two variables remain undefined for the time being:
they will be derived later.

The U and vy elasticities are assumed to be independent

of the place of reference for the same reason that the o
and B elasticities were made independent of the place of
reference.
This assumes that the relational term tij is given by a
negative power of the distance term dij' Alternatively,
if tij is given by a negative exponential function of the
distance dij’ the last term of (15) will simply be minus
h'd. ..

1]

The following digression might be of interest to mathematical
demographers. As we will see later on, the population sizes
at the origin and destination are likely to be the most
significant variables entering the composite variables 1

and wj. This suggests the specification of a general model

of place-to-place migration flows
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which encompasses virtually all of the migration models
proposed by mathematical demographers. [This model can be
easily operationalized since (6') and (7') can be easily
solved for wvalues of Di and Cj in an iterative manner.]

The matrix of interprovincial distances (road distances
between the provinces' principal cities) appears in Table
A3 of the Appendix.

The Cesario versions of models (11) and (12) group the terms
concerning both the production (vi and Di) and the attraction
(wj and Cj) zones.

Indeed, if the interprovincial flow matrix M = (Mij) is

symmetric, the C and D indices are identical in each province.

Because the average number of families present in each
province during each period was unavailable, we proxied
the aforementioned rates by migration indices in which the
denominators were taken as the arithmetic average of the
provincial populations at the beginning and end of the
period. The migration index referred to in Table 4 is the
sum of the total out- and inmigration proxies.

Initially, we also used real per capital income (INC),
which we discarded after discovering the high correlation
existing between this wvariable and the wage rate variable.
(Their correlation coefficient is equal to .81.)

This shows that in the case of the Canadian interprovincial
system, place-to-place migration flows can be adequately
represented by a gravity model such as (3')--in which the
masses refer only to the populations at the origin and

the destination--with the single addition of a dummy variable
to account for the specificity of Quebec (a single dummy
variable is sufficient since Xi and Xj in each of the place-

to-place migration equations have similar coefficients).
In his empirical work, however based on a less precise

calibration method, Alonso (1973) estimated a = .3 and B8
= .1 for the United States in the 1955-60 period.
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