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SUMMARY

Some of the most important decisions in agricultural pro-
duction, such as what crops to grow and on how much land, have
to be taken in an uncertain environment of future rain, yield
and prices. This paper aims at modelling the land allocation
decisions of the Indian farmers as an important first step in
developing a model for Indian Agricultural Policy. The approach
adopted is consistent with the basic premise that farmers behave
rationally and that rational farmers react in a way that maxi-
mizes their utility in the contexts of opportunities, uncert-
ainties and risks as perceived by them.

After a brief review of the available approaches towards
estimating the farm supply response, a summary of a few imp-
ortant studies in this connection was provided which are
essentially based on the traditional Nerlovian model.

Nerlovian model, based on adaptive expectations and adjust-
ment schemes is guite general and is applicable for the study
of acreage response even for developing economies like India.
However, there seems to be a serious misspecification involved
in this model as far as the formulation of the price expectation
function is concerned. Nervolian specification does not separate
the actually realized prices in the past into "stationary"
(or expected) and random components, and attaches the same
weights to the two components for predicting expected prices.

This paper deviates from the traditional Nerlovian model
on two counts mainly:
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1. Acreage response to different crops was estimated
using exvpected revenue instead of expected price as
a proxy for expected profits.

2. First, an appropriate revenue (or price as the case
may be) expectation function was formulated for each
crop by clearly identifying the "stationary" and
random components involved in the past values of the
variable, and attaching suitable weights to these
components for prediction purposes. An Auto
Regressive Integrated Moving Average (ARIMA) type model
was postulated towards this purpose and Box-Jenkins
methodology was made use of in estimating these functions.

Almost all the croobs grown in India were considered in our
study. Based on sowing and harvesting periods and also some
important data, an overall substitution pattern among the crops
at all-India level was drawn up. This pattern permits classi-
fication of the crovos into ten groups where the crops in diff-
erent ogroups are usually grown in different soils and/or diff-
erent seasons. The essential data for estimating the acreage
response consists of area, oroduction, yield, irrigation, prices
and rainfall.

The revenue exvectation functions for different crops
estimated as mentioned earlier, were later plugged in the
Nerlovian model and the acreage response equations were estimated.

Later, an area-allocation scheme was formulated so that the
individually estimated areas of different crovs would add up to
the exogenously specified total gross cropped area in the country.

Finally, the estimated equations were all subjected to a

validation exercise to judge the performance of the model; part-
icularly its ability to predict the turning points.
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ESTIMATION OF FARM SUPPLY RESPONSE
AND ACREAGE ALLOCATION
A Case Study of Indian Agriculture

N.S.S. Narayana and Kirit S. Parikh

THE PROBLEM AND ITS IMPORTANCE

Any analysis of agricultural policy needs to deal with the
problem of affecting the supply of agricultural outputs. Not
only the levels of output but also the composition is relevant
for the purposes of policy. Agricultural supply, however, is
the outcome of the decisions of a large number of farmers. How
do farmers decide what and how much to produce? What affects
their decisions? What are the policy instruments that affect
these decisions? It is essential to understand these questions
if a successful policy is to be devised.

An important characteristic of agricultural production is
the time lag involved in it. Outputs are obtained months after
planting operations are begun. Farmers have comparatively
little control after planting has been done to affect the output.

The most important decisions are what crops to grow and on
how much land. These decisions have to be taken in an uncertain
environment of future rain and harvest prices. How do farmers
form their expectations about future prices and how do these
expectations affect their crucial decisions on land allocation?

Our purpose in this paper is to investigate this set of
issues for the Indian farmers. We wish to model the land allo-
cation decisions of the Indian farmers as an important first
step in develooing a model for Indian Agricultural Policy. The
framework of the full model, a computable general equilibrium
type one, was described by Parikh K.S. (1977).



We start with the basic premise that farmers behave ration-
ally, and that rational farmers should react in a way that max-
imizes their utility within the contexts of opportunities, uncert-
ainties and risks as perceived by them. Our approach is consis-
tent with this premise. We estimate our model econometrically
using Indian data from 1950 to 1974. The model essentially
states that farmers' desired allocation of their land among com-
peting crops depends on rainfall and "expected" relative revenue,
of different crops. Moreover, there are constraints which may
restrict the farmers in the rate at which they can adopt to a
new desired cropping pattern.

We have preferred to use expected revenue in place of the
expected prices as not only expected revenue is theoretically
more satisfactory (farmers must observe that in good years prices
fall) but that a lot of uncertainty is also associated with
yields. Expected revenue is used as a proxy for expected profits
as for farmers who operate with a fixed amount of total avail-
able inputs, an amount which is less than profit maximising
input level, maximising profits and maximising revenue give the
same results.

The model developed is suitable for use as a part of a
year by year simulation type price endogenous computable gen-
eral equilibrium model referred to above. A validation exer-
cise is also carried out to test the performance in simulation
of the area allocation system develoved.

The rest of the paper is organized as follows: In section
2, we discuss certain methodological issues. A review of lit-
erature follows in section 3. In section 4, we describe our
experience with the estimation of Nerlovian model on acreage
responses, and then the estimation of crop-revenue expectation
functions based on Box-Jenkins methodology, and the modified
acreage response model. Section 5, deals with the area allo-
cation model. 1In section 6, we describe the validation exer-
cises. A summary and conclusions will follow in section 7.

POSSIBLE APPROACHES TO MODELLING SUPPLY RESPONSES

The modelling approach to supply responses that we have
followed is a two stage one. In stage one which is described in
the present paper, farmers allocate their land to different crops.
This is followed by stage two (which will be described in a
forthcoming vaper) in which given the areas, farmers allocate
the inputs and non-land factors to different crops to maximise
profits. The first stage model is an econometric one and the
second stage model is a programming one.

The guestion is why follow such a two-stage procedure
instead of one in which all allocation decisions of land as well
as of other factors and inputs are simultaneously made?



For the one stage procedure one can consider two broad approaches:
one is to develop a programming model in which area allocation

is internal and the other is to have an econometric estimate of
the output levels themselves as supply functions.

Both these alternatives have certain limitations. A pro-
gramming approach leads to a corner solution in which land gets
allocated to one crop, unless the area allocations are constrained
explicitly or through production functions in which there are
diminishing returns to area devoted to one crop. It is some-
times suggested that explicit constraints on areas prescribed
exogenously are acceptable or even desirable particularly when
there is a large amount of self consumption by the farmers in the
economy. Essentially however, the argument boils down to an
implicit assumption that farmers' area allocation decisions are
so complex as to be non-modellable or that there is so little
choice available to farmers to allocate land to different crops
that the arbitrariness of explicit area constraints is tolerable.
This however, is questionable and needs to be tested empirically.
Even farmers growing food largely for self consumption should
not be insensitive to changing prices and profitabilities. Self
consumption can be viewed as the farmer selling to and buying
from himself and thereby the trade margin on that amount accrues
to the farmer himself. Once this fact is taken into account, a
rational farmer should wish to maximize expected profits, includ-
ing margin on trade for self consumption. Similarly, the per-
verse relationship of marketable surplus to prices (marketable
surplus going down as prices rise)' can be also consistent with
conventional economic theory. Higher prices for his products
make the farmer richer so that he might want to consume more of
his own product. These arguments would suggest that one should
not rule out attempts to model farmers' land allocation decisions
bafore opting for a procedure of ariitrary constraints.

The other alternative way of avoiding corner solutions in a
programming model is to introduce diminishing returns to size of
area devoted to a cron. Empirical estimates of such production
functions are not easy to make and are not generally available.
Moreover, the data required to make such estimates are also not
plentiful. Thus it is a difficult procedure to follow.

An estimation of an econometric output supply function is
unsatisfactory for a policy simulation model. Since only the
final outcome of a number of decisions would get estimated, it
would provide less flexibility in changing certain parameters
in the model. For example, the impact of new high yielding
varieties may be hard to assess in such a framework. In the
two stage procedure we have followed, introduction of a new
variety would only affect the expectations but not the allo-
cation mechanism. Moreover, the two stage procedure also
generates information on the technology selected which is imp-
ortant for determination of income generation in the model.



A BRIEF REVIEW OF LITERATURE ON SUPPLY RESPONSES

Most of the empirical research in the area of estimating
farmers' acreage response is based on either direct application
or minor modification or further extension of the celebrated
work of Marc Nerlove (1958). Nerlove distinguishes three types
of output changes: " (1) in response to changes in current
prices which do not affect the level of expected future prices,
(2) in immediate response to a change in the level of expected
future prices, and (3) in response to a change in the expected
and actual level of prices after sufficient time has elapsed to
make full adjustment possible". 0f these, output changes of the
first type may be very much limited because a sudden change in
the output based on sudden changes in the input/output prices
may be difficult and also because if the change (increase or
decrease) 1is only a short-run phenomenon then such quick and
frequent output changes may turn out to be quite costly. Eence
such output changes (i.e., of the first type) are ignored. That
leaves out the essential ideas of the Nerlovian model that 1)
farmers, over time, keep adjusting their output towards a des-
ired (or equilibrium) level of output in the long-run based on
the expected future prices, 2) current prices affect the output
only to the extent that current prices alter the expected future
prices, and 3) short-run adjustments in the output, which are
made keeping the longterm desired level of output in mind, may
not fully reach the longterm desired level since there may be
constraints on the speed of acreage adjustment. His model is as

follows:

Xé = a  + alpt + aZZt + U, (3.1)
P¥ =8P, + (1 -BP¥_, , O0<B <1 , (3.2)
X =
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where

XE is the longrun desired (equilibrium) acreage of the
crop in period t,

is the actual acreage,

is the expected "normal" price,

is the actual price,

is any other relevant variable (say, rainfall),

s s

is a random residual,

is the price expectation coefficient,

< W O N "o

is the acreage adjustment coefficeint.

Equation (3.2) implies, given that O < 8 < 1, the current
expected price Pt falls somewhere in between the last year's
£-1 and the last year's expected price, Pt—1' That
is to say, the current year's expected price is revised in pro-

actual price P

portion to the difference between the actual and expected prices
during the previous year. If B = 0, the expectation pattern is
independent of the actual prices, and also there exists only one
expected price for all time periods. If B = 1, current year's
expected price is always equal to the last year's actual price.

The restriction O < B < 1 is (1 essential one. The value
of B indicates the nature of the movement of price-expectations
over time as observations of actual prices are made. If B is
either less than zero or greater than one, the price expectation
pattern represents a movement away from the actual price move-
ment especially in a stationary state when the price Pt = constant
for all time periods. This is irrational behaviour as one
would naturally expect that as the same price repeats year after
year the farmers expect the price correctly. It may be noted
that some researchers’ have presented empirical results which do
not satisfy the condition O < B < 1.

Equation (3.3) also implies a similar process of acreage
adjustment. Farmers adjust their acreage in proportion to the
difference between the desired or longrun equilibrium level and

the actual acreage level during the previous period.



Again a meaningful interpretation requires that 0 < y < 1; for
Y < O implies that a farmer allocates less area in time 't' than
that in time (t - 1) while in fact, he desires to have more
(assuming that Xt > Xt-1)’ and vy > 1 implies over-adjustment.

As can be observed from (3.1), (3.2) and (3.3) the longrun
equilibrium and expected variables, are not observable. Hence
for estimation purposes, a reduced form containing only observ-
able variables could be written (after some algebraic manipulation)

as follows:

(3.4) X_ = a By + a;8yP_; + (1 =B+ 1 - )X _; - (1 - 8)

+ oyl - (1 - B0 41 -

Behind the reduced form (3.4) are the hypotheses and
assumptions as described above. It might be possible to arrive
at the same reduced form as in (3.4) probably under a different
set of hypotheses and assumptions. Unless the structural para-
meters are identified and are found to be satisfactory, a good
fit for the reduced form is hard to interpret.

Fisher and Temin (1970) give an example of a reduced form
equation obtainable by different sets of hypotheses. They write
an equation as follows (notation changed and trend variable 't'
added) :

(3.5) X, =

£ al + a,P + aLt + a + U

27 t-1 3 47 ¢=-1 t !

and say that (3.5) may be arrived at in (at least) three diff-
erent ways: 1) (3.5) can be modified and rewritten to express
X, as a function of past prices, which then means that current
acreage is related to past observed prices, 2) farmers conceive
of a desired level of acreage, say Xt knowing Pt—17 but somehow

are unable to achieve that level.




Now, 1if

* = * % * %
Xt al + aZPt-1 + a3t + Ut ’
- = *
Xt Xt—1 u(Xt Xt) + Wt ’ (0O < u < 1) ,

then after substitution (3.5) may be arrived at; 3) i.e., whatever
may be the adjustment ability, farmers take decisions based on
expected price which is formed by observing the actual prices.

If

= g% * Dk *
Xt a¥ + ath_1 + a3t + Vt ’
* o~ . % = -_— %
Pt Pt_1 u(Pt Pt—1) ’ (O <y < 1) ’

then again from these two relations X, can be expressed as a

function of past prices. -

In the cases above, these hypotheses lead to observationally
indistinguishable reduced forms. The Nerlovian case corresponds
to a situation where the latter two hypotheses were made both
together.

There are some estimation problems associated with (3.4),
which need to be mentioned briefly here. Suppose, for a while,
that there is no Z_ variable in equation (3.1) of the system.

t
Then the reduced form becomes

(3.6) X, = aOBY + alByP

£ em1 P (=B + 1 - V)X 4 - (1 -8)

x (1 - v)X + vy[u_, - (1 - B)U

t—1]
Then B - vy (i.e., the product of B and ) can be obtained from the
quadratic equation formed out of the coefficients of X and

X

t-1
t—p Of (3.6) but not g and y separately. Using the estimate
£

o B * v), however, an estimate of 'a,' can clearly be obtained.

1



Hence, even though the adjustment and expectation parameters

B and y are not identified separately the longrun elasticity

with respect to expected price may still be known unambiguously.
This difficulty of parameter-identification cannot be over-

come even by introducing another variable Z_ into the system. As

can be seen from (3.4) such an introductiontyields separate, but
not unique, estimates of B and y. However, by postulating suit-
able expectation pattern, one might be able to solve this diffi-
culty. In the Nerlovian system, farmers have expectations only
about the price-variable. Actually, farmers might have expec-
tations about several other variables simultaneously, for example,
yield, rainfall, etc. Their area-allocation decisions would
follow from all these expectations. Suppose Z, is one such
variable with its expected value as Zt. Now, using the expec-
tation-form of Z{ it might be possible to resolve the parameter-
identification difficulty. This depends upon the exact functional-

relationships of the expectation variables. Suppose that,

* =
2E = 0qfi_q Y axZy o
with
a2 = 1 - a1

Then the corresponding reduced form would be

X, = aOBY + a1ByPt_1 + (1 - B + 1 - 7v)

t Xt—2 + azYa

12¢-1
tasyla, = (V- Bloy)z _5, - (1 - Bla,a,yz, 4

+ Y[Ut - (1 - B)Ut_1] .

In this case it can be shown that there is no parameter-identifi-
cation problem. However, it must be noted that such an intro-
duction of a new variable into the system and the corresponding

expectation function formulation must be justifiable.



Nerlove's basic model has inspired a lot of empirical
research in a number of countries including India during the
last one and a half decades in the area of estimating the
acreage response of farmers to price-movements. We shall now
briefly review the existing literature in this area in regard to
any modifications and further extensions brought over the Nerlove
model. Occasionally we might make some comments about the
estimation problems involved also.

One of the earliest attempts to apply Nerlove-type approach
to Indian data was by Rajkrishna (1963). His model, simply an
area adjustment supply model, includes irrigation, rainfall,
relative price and yield variables. He does not distinguish
between actual and expected prices which implies farmers have
full knowledge of what the prices are going to be’. Dharam
Narain's study (1965) on the impact of price movements on areas
under selected Indian crops is not based on Nerlove-type approach
but on graphical analysis. Since it is not based on econometric
analysis the usual estimation problems disappear but that makes
comparison of his results and approach with those of other
researchers difficult®.

Cummings (1975) writes the reduced form (3.4) in the

following way:

(3.7) (A, = (1 = B)A_ 4] = a By + a;ByP_q + (1 - v)[A _; - (1 - 8)

X A _,] + a2Y[Zt - (1.- 82 _4]

+ylu, - (1 - BUu__,]

He estimates equation (3.7) for a range of specified values of
B and selects that value of B "for which the regression error
sum of squares is minimized". The following may be noted:
1. According to him, the price-expectation coefficient
"can be reasonably assumed to fall within the range
of zero to two". No justification is provided for

assuming B to be greater than one.
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2. To take care of auto-correlation, he employs Cochrane-
Orcutt technique which uses a first-order auto--
correlation scheme on the disturbance terms.

If equation (3.7) was estimated, it means that the following

is assumed to be true:

(3.8) [Uy = (V= B)U._q] = plU_4 = (1 = B)U__,1 + v,

With usual assumptions on Ve and p, equation (3.8) implies a
second-order scheme of auto-disturbance for Uy which is the basic
disturbance term in equation (3.1) of the model. He gives
explanation for neither the second-order auto-correlation scheme
of U_ nor the first-order one as is shown in (3.8).

Madhavan's study (1972) pays an explicit attention towards

deriving the very first equation (3.1) of the Nerlovian type scheme.
He formulates a Lagrangean to maximise farmers' net income:

J = EpiYi - WH(Y , .., Y)
where Yi is the production function for i-th crop and H is the
same for the farm as a whole. Setting the partial derivates to

be zero and imposing the marginality conditions

(3.9) (aYi/axi)/(an/axg) = P%/Pi

1
he derives

(3.10) log Xt = a  + a, log (Pﬁ/P;) + a, log Yi + a, log Y§

+ a, log Xg + Ui ’

4
where Xi = desired acreage of i-th crop, X§ = desired acreage of
j-th crop, and P* and Y* are the expected levels of price and

yields.
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This formulation is interesting as it is a consequence of maxi-
mizing behaviour. He also brings in the competing crops and the
relative yields into consideration. However, when it comes to
expectations, he only assumes current expectations to be last
year's actual values.

The next step in this field of research was the incorpor-
ation of elements of risk and uncertainty into consideration.
In "a case study of four major annual crops in Thailand 1937-
1963" Behrmann (1968) attempts to capture the influences of
variability of prices and yields on supply response functions.
Along with many other variables (e.g. population and malaria
death rate etc.) he brings in the standard deviation of the price
and yield in the last three periods into analysis with an intention
that the standard deviations would give an idea of farmers'’
reaction to risks. However, Nowshirvani (1971) points out that
Behrmann's analysis was an empirical exercise without an explicit
theoretical model. He further points out that Behrmann's
procedure is somewhat unsatisfactory because "the Nerlovian
price expectations model is inconsistent with a changing
variance of the subjective probability distribution of prices".

He develops a theoretical model for farmers' decisions on
land allocation in which uncertainties in prices and yields are
accounted for. Farmers' decisions follow from maximization of
expected utility. Under a set of specific assumptions about
farmers' utility functions, Nowshirvani shows that incorporation
of risk in the analysis of agricultural supply may show a neg-
ative area - price response. Also the natural variability of land
has an effect on the magnitude of this response. As he says,
"if the diversification of cropping is not dictated by the
physical conditions of production but rather by the desire to
reduce risk, stabilization schemes may sometimes be more
effective policy instruments than price in bringing about area
shifts among crops". He also observes that when prices and yield
are negatively correlated, price stabilization leads to income
destabilization which could also lead to reduction in the area

devoted to that crop.
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Nowshirvani does not distinguish between the prices received by
farmers and prices paid by him for the same product. However,
many of his conclusions would seem to be strengthened by this
differentiation.

Two issues, often raised are:

1. What is the relevant variable for characterizing farm

supply response: acreage or farm output?

2. Which price should one use: average, pre-sowing, post-

harvest, or modal or any others?

Nerlov, Rajkrishna, Dharam Narain, etc., all used "area"

and there was not much disagreement about it.
However, when it came to prices, different prices have been used
in different studies. Nerlov used a sort of average price, while
Rajkrishna used post-harvest prices and so on. Rao and Jaikrishna
were mainly concerned with this issue in two of their studies
(1965, 1967) and attempted to see the impact of different prices
on the acreage estimations. In all, they used 21 different com-
binations or sets of different prices in these two studies. It
miyht be difficult to pass a strict rule in favour of or against
using any particular set of prices as being the best in explaining
supply responses..

Whatever prices one might use, Parikh (1972), questions the
validity of the assumption generally made that farmers react
mainly to prices. In a static framework, he argues, prices can
be the major determinant of allocation of land. However, in a
dynamic set-up there are often other factors such as technolo-
gical changes which might equally influence allocation decisions.
In the case of time-series analysis this becomes even important.
Also he says, when one is dealing with individual crops rather
than with aggregate agricultural production it is the relative
profitability which determines the extent of substitution of one
crop for another.

A. Parikh uses relative price as well as yield expectations
(though not a combined relative revenue expectation) and in an
essentially Nerlovian model estimates from the data of 1900 to
1939 the market responsiveness of Indian farmers for commercial

Ccrops.
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In the above discussion we have briefly reviewed some

of the important studies in the existing literature on the

theoretical development of the Nerlovian model in the studies

on the acreage responses especially in developing countries.

From the point of view of estimation there are some points
that need to be made:

1.

A large number of such studies are based on time-series
data. Unfortunately, guite a few of them do not make it
clear whether they took care of auto-correlation or not.

The exact form of auto-correlation in the ultimate

" reduced form depends on the assumptions made on the

nature of the disturbance - terms involved in the original
model, and sometimes the application of Cochrane-Orcutt
technique may not be sufficient.

Some studies accepted the naive expectation model as far
as the price-expectation functions are concerned (i.e.,
Pt = P

t-1)+ This is probably due to the problem of

parameter-identification. In some studies Pt is written
as a distributed lag of past prices assuming that the
lag is known.

Almost all the studies are concerned with the estimation
with regard to an individual crop in isolation. This is
alright if one is interested in 1) only the projection
values of that crop and 2) verifying certain hypotheses
with regard to only that or a related crop. But many

a time these may not be the only cases. More often

than not, the total gross cropped area in a country

or region for particular time-period becomes known
exogenously in advance, but not the precise cropping
pattern. For example, in the limiting cases it becomes
difficult to add more and more area to the country's
cultivable land and hence the total cropped area

becomes scarce. Then one already knows the total
available cultivable land and the problem would be to

allocate this land over different crops.
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In this case the sum of individually estimated cropped areas
should add up to the total available land. It is necessary,
hence, to draw up an allocation scheme and carry out the est-
imations, so that the adding~up requirement is satisfied. Such
an allocation scheme is important especially if an inter-
sectoral study based on large-scale systems is being aimed at.

Towards the end of this paper we present one such allocation

scheme. Before proceeding further let us mention a few points:

1. We believe prices cannot adequately explain the acreage
responses, and it is the revenue relative to that
of competing crops a more appropriate variable for most
of the crops.

2. We first separately estimate the revenue expectation
functions for each crop®. As we have time-series data
we employ Box~Jenkins method in estimating these rev-
enue expectation functions.

3. The crop revenue expectation functions estimated in 2.
will be later plugged in, in estimating the Nerlovian

equations required.

4 ESTIMATIONS
4.1 Indian Crops

Rice happens to be the most growng crop in India. It
accounted for roughly 23% of the total gross cropped area in the
country in 1974. Wheat over time gradually evolved to be the next
important crop closely followed by jowar and then by bajra.
Wheat's total gross cropped area is around 50% of that of rice.
Other important crops are maize, gram, barley and ragi among the
foodgrains and groundnut, rapeseed and mustard, sesamum and
cotton among the nonfood crops. Sugarcane accounted for 1.6%
of the total area in 1974.

Appendix 1 provides data on the substitutable crops for most
of the states in India. Appendix 2 provides data on the sowing,
harvesting and peak marketing seasons of principal crops in India.
As can be observed, the inter-crop substitution pattern generally

varies from state to state.
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This is essentially due to nature of the soils in different states

and also,

people.

at least to some extent, due to customs and habits of

These factors are implicit behind the sowing and harvest-

ing periods of different crops as shown in Appendix 2. To arrive

at an all-India level substitution pattern for crops, the foll-

owing considerations were taken into account:

Based on

of crops

main and competing crops in each state

relative importance of each crop at all-India level
relative importance of each state with regard to crop
at all-India level

sowing and harvesting periods of different crops.
these considerations an overall substitution pattern
for all-India level could be drawn as follows:

rice, ragi, jute, mesta and sugarcane,

wheat, gram, barley, and sugarcane,

jowar, bajra, maize, cotton, oilseeds and sugarcane,
groundnut, rapeseed and mustard, sesamum and other
oilseeds, within oilseeds,

fruits, vegetables, condiments and spices,

rubber,

coffee,

tea,

tobacco.

Based on the above pattern, the crops were classified into

the following groups as shown in table 4.1.
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It may be noted that crops in different groups are usually
grown in different soils and/or in different seasons. However,
sugarcane 1is one crop which covers more than one season and when
ratooned (i.e., sugarcane not planted but allowed to grow from
the stem left in the ground after the first harvest), the crop
can cover more than one vear.

The following specific points may also be noted:

1. As can be noted from Appendix 1, sugarcane (group 9)

competes with most of the crops in groups 1,2 and 3.
However, sugarcane may not be the main competing crop
for some of them. In our analysis, computation of
relative revenue for each crop, as can be seen later,
is done with respect to its two important competing
crops only.

Nevertheless, to account for such speciality of sugarcane,
an attempt was made to find out the affect of increasing the
irrigation facilities for sugarcane (which might result in
increasing the yield and hence revenue) on the acreage-response
of each crop in groups 1,2 and 3.

2. Oilseeds (group 4) compete with maize, baira etc.,
(group 3), but since group 4 has a total area which is
much smaller than the total area of group 3, the com-
petition in the reverse direction may not be too dom-
inant.

3. Except for those mentioned in 1. and 2., there are no
other inter-group substitution possibilities at all-India
level.

4. The residual components in the first 3 groups contain
small millets and pulses. These however, do not greatly

compete with the other crops in the respective groups.

4.2 Our Experience with Nerlovian Model
We began our estimation exercises by applying the Nerlovian
model as such. The set of variables in our analysis is as follows:
Aigt’ Pigt’ Yigt’ Rigt : Area, wholesale price index, yield/ha
and rainfall index of i-th crop in

group g in period t.



t
%
nlgt - Pigt ) igt
nk1-g-t and r[k2-g-t
Igt
IGt
Ist
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refers to time period
refers to desired or expectation
values

revenue of ith crop in group g

revenues of competing crops (k1 and k2)
total irrigated area of all crops in
group g

total irrigated area in the country

irrigated area of sugarcane

The model, first tried, had the following equations:

(4.2.1) Aigt =aj t a1H§gt aZRigt + a3Hi1gt + aunﬁth + U

(4.2.2) H3".gt Ht-g(t—1) B(Higt—1 - Hfgt-1) !

(8.2.3) TEige = T1ege-1) = Blxige-1 ~ T1ge-1!

(B.2.8) TEoge = TRoge-1 Txagt-1 = T2ge-1]

(4-2.5)  Rjgp = Bigp-1 = YIBYgp ~ Bigeq] - U

which give a reduced form

(4.2.6) [y - (1-B)A; 4 4 3oy + ayBylly 4 + (1-7)

[Aigt_1 Aigt_2(1-8)]

+ayy[Ry = (1=B)Ry ¢ 4]
*oaghy c Mqgeoq!
+
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To start with, we assumed the price-expectation coefficient to be
the same for main crops as well as competing crops. Another
assumption that needs to be noted is the specification of the
disturbance term which is primarily to facilitate application

of readily available techniques to take care of auto-correlation.
The assumption of the same price expectation coefficient for all
the competing crops implies that the equations for these crops
should be estimated simultaneously. This is what we had intended
to do. Nonetheless, we did make separately an estimate for each
crop to see how the model behaves. However, we ran into trouble.
The estimation of the reduced form (4.2.6) of the equations
(4.2.1 to 4.2.5) was carried out for a range of specified values
of B. We scanned out the range O < B < 1 and observed the high-
est R-bar square. We were somewhat disappointed by our results.
We observed that the highest R-bar square was always associated
with B = 1 almost in all crops. The values of R-bar square

were of course highly attractive in most of the cases. One could
perhaps have accepted such estimates if B were to be equal to

1.0 in some of the crops but not in all. But when it happens

for all the crops, our estimates became questionable in spite

of high R-bar square. This result does not seem to be a quirk

of the estimating procedure such as a monotonicity of the likeli-
hood function with respect to B because estimates obtained in
such a way by Cummings do not show the same rigid pattern of

B always taking a corner value of the possible range®.

Acceptance of these estimates would have automatically
meant that farmers in India have only naive expectations.
However, we believe this cannot be the case with all farmers of
all crops.

The above difficulty could not be overcome even by alter-
native specifications involving prices, trend variable and
logarithmic values of the variables and so on. Let us refer
back to the Nerlovian price expectation formulation:

P

f=F8P .y + (-B)PE_,

which is a first order difference equation.
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The solution of this equation is

t
_ t t-1 |
P¥ = H(1-8) " + Z B(1-B) P,

where H is a constant. Under certain assumptions made on initial
conditions etc., this can be rewritten as:

g(1-g) " " Phq

0

*
Pt

Il ot

A

That is, the expected "normal" price is a weighted average of
past prices. Now, suppose, the relation between actual and

expected prices at period t is: P, = Pg + W, where W, com-

prises of all the random shocks and disturbances etc. Now,

p g(1-g)t 2

0

Il ot

t
Py

implies that the weights attached to the (expected) price-

value and also the random-disturbances are the same in each

period. This obviously cannot be the case for a meaningful

expectation notion.

Clearly, the revenue expectation equation needed to be
formulated differently. Presence of a secular trend in the
revenues could lead to a result where B would seem to exceed 1.
If expectations reflect secular trend in relative revenues, it
would seem reasonable to assume that farmers observe the levels
of prices and revenues overtime, and especially also are aware
of any random shocks, which may be of short-run nature, that the
variables were subjected to. The future expected price or
revenue should adequately account for this process of movement
and occasional random shocks.

A more satisfactory model seemed to be an ARIMA type model’ .
Box and Jenkins have developed a satisfactory econometric
methodology to estimate a model to forecast the value of a
variable by being able to identify the stationary and random

components of each past value of it.
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Their methodology involves a) identification of an
"appropriate"” model to suit the time series based on the auto-
correlation and partial auto-correlation functions, b) fitting
the identified model to the time series using the likelihood
function to yield maximum likelihood estimates of the parameters,
c) a diagnostic check, on the basis of certain stationary
conditions and Chi-square tests, to verify whether the identi-
fied model is adequate for representing the time series. We
postulate a Box-Jenkins model for the independent estimation
of crop-revenue expectation functions first. These functions
would later be plugged in the acreage allocation and adaptation

scheme; and acreage-response functions are then estimated.

Estimation of Crop Revenue Expectation Functions
In this section we present the estimates of revenue expec-
tation functions based on Box~Jenkins methodology®’. A time
series constituting a discrete linear stochastic process of {Xt}

can be written as:
(4.3.17) Xt = p + woet + w1€t-1 + wzet—Z + ... +

where sz are the weights attached to random-disturbances of
different time periods. 1y is a constant that determines the

level of the time series process. If a given time series is
stationary it fluctuates randomly about a constant mean. If it

is not stationary it does not have a natural mean. If (4.3.1)

1s a convergent sequence then the process is said to be station-
ary and if it is a divergent one it is said to be non- stationary.
Some non-stationary time series can be reduced to stationary
series (which are then called "homogenously non-stationary",

before reduction) by applying an appropriate degree of differen-
cing 'd' on the original series.
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V, the differencing operator and B, the backward shift

operator, are defined as follows:

d _ d
where
n —
B Xy = Xen
Then a stationary series {Yt} = {Vd Xt} can be obtained from a
non-stationary series {Xt}. A "parsimonious" approach towards

estimation requires rewriting the sequence (4.3.1) as an equation
containing on r.h.s. only a finite number of lagged dependent

variables 'p'

and moving average variables 'q'. Then, a
Box-Jenkins Auto-Regressive Integrated Moving Average Process
(ARIMA) can be written for a time series {Ht} as:

(4.3.2) M = ¢ M o+ ¢, 5 + 050l o+ ..+ u + 8w

t-1

+ 62w + 63w + ... +

t-2 t-3

where Wy is the white-noise or random disturbance in period t.
(4.3.2) is the ultimate equation to be estimated in which the
number of parameters depends on the values of p,g and the
degree of differencing d. Henceforth in this paper, those
ARTMA schemes that we estimate are indicated as p,q,d, in that
order. For each crop we applied the following ARIMA schemes

to estimate’ TI. = (P

igt igt - Y ) as a function of past

igt
revenues and white-noise (random disturbance) values in the

form of (4.3.2):

(p,q,4): (1,1,0), (1,2,0), (2,1,0), (1,1,1), (1,2,1), (2,1,1).

Of these six schemes, the best one was selected on the basis of a
diagnostic checking consisting of: ‘
1. stationary conditions of the series,

2. Chi-square test on the residual auto-correlations.
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The selected schemes, the results of the estimates and the
Chi-square values based on the residual auto-correlation are
presented in Table 4.2,

Each of these estimated equations show a stationary process
for the seguential values overtime of a variable under consider-
ation. These estimations provide the appropriate weights to be
given for the past values of the stationary and random components
of a variable. The farmers' expected normal revenue will be
(subscripts for the crop dropped):

(4.3.3) TF =T, - w, = o0 4 + ¢,01 5 + $all 3+ -oc + W

*
t t t

+ 61wt_1 + ezwt_2 + 63wt_3 + ... +
The values H% from (4.3.3) will now be used in re-estimating

the Nerlovian model presented in the next section.

4.4 Estimation of the Acreage Response Model
While re-estimating the model, some additional modifications
were also made to the equations presented in section 4.2.
1. Instead of treating the revenues of the main and com-
peting crops as separate variables, we introduced only

one variable Zigt defined as follows:

i T - /2
(4-5.1) Zigt T Higt/(HK1'g't sz.g.t)

or

~ ~ ~

]
Tigt/7 Meage * Mreoge!

where



Table 4.2. Box-Jenkins ARIMA-Process schemes and results of expectation function estimations.

Ty = P9Teaq ¥ ¢2ﬂt—2 03Ty 3 oty t-1 * eZwt-2 T X2 ) gz;zgggirzugg—ggirel—

ations
w, = White noise in time t
Variable (r,) (ARIMA) o, 5, b . 0, 5, 01972 91973 Y1975 X
Scheme

1 Bajra Price 110 0.9364 8.0810 -0.7367 31.65 49.58 13.00 6.99
2 Bajra Yield 120 0.8473 0.0547 0.1092 0.5128 0.452 0.332 0.540 8.21
3 Barley Revenue 121 1.2735 -0.2735 0.9288 -1.4495 16.604 74.763 0.00 4.31
4 Sugarcane Revenue 111 O.4641 0.5359 -0.8154 284.605 -14.462 Q.00 7.45
5 Cotton Revenue 121 0.5718 0.4282 0.4374 -0.7503 - 4.444 18.277 0.00 6.29
6 Groundnut Revenue 211 0.0613 -0.0497 0.9884 -0.2528 -14.074 153.892 0.00 3.77
7 Gram Revenue 121 0.7787 0.2213 0.2960 -0.6019 71.154 - 5,263 0.00 6,39
8 Jute Revenue 121 0.6927 0.3074 -0.1676 0.3014 13.143 -68.96 0.00 5.98
9 Jowar Revenue 121 1.6994 -0.6994 0.3521 -0.7676 36.258 44.130 0.00 5.76
ARIMA Process: Autoregressive Integrated Moving-average Process
Scheme Nature of ARIMA Process. The numbers representing the process are written in the

order of P, Q,

D where P =

number of autoregressives.



Table 4.2,

Box-Jenkins ARIMA-Process schemes and results of expectation

function estimates.

M = 0qTgq b 0pTe_, * gT g b+ Biu L+ Bpwe o+ we X = Chi-square on the
residual auto-correl-
ations
we = White noise in time t
Variable (“t) éARIMA) ¢, ¢ ¢4 U 8, 0, Wig79  ©1973 1974 %2
cheme
10 Mesta Revenue 120 0.8447 65.7772 0.2742 0.0349 89.186 10.514 105.782 9.30
11 Maize Revenue 111 0.6019 0.3981 -0.2145 61.995 123,436 0.00 5.77
12 Maize Price 121 1.7914 -0.7914 0.3660 -0.6225 49,023 65.896 0.00 5.71
13 Maize Yield 120 0.9719 0.0264 0.9729 -1,2282 - 0,018 - 0.048 - 0.041 8,97
14 Rice Revenue 111 0.8705 0.1296 -0.9236 65.422 9.374 0.00 7.87
15 Ragi Revenue 111 0.4856 0.5144 -1.4122 55.297 36.927 0.00 5.02
16 Rape & Mustard
Revenue 211 0.0069 0.2066 0.7866 -0.4297 27.818 39.435 0.00 9.12
17 Sesamum Revenue 211 0.5887 -0.4238 0.8351 -0.4254 6.685 17,001 0.00 6.67
18 Tobacco Revenue 121 0.2405 0.7595 -1.2292 -0.9618 8.465 32.876 0.00 5.72
19 Wheat Revenue 211 0.2497 0.4024 0.3480 -0.7508 8.749 234,803 0.00 3.06

= No. of moving averages and D = Degree of
nonstationary" series stationary.

differential applied to make the original "homogeneously

A constant which is equal to the mean of the series if D = O.
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Zigt gives the revenue of crop i relative to the competing

crops k1 and k2 computed on the basis of either geometric or

arithmetic average; and (") denotes the estimated value obtained
from the Box-Jenkins exercise.

2. We also introduced different combinations of the vari-
ables, defined already in a previous section, (Igt/IGt),
(Ist/IGt) and (IGt)'

3. The model was specified in a multiplicative way as

into the system.

follows:
(4.4.2) At =g ¢ (23 0% (Ry %2 (Igt/Ig )73 (Ist/I )%
C (I )5 e v
(4.4.3) 2% . = 2; . as defined in (4.4.1)
(o4.4) Ayo= (A )" (Aigt_1)1—Y

Substitution after taking logarithms yields the following

reduced form equation:

= a1 _
(4.4.5) Log Aigt = aJjy + (1-y) log Ai +oa,y log Zi

gt-1 gt

Igt
+ ayy log (T——J

+ a,y log Ri o

gt
.
+ a,y log (Ist/IGt) + agy log (IGt)

+ v log Vt ’

where

U, = log V_ is normally distributed as N(o,oz).

t t
While estimating equation (4.4.5) some essential points

must be borne in mind”:
1. As the data used are of time-series there can be a

possibility of auto-correlation.
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In such a case application of the OLS would give unbiased est-
imates, but the sampling variances may be underestimated.

2. The presence of the lagged dependent variable on the
right hand side (in the absence of the auto-correlation)
leads to only consistent estimates which can be bhiased
in small samples. However, the combination of both
1. and 2. yields not even consistent estimates if OLS
is applied.

3. If the disturbance term and the dependent variable in
equation (4.4.5) are correlated, it means that the dis-
turbance term is correlated also with (at least) one of
the explanatory variables especially under auto-correla-
tion, which again gives biased estimates in small
samples.

4. Moreover, under such circumstances the conventional
Durbin-Watson test cannot be relied on, to test for
auto-correlation. Though the presence of three or
four exogenous variables (like rainfall, relative
revenue, irrigation and so on) other than the lagged
dependent variable on the right hand side helps reducing
the asymptotic biases of the estimates in such cases'',
we decided to allow for auto-correlation outright. A
first-order auto-correlation scheme was assumed and in
the beginning we used Cochrane Orcutt technique in
estimation. However, we suspected that this technique
might be yielding only the local optimum at least in
some cases'’. Hence a scanning technique is preferred
to Cochrane Orcutt technique for estimating the auto-

pU

correlation parameter p in U + €,_. Equation

(4.4.5) was estimated for Motvalueg ;f 0 Eor each crop,
over a range of -1.00 < p < 1.0 with a step size of 0.05
and observed the highest R-bar square.
Interestingly, however, for many of the crops the estimate of
p turned out to be zero, implying Ut and Ut—1 are not correlated
in which case the problem mentioned in 3. above also may not be
there. One explanation for this might be due to the presence
of estimated revenue term rather than the actual revenue term

as one of the explanatory variables on the right hand side.
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Data: Most of our data were taken from several volumes of
the "Estimates of Area, Production of Principal Crops in India"
of Directorate of Economics and Statistics Ministry of Food and
Agriculture, Government of India. These essentially cover data
on area, production, yield and irrigation area, Price data were
collected from the Office of the Economic Adviser, Ministry of
Industrial pevelopment. Rainfall data corresponding to each crop
separately were obtained from Ray (1977).

Equation (4.4.5) was estimated'’ for some selected
crops in the groups. We obtained acceptable results for
rice, wheat, groundnut, sugarcane, and tobacco at the very first
instance.

For the crops ragi, jute, mesta, gram, barley and sesamum
the results became acceptable only when their relative areas,
relative to some other crops in the group, were estimated instead
of areas. That is ragi/rice, jute/ragi, mesta/ragi, gram/wheat,
barley/wheat, sesamum/groundnut and rape and mustard/sesamum
were estimated instead of the areas under ragi, jute, mesta,
gram, barley, sesamum, rape and mustard. In these cases Aigt
in equation (4.4.5) represents such relative areas (i.e., Aigt

is replaced by A, meaning area of i-th crop relative to

1gt/Ajgt
that of j-th crop in group g.

The results of estimation were presented in table 4.3. As
can be observed, for all the above crops (i.e., jowar, bajra,
maize and cotton excepted) the coefficients of the revenue terms
are positive. These are significant at 5% level for jute, mesta,
wheat, barley, rape and mustard, sugarcane and tobacco. This
significance varies between 10 to 20% level for rice, ragi,
cotton and sesamum crops. However, these coefficients for gram
and groundnut were not significant even at 20% level. The result
that groundnut acreage response to revenue was insignificant
is somewhat perplexing especially because it is a commercial crop.

Coming to the coefficients of (A ) term, i.e., (1-Y)

where y is the adjustment parameter, igtc;n be explained as
follows:
1. If (1-y) is significantly different from zero, then
Y is significantly different for one and
2. If (1-y) is not significantly different from zero, then

Yy is not significantly different from one.
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Then 1. implies farmers could not achieve their desired

levels but could adjust their acreage in that direction to some

extent. 2. implies they could adjust their acreage up to the
desired levels. For rice, as could be seen, (1-y) is signif-
icantly'' different from zero and almost equal to one which

means rice farmers could not adjust their acreage towards the
desired levels,
This can be understood from the fact that rice already forms
a major and the most important crop in India, accounting for 23%
of the total, and also in view of the difficulties involved in
bringing more and more area under cultivation and especially
rice cultivation. Jute, wheat, cotton, groundnut, sesamum and
rape and mustard are the other crops which also exhibit the
same phenomenon but the adjustment parameter (y) is not so low
as it is with rice., Ragi, mesta, gram, sugarcane, and tobacco
are the crops for which this coefficient is not significant.
Coming to the coefficients of rainfalls and irrigated areas:
except in the case of sugarcane, gram and barley , the coefficient
of raihfall is always positive. As far as the irrigation is
concerned, a positive coefficient of (Igt/IGt) indicates sub-
stitution of the particular crop for the areas of the competing crops
in that group and a negitive coefficient indicates vice versa
meaning that as irrigation facilities for that group increase,
other crops are preferred. This argument can be extended with
respect to the coefficient of (IGt) which indicates the effects
of increasing the total irrigated area in the country on the
area devoted to the particular crop. The reason for including
IGt as a variable is that many irrigation facilities in India
are storage schemes which permit transfer of water across
seasons and regions, i.e., across our groups. Moreover,
irrigation schemes in India are designed for extensive rather
than intensive irrigation. The fluctuations in irrigation
availability due to rainfall fluctuation can be significant.
The sign of the coefficient of (Ist/IGt) indicates the sub-
stitution trends between the crop under the question and

sugarcane.
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In the above discussion, the crops maize, jowar and bajra
were not included. A separate analysis was required for these
crops with a different hypothesis.

When the model was applied as presented above, to these
crops, our estimation results showed consistently negative and
significant coefficients for the revenue variable. The R-bar
Square values were also satisfactory for all the crops and in
fact, quite high for maize.

In fact, this result, we thought, is plausible. It may be
noted that all these three crops are primarily subsistence crops.
If these crops are grown primarily for self-consumption, then
farmers need only a fixed quantity of output in a given period
and they adjust the allocation of area only to grow that much
of output. Now, if the land productivity is increased through
technological factors etc., then they need to allocate less area
for growing the same amount of output and hence an increase in
the yield of these crops should have a negative effect on the
acreage response., However, an increase in the price of these
grains output will lead to a positive acreage response because
then, the farmers would like to grow more for sale. Under
these circumstances, the net effect on the revenue per acre,
which is price multiplied by yield, can be a negative acreage
response. |

This hypothesis was tested by dropping the revenue variable
from the model and substituting yield and price variables sep-
arately and also together. For this purpose, Box-Jenkins analysis
was carried out for the yield and price variables, separately,
of these crops to estimate expected values. Tables 4.2 and
4.3 show these results also.

As can be seen, the results of maize support the plausibility
of the hypothesis and the R-bar Square values range over
92% to 96%. The analysis of bajra does not seem to support this
hypothesis so clearly; however, the estimations based on price
and yield variables were far better than those based on revenue

variable. Hence only these were included and presented here.
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Similar was the case with jowar. However, in the case of
jowar 1. relative area with respect to maize only gave a good
result and 2. 1inclusion of neither revenue nor price nor yield
gave better results than the one shown in Table 4.3.

As was mentioned earlier, an acreage response analysis was
not done for the groups 5,6,7 and 8 which contain fruits, vege-
tables, condiments and spices, rubber, coffee and tea. Their
acreages were estimated merely as a percentage of the country's
total gross cropped area. This can be later seen as a part of

the allocation scheme presented in the next section.

5 ALLOCATION SCHEME
There are very few studies in agricultural economics dealing
with area allocation models where the estimated areas of all
crops put together would add up to the country's total gross
cropped area. Teekens and Jansen (1977) discuss the problem of
estimation of the parameters of a multiplicative allocation
model. The problem is to estimate the share of each crop in the

country's total cropped area:

K ay N K ak

Y. =101 2. v./ I I Z V. ’

I N PEC T W e
i=1,...,N

where

Voo a random term, 1is such that
E[Vi] = X (a constant),
Covliv., V. = ..

v vyl = [9; ]

and the vector

v' = [vi] , has a multivariate log normal distribution.
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The usual procedure adopted in the cases of such specification
is to estimate the logarithmic form of the above equation. It

could be shown that:

U = [Ui] [log v.lov N(p, ¥)

wilith mean

[log X -%10g (.. + 1)]

u = [u.] i3

1

and covariance matrix

L= [oij] = [log (¢ij + 1)

That is, the mean is a function of the covariance matrix
elements. For the complications involved in estimating the
parameters of this model, the authors suggest a special pro-
cedure based on the (singular) distributional property of the
vector Y = [Yi] that Z Yi = 1.

However, adoption of this procedure requires an a-priori
knowledge of [¢] and that involves at least some arbitrariness
to start with.

In this section we will present a different allocation
scheme, where for the major and important crops of India,
the areas as such, but not the shares, are estimated. 1In
the next few lines this scheme is elaborated. Let us first
look at what we have estimated in section 4. This information
is provided group-wise in the following tables (5.1) and (5.2).
Table (5.1) is just the same as table (4.1) reproduced here for
ready reference of the crops involved in the system. Table
(5.2) shows the dependent variables in the estimated acreage-

response equations corresponding to each crop in table (5.1).
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Table 5.2. Dependent variables in the acreage response equations. All groups (AG = KG given)

Group (g) 1 2 3 4 5 6 7 8 9 10
Crop (i)
1 Rice Wheat Maize Groundnut Fruits* etc. Rubber* Coffee* Tea* Sugar Tobacco
cane

2 Ragi Gram Bajra Sesamum

Rice Wheat Groundnut
3 Jute Barley Jowar Rape &

Ragi Wheat Maize Mustard

Sesamum

4 Mesta Cotton

Ragi Maize

*Not estimated as Nerlovian model, but as a percentage of AG; see equations below (5.3).

_LE_
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In our scheme the country's total gross cropped area during

time period 't' is known in advance based on the information

exogenous to this scheme. Some of these factors were already
mentioned earlier. Suppose this known value is KGt:
(5.1) A = Ay

Next task would be to allocate this total area to several groups,

first satisfying the definitional constraint:

(5.2) A =

Gt A

)
t
g g9

where

Agt
is the sum of the areas of all the crops in g-th group. The

simplest way to allocate A would be to express each A as a

fixed proportion of the toizl. However, as we already Eﬁow,
Agt for groups 9 and 10, that is sugarcane and tobacco areas
respectively, we need to allocate only AGt net of the areas of
these two groups (crops), to different other groups:

. = - A
(5.3) A B, (A

gt Gt 1.9.t ~ Br.q0.¢) fOorg=1,8

where

g

g
is the proportion of the g-th group area in the country's total.
It may be noted that there is no constant term in the equations
{(5.3) and separate estimates of Bg all add up to 1.

So far, we have merely shifted the allocation problem from

AGt to Agt' Knowing Agt’
area for each group in that group g. It is here, that the

the real problem is to allocate the

estimated acreage response equations were made use of.
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By definition, the sum total of the areas of all crops in a

group (g) should be the total group area, i.e.,

) + 0

(5.4) Agt = i (Aigt gt

where
Aigt

is the area of i-th crop in group g and

is the residual area, net of the important crops in group g.
However, it may be noted that we did not estimate for every i

(crop) in every g (group) a function for A. For some crops

(i), it is the relative area, i.e., Aigt/A;Zz (relative area of
i-th crop with respect to j-th crop in group g) which was est-
imated, as 1s shown in table (5.2). Hence such estimated rela-
tive areas should be converted back to get estimates of absolute
areas for these crops.

Now, from the details provided in table (5.2) let us write

the following relations:

(5.5) Aigt = “ig (Aigt_1

as equivalent to equation (4.4,5), i.e., X-variable represents

the rest of the variables in (4.4.5); for

Il
—_—

1. g, except g 5 to 8, if i
and

2. g =3 if 1 =2

Note that A1-9t and A1-1Ot are the areas of sugarcane and tobacco:

(and see equations (5.3)).
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(5.6) Aigt - (Aig/A1g)t (A1g)t
where
(5.7) (A, /A, ), = - (A, /A )Big - )Yig (x, ), 19
: ig’"1g’t ig ig’ "1g’t-1 ig't ig't
V.
. ( 1g)
\Y t ’
19

where (5.7) is equal to equation (4.4.5), for:

. g=1,2 and 4 if i =
2 g=2,3 and 4 if i =
3. g=3 if 1 =
(5.8) Ay ) = ((A;)/A, 0+ (B0,
where
B. Y. .
o« 1g 19 ig ,V.
(5.9) (By/Ryg) e = migBig/hag) 1] (Big)el] (Xigy'w (19
29
as equivalent to equation (4.4.5), for
g =1 if i = 3 and 4.

Equations (5.5) to (5.8) calculate the sum total of the

areas of all crops but not the residual areas (Qg), for groups

1 to 4. These residual areas can be obtained from (5.4),
because Agt for groups g = 1 to 8 are known from (5.3). Note
that Agt for g = 9 and 10 are also known from equations (5.5)

as the areas of sugarcane and tobacco.

In the above scheme, the basic and the most important equa-
tions to be estimated are equations (5.5), (5.7) and (5.9) which
are precisely the estimated equations presented earlier in the
section 'Estimation of the acreage response model', and table
(4.3). The results of the estimation of (5.3) for g = 1 to 8

where Bg were estimated are presented in table (5.3).
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In summary, the scheme of the acreage allocation is as

follows:

1. Total gross cropped area in the country, projected
independently, is exogenous to the system.

2. Most important crops like rice, wheat, maize, bajra,
etc., are also projected independently.

3. Other relatively less important crops like ragi, gram,
barley and jowar are projected in relation to the
important crops mentioned in 2.

b, 8till less important crops like fruits, vegetables,
rubber, coffee and tea which account only a minor
proportion of the total area are taken to be a fixed
percentage.

5. After accounting for roughly around 80% of the total,
the additivity is satisfied by means of the residual

crops.

6. VALIDATION EXERCISE AND RESULTS
In the end, it was decided to carry out a simple validation
exercise in order to check how best the estimated equations of
the crop revenue expectation and acreage response can be relied
upon for future projections. Details of these exercises are

given in this section.

6.1 validation Exercise for Crop Revenue Expectations

This part of the exercise merely consisted of comparing the
estimated values of the expected revenue, price and yield of
different crops obtained in section: ‘'Estimation of crop
revenue expectation functions' with the actual values in the
past of these variables. These values for each crop were plotted
separatley and the plots are shown in graoh 6.71.1. These plots
correspond to the estimated equations presented in table 4.2,

The extent 0of deviation of the estimated expected values
based on the stationary and random components of the previous
values from the actual values can be observed from the above
plots. The expected values very closely follow up the actual

values.
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The performance, in this sense, of the estimated equations

seems to be very good especially for the crops: Bajra, (Price

and Yield), Maize (Revenue, Price and Yield), Rice, Ragi, Wheat
and Tobacco. Except for Groundnut and Mesta, the results for
other crops also are satisfactory. For Groundnut and Mesta,
somehow the expected values deviated and turned out to be less
than the actual values for many of the observations. This implies
probably, that our search for an appropriate ARIMA scheme for
these crops was not enough. This also explains the relatively
unsatisfactory result obtained for acreage response for Groundnut,

presented in section 'Estimation of the acreage response model'.

6.2 Validation Exercise for Acreage Response

Since one of our major purposes was to use the allocation
model for projection purposes in a year by year simulation model,
a validation exercise was carried out to see how the model
behaves when used for a past period. A validation exercise
carried out over the period of estimation may seem to be just
a look at the residuals of individual regressions. In our case,
however, for most crops area projection would involve use in
sequence of a number of equations which were estimated separately.
Thus, this prcojection may give very different results than ind-
icated by the residuals and a validation exercise is called for.
Moreover, apart from the size of the errors, it is interesting
to see to what extent the projections capture the turns--the ups
and downs--in the data.

The estimation of (4.4.5) for each crop was carried out with
actual data for all variables except for the revenue variable
for which the numbers were obtained from the Box-Jenkins analysis.
The right-~hand side of equation (4.4.5) contains as one of the
variables the proportion of irrigated area of group 'g' in the
total irrigated area of the country, i.e., (Igt/IGt) and also
the proportion of irrigated area of sugarcane (Ist/IGt).

When this equation is made use of for the purpose of future
projections naturally one cannot have the actual values of these
right-hand side variables. Hence, first these right-hand side
variables themselves must be projected and those projected values

should be plugged in equation (4.4.5).
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As far as revenue is concerned, the estimated equations of crop
revenue expectation functions obtained in section 'Estimation
of crop revenue expectation functions' would serve the purpose.
For rainfall, one can only expect that it would be normal, since
rainfall in India has not been found to be predictable, or a
given constant rainfall in the future, i.e., Rigt = R for the
Crops grown during the rainy season. For crops of the past monsoon
season, rainfall may be considered as known. That leaves out the
irrigation variables.

We decided to estimate separately the proportion of irri-
gated area of every group in the country's total irrigated
area (Igt/IGt). ‘

The values obtained from these estimations would be used
for carrying out the validation exercise. However, it must be
noted while these estimations are carried out, the sum total of
all these proportions added over different groups in the
system should be one. Hence, we estimated the following sets of
equations simultaneously along with a constraint equation

towards the additivity:

(6.2.1) 6Z (Igt/IGt) + Vg = 1
g=1 .
— gt-1
(6.2.2) (Igt/IGt) a; + a2(Rgt) + a3(I ) + au(IGt)
Gt-1
+ Vgt , 9 = 1,6
with g = 1 for Rice group, 2 for Wheat group, 3 for Jowar group,

4 for Oilseeds, 5 for Sugarcane, 6 for all other crops, and where
Rgt is the rainfall index for the group 'g' (we used the rain-
fall index of the main crop in that group, viz, rainfall index
of rice for group 1 etc.) and other variables are as defined
earlier in section 'Our experience with Nerlovian Model'.
Equation (6.2.2) expresses the proportion of irrigated area
of group g in the total irrigated area as a function of pre-
determined variables, namely the last year's proportion, current
year's rainfall and also the currently available total irrigated

area.
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Note that (IGt) is generally specified from outside the system.

Hence use of the scheme behind (6.2.2) for projection is no

problem,

Equations (6.2.1) and (6.2.2) were estimated simultaneously

as a non-linear least squares problem'’. The estimations corr-

espond to the minimized sum of squares of the composite residual
terms (IV + VS

gt t
also imposed on each individual disturbance term (v).

). A first-order auto-correlation scheme was

The estimated values obtained for the revenue (and price
and yield as the case may be) and irrigation variables, obtained
from the Box-Jenkins equations and (6.2.2) respectively would,
when plugged in (4.4.5), yield the projected values of the acreage
response. In the validation exercise, these projected values
were compared with the actual values. Graph 6.1.2 shows the
corresponding plots. These plots exactly correspond to the
equations presented in table 4.3. As can be seen, the ultimate
results are very promising. The expectation values following up
the actual values fall within a close range. This performance
of the estimated equations seems to be good especially for the
crops: Rice, Wheat, Maize, Barley and Cram.

Even for the other crops, the estimated eqguations perform
the prediction exercise satisfactorily.

However, one point worth noting, which emerges out of these
plots, is that for some crops (for example, observe the plots
of rice and sugarcane) whenever there are sudden dips or abnormal
rises in the actual acreage in a year, the expected values for
the corresponding, and also the next one or two years, fall
widely apart from the actual values. This is due to the pre-
sence among the explanatory variables, of the acreage of only
the previous year. If there is a sudden dip in the acreage in
the previous year, that abnormal value of the acreage, not
accounting for the general level and the possibility of recovery,
is given undue weight in predicting the current year's value.
Had we considered a weighted average of the acreage of a few past

years in place of just the previous year's acreage (A, ) by ap-

igt-1
propiately reformulating the acreage adjustment equation (4.4.4)

(or eguation 3.3) the ultimate result would have been much better.
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CONCLUSIONS

This paper aimed at modelling the land allocation decisions
of the Indian farmers. We believe that rational farmers maximize
their utility within the contexts of opportunities, uncertain-
ties and risks. They cannot be expected to be insensitive to
changing prices and profitabilities. We estimated acreage res-
ponse for different crops using expected revenue instead of
expected prices as a proxy for expected profits.

Simultaneously, we attempted to review the available app-
roaches for the purposes of estimating acreage response and
noted the influence of Nerlovian model based on adaptive-
expectations and adjustment schemes. The basic scheme behind
the Nerlovian model is quite general and is applicable for the
study of acreage response behaviour even for developing economies
like India. However, there seems to be a serious misspecifica-
tion involved in this model as far as the formulation of the
price expectation functions is concerned.

A better approach to formulate an appropriate revenue (or
price, as the case may be) expectation function should be to
identify clearly the "stationary" and random components involved
in the past values of the variable and then attach appropriate
weights to these components while predicting the future values.
Nerlovian specification of the expectation function, unable to
identify these components, attaches the same significance to them.

The use of Box-Jenkins methodology in estimating the crop
revenue expectation functions and then using these estimates of
expected revenues in the Nerlovian adaptive acreage response
model gave satisfactory results. Later, an area allocation
scheme was formulated so that the individually estimated areas
of different crops would add up to the exegenously specified total
gross cropped area in the country. Finally, the estimated equa-
tions were all subjected to a validation exercise to judge how
best they can be relied for incorporating them into large-scale

system studies.
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NOTES

See Krishnan (1965).

For example, see Cummings (1975).

See Behrman (1968) for a critical analysis of this model.
See Lipton (1966) for comments on this study.

Prior to this, we will also summarise our experience of
estimating the traditional Nerlnvian model.

When, to explore this problem, we extended the range of 8
to 2.0, we did get interior estimates of B for a number of
crops.

See Box and Jenkins (1970) for a detailed discussion of the
theory. '

See Box and Jenkins (1970) for a detailed discussion of the
theory.

We used an IMSL computer programming package for this pur-
pose.

Johnston (1972): "Econometric Methods".
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Malinvaud: "Statistical Methods of Econometrics".

In several other exercises of ours, indeed it has been
so.

We made use of Morris Norman (IIASA 1977)'s "Software
Package for Economic Modelling" for estimation purposes.

Hereafter, the significance is judged at 5% 1level.

We made use of Gunther Fischer (IIASA)'s computer pro-
gramming package "Non-Linear Least Squares Estimation
(NLSQ)" for our estimation purposes. The estimation
results are shown in table 6.1.
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APPENDIX A

Substitutable crops in India.
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S1. State Name of the Crop

No.

1 Andhra Pradesh (Rice, Ragi, Mesta), (Jowar, Maize,
Bajra), {(Cotton, Groundnut, Sesamum),
(Wheav., Gram).

2 Assam (Rice, Jute), (Moong, Gram, Urad,
Cotton, Wheat).

3 Bihar (Ragi, Rice, Jute), (Wheat, Barley,
Peas, Gram, Sugarcane).

4 Maharashtra (Linseed, Wheat, Gram), (Sugarcane,
Wheat, Gram), (Jowar, Bajra, Maize,
Cotton).

5 Madhya Pradesh (Linseed, Wheat, Gram), (Jowar, Bajra,
Maize, Cotton).

6 Madras (Rice, Ragi, Mesta), (Jowar, Maize,
Bajra), (Cotton, Groundnut, Sesamum).

7 Mysore (Rice, Ragi), (Jowar, Sugarcane),
(Cotton, Groundnut), (Bajra, Maize).

8 Orissa (Rice, Ragi, Jute).
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Sl1. State Name of the Crop

No.

9 Punjab (Wheat, Barley, Gram, Peas), (Jowar,
Bajra, Maize, Cotton, Sugarcane).

10 Rajasthan (Jowar, Bajra, Maize, Pulses),
(Wheat, Barley, Gram, Peas).

11 Uttar Pradesh (Wheat, Barley, Gram, Peas), (Jowar,
Bajra, Maize, Sugarcane).

12 West Bengal (Autumn Rice, Jute), (Sugarcane, Jute),
(Sugarcane, Rice).

13 Delhi (Gram, Wheat), (Wheat, Barley), (Barley,
Gram) .

14 Himachal Pradesh (Wheat, Barley), (Wheat, Gram), {(Barley,
Gram), (Wheat, Mustard), (Maize,
Sesamum), (Maize, Pulses).

15 Manipur (Wheat, Peas, Mustard), (Maize, Soya-

bean, Sugarcane).




APPENDIX B:

SOWING,

HARVESTING AND PEAK MARKETING

SEASONS OF PRINCIPAL CROPS--INDIA

Seasnon Winterx Futumn Swuner Wheat J0war Zaira

Rice Pice Eice {Fzbi;
1 2 3 3 5 7 i
Sowing Jun-0ct Mar-aug Nov-Feb Sep-Dac kT r-Aug Sep-Dec Juan-Auc
Harvestirg NHov-Apr Jun-Dec Mar-Jun Feb-May Sen-Jan Jan-ipr Sep-Dec
Peak Marketing Dec-May Sep-Dec Apcr-Jul Apr-Jun LNou=3an Teb-LoX cv-Jen
Season Maize Maize Ragi Barley Gram Tur

(Kharif) (rabi) (¥rarif)

9 10 11 12 13 ) 14 15
Sowing Jun-Aug Oct-Dec May-Nov Oct-Dec Sep-Dec Mav-Aug Cac-Ma,
Earvesting rug-hLov Jan-apr Sep-Mar Feb-lay Tebh-May NOV-ADT Czct-&e
Peak Marketina Oct-Dec Mar-~Apr Nov-ar Apr-Jun Arr-Jun Feb-Jun Cec-Arr
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Season Tobacco Grounc- Castor ndp? seed Linsaed Sesaimum
nut ¢ Mustard o
16 17 18 19 20 21
Sowing Jul-Dec May-~Aug Jun~-0Oct Sep~-Nov Szp-Nov Mazw-5Sep
Harvesting Jan-tay Sep-Jan Oct-Apr Jan~Apr Jan-ayv Aug-Dec
Peak Marxeting Feb-Jun Nov-Jan Mar-Jun tar-May Mar-Jun Nov-Feb
Season Sesamum Cotton Jute Sannbemp Potato Potato
(rabi) (Wirter) {(surmer)
22 23 24 25 26 27
Sowirng Dec-Feb Mar-Sep Feb~Jul Apr-Aug Aug-Dec Feb-Jul
Harvesting :ay-Aug. Sep-Apr Jul-Nov Sep-Jan Jan-May May-Dec
Peax Marketing May-Aug Nov-Mar Aug-Jan Dec-Feb Feb-Mav Oct-Mar




