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Key Points:

• Statistically optimal separation of mass and steric sea level change in the Tropical
Asian Seas.

• Pacific equatorial wind stress and the dipole mode index drive steric sea level in the
Tropical Asian Seas.

• The first principal component of the wind stress explains a large fraction of the
mass variability.

• Mass changes dynamically respond to steric changes in the Western Tropical Pacific
ocean.

• The mass trend in the Tropical Asian Seas agrees with mass redistribution finger-
print trends.

• Omitting the Tropical Asian Seas in global budgets decreases the sea level trend by
0.3 mm/yr.
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Abstract
The mass and steric components of sea level changes have been separated in the Tropi-
cal Asian Seas (TAS) using a statistically optimal combination of Jason satellite altimetry,
GRACE satellite gravimetry and ocean reanalyses. Using observational uncertainties, sta-
tistically optimally weighted time series for both components have been obtained in four
regions within the TAS over the period January 2005 - December 2012.

The mass and steric sea level variability is regressed with the first two principal
components (PC1&2) of Pacific equatorial wind stress and the Dipole Mode Index (DMI).
Sea level in the the South China Sea is not affected by any of the indices. Steric vari-
ability in the TAS is largest in the deep Banda and Celebes seas and is affected by both
PCs and the DMI. Mass variability is largest on the continental shelves, which is primarily
controlled by PC1. We argue that a water flux from the Western Tropical Pacific Ocean is
the cause for mass variability in the TAS.

The steric trends are about 2 mm yr−1 larger than the mass trends in the TAS. A
signifcant part of the mass trend can be explained by the aforementioned indices and the
nodal cycle. Trends obtained from fingerprints of mass redistribution are statistically equal
to mass trends after subtracting the nodal cycle and the indices.

Ultimately, the effect of omitting the TAS in global sea level budgets is estimated to
be 0.3 mm yr−1.

1 Introduction

Sea level trends in the Tropical Asian Seas (TAS) over the altimetry era (1993-
present) are among the highest in the world [Cazenave and Le Cozannet, 2013]. The re-
gion is especially vulnerable to sea level rise due to the many low-lying densily popu-
lated areas [Strassburg et al., 2015]. Additionally, groundwater depletion in large cities
as Manilla, Bangkok and Jakarta [Phien-Wej et al., 2006; Rodolfo and Siringan, 2006;
Chaussard et al., 2013; Raucoules et al., 2013] causes subsidence and enhances societal
and economic risks. Furthermore, the TAS form an interesting area in both sea level and
oceanographic studies, because they serve as a passage for dynamical interactions between
the Pacific and Indian oceans [Wijffels and Meyers, 2004].

Many studies considered sea level variability in areas surrounding the TAS, mostly
focussing on the Western Tropical Pacific Ocean (WTPO). The large sea level trends dur-
ing the altimetry area in the WTPO are attributed to strengthening of the trade winds
since the 1990s [Merrifield, 2011; Merrifield and Maltrud, 2011; Zhang and Church, 2012;
England et al., 2014]. Interannual and decadal variability in trade winds are related to the
El Niño Southern Oscillation (ENSO) and the Pacific Decadal Oscillation (PDO), who
cause steric fluctuations in the WTPO region. Furthermore, several studies indicated that
the ENSO and PDO are also driving the sea level in the Leeuwin Current at Fremantle
[Feng et al., 2004; Lee and McPhaden, 2008; Merrifield et al., 2012], which requires waves
to propagate through the southern parts of the TAS. The trade winds associated with the
PDO are expected to weaken over the coming years [Zhang and Church, 2012; England et
al., 2014], which will lead to lower sea level trends in the WTPO and the Leeuwin cur-
rent, but also in the TAS [Strassburg et al., 2015].

Even though many studies described the relation between sea level, heat content,
ENSO and PDO in the TAS area and surroundings, the contributions of other sources are
often neglected. McGregor et al. [2012a] suggests that an additional mass component is
required to be able to capture the full sea level rise signal. For the South China Sea and
east of the Philippines this is confirmed by Rietbroek et al. [2016], who performed an in-
version on altimetry and Gravity Recovery And Climate Experiment (GRACE) data to ob-
tain trends in sea level driven by global mass redistribution and steric changes. They esti-

–2–
This article is protected by copyright. All rights reserved.



mated that at least 25 % of the total sea level rise between 2002-2014 in the SCS and east
of the Philippines, respectively 7.6 mm yr−1 and 14.7 mm yr−1, is due to mass changes.

So far only in the South China Sea have mass and steric components have been sep-
arated using GRACE and ocean reanalyses or in-situ measurements of temperature and
salinity [Feng et al., 2012]. The limited number of studies is mainly due to the absence of
Argo temperature and salinity measurements and a commonly applied cut-off of GRACE
data in the first 300 km from the coast to avoid hydrological signal leakage. Not consider-
ing the individual mass and steric components in the TAS no only limits the understand-
ing of sea level variability in the region itself, but it also affects studies on larger scales.
Von Schuckmann et al. [2014] showed that the TAS region is responsible for non-closure
of the sea level budget in the tropics, caused by the significantly larger sea level trends in
the TAS, and that the omission of the TAS leads to a trend discrepancy of 0.5±0.2 mm
yr−1 in global sea level budgets over the January 2005 - December 2010 period.

In this study, we use for the first time altimetry, optimally filtered GRACE solutions
and temperature and salinity fields from ocean reanalysis products to separate steric from
mass contributions to sea level between January 2005 - December 2012. We derive ded-
icated variance-covariance matrices for altimetry, use full variance-covariance matrices
stemming from GRACE data processing and use the spread of steric sea levels from six
ocean reanalyses to obtain a stastically optimal separation between mass and steric sea
level. This allows for a correction of global and large-scale regional sea level budgets to
the steric and mass components in the TAS, which have been omitted in previous studies
[Willis et al., 2008; Leuliette and Willis, 2011; Von Schuckmann et al., 2014]. Additionally,
we investigate the dynamical mass response in shallow regions to the larger steric response
in the deeper ocean and couple both the steric and mass components to the ENSO and
the Dipole Mode Index (DMI). The ENSO contribution is investigated in further detail
by considering the first two Principal Components (PC) of the Equatorial wind stress as
is done in McGregor et al. [2012b] and Widlansky et al. [2014]. Finally, we quantify how
much the mass trend is affected by the tidal nodal cycle and by global mass redistribution.

2 Study Area

To study the TAS in more detail, we separate it into four regions as shown in Fig.
1. Region A, the South China Sea is characterised by deep bathymetry in the center and
relatively large shallow areas near the Chinese and Vietnamese coasts. Several Argo floats
are present in region A, but not enough to allow for an accurate interpolation.

Region B, referred to as Thailand-Java, is characterised by very shallow bathymetry,
typically less than 100 meters. The steric sea level is poorly constrained due to the ab-
sence of any Argo float measurements and the presence of only a few shipboard measure-
ments of temperature and salinity. GRACE observations are largely affected by the 2004
Andaman-Sumatra Earthquake in this region and therefore, we exclude all observations be-
fore 2005. However, as will be discussed in Sect. 3.2, the post-seismic relaxation of the
solid Earth still affects observations. Furthermore, as well as in region A, the neighbour-
ing Mekong basin might introduce a substantial hydrological leakage, which is also further
discussed in Sect. 3.2.

Region C, denoted as Banda-Celebes, is very deep, but the area is divided by many
islands into several small basins, with their own regime. As a result the correlation scales
of sea level variability in this area are shorter than in an open basin, like region A.

Region D is slightly deeper than region B, with maximum depths of 200-300 m.
Together with region C it is subjected to the throughflow from the Pacific to the Indian
Ocean. In the southwest, region D is connected to the Leeuwin Current, where sea levels
strongly depend on Pacific Ocean indices, like the PDO and the ENSO as mentioned in
the introduction. This region will be referred to as Timor-Arafura.

–3–
This article is protected by copyright. All rights reserved.



95˚

95˚

100˚

100˚

105˚

105˚

110˚

110˚

115˚

115˚

120˚

120˚

125˚

125˚

130˚

130˚

135˚

135˚

140˚

140˚

145˚

145˚

−25˚ −25˚

−20˚ −20˚

−15˚ −15˚

−10˚ −10˚

−5˚ −5˚

0˚ 0˚

5˚ 5˚

10˚ 10˚

15˚ 15˚

20˚ 20˚

25˚ 25˚

A

B
C

D

South China Sea

Gulf
of
Thailand

Java Sea

Celebes Sea

Banda Sea

Timor Sea

Arafura Sea

Western Tropical
Pacific Ocean

−3000 −2000 −1000 0
m

Figure 1: Bathymetry and topography in and around the TAS. Visible are four averaging regions.
In tables we refer to the regions as A, B, C and D for brevity.

3 Data and methods

To obtain a consistent separation of the mean mass h̄mass and steric sea level h̄steric
it is required that the sea level budget equation [Leuliette and Miller, 2009]

h̄total = h̄mass + h̄steric (1)

is closed within error bars. While the observation of mean total sea level h̄total in the
TAS can be done with altimetry using standard techniques, estimating the mass and steric
components is less trivial. The mass component is obtained from GRACE gravity fields,
which need to be corrected for contamination by leakage of hydrological signals and grav-
itational effects of the Sumatra-Andaman earthquake. The absence of Argo floats in the
TAS causes difficulties in estimating the steric component and therefore we rely on ocean
reanalyses. This introduces additional problems, since most of the reanalysis products are
volume conserving and have a resolution that cannot capture the detailed structure of the
TAA. This section will explain how the different observations and models are used in or-
der to obtain a statistically optimal separation between the mass and steric components.

To explain the behavior of the steric sea level and mass components, we regress in-
dices and principal components (PC) and use mass redistribution fingerprints. This section
also describes how the PC of the equatorial wind stress are obtained and briefly introduces
the sea level equation, which is used to obtain the fingerprints.
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3.1 Altimetry mean sea level

The Mean Sea Level Anomaly (MSLA) is estimated from along-track Jason-1&2
altimetric sea level measurements, obtained from the Radar Altimetry Database System
(RADS) [Scharroo et al., 2012], averaged over the regions indicated in Fig. 1. Range
corrections used to acquire sea level estimates are the same as in Kleinherenbrink et al.
[2016] and are given in Table 1. Additionally, we apply a latitude dependent intermission
bias [Ablain et al., 2015; Kleinherenbrink et al., 2016]. The Sea Level Anomaly (SLA) is
then obtained by subtracting the DTU13 mean sea surface [Andersen et al., 2015] from the
corrected sea level measurements. Surface area weighting of the SLAs is done by dividing
the ocean area Al in a latitude band l of 1◦ by the number of measurements Nl , such that

ωi =
Al

Nl
(2)

are the nonnormalized weights for measurement i inside a particular latitude band l. The
weights are normalized, which results in:

wi =
ωi∑
ωi
. (3)

The latitude dependent covariance functions of Le Traon et al. [2001] are not suitable to
obtain error bars for the MSLAs in the TAS due to islands, currents and depth variations.
For every averaging region a dedicated covariance function is therefore estimated. First,
we compute the dissimilarity γi, j between all the measurements over a 10-day repeat pe-
riod:

γi, j =
(hi − hj)

2

2
, (4)

where hi and hj are two SLAs within the considered region in a 10-day repeat orbit rela-
tive to a background field, which is a second-order polynomial fit through all the measure-
ments in the region during the Jason-1 period. A variogram γ̂n is created by binning and
averaging dissimilarities into 20 km range bins n, to have enough measurements per bin to
reduce the noise, which are then averaged over all 10-day repeat periods of Jason-1. Using
the variance σ̂2

h
of the background removed SLAs, the experimental covariance between

measurements is computed as:

ĉn = σ̂2
h − γ̂n. (5)

We considered Gaussian, spherical and exponential covariance functions, and found that
the exponential one fits the experimental covariances best. Using the weight vector ŵ, the
distance between the measurements and the fitted covariance functions, the standard error
σh̄ for mean sea level time series is computed, such that:

σh̄ = ŵTCtotalŵ, (6)

where Ctotal is the variance-covariance matrix of the measurements computed from the
exponential fit. In addition we add an error to the time series, related to the drift in the
altimeter system [Mitchum, 1998, 2000], which is given as:

εdri f t = α(t − t0), (7)

with t the time in years, t0 the time of the middle epoch of the time series and α = 0.4
mm yr−1.
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Table 1: List of geophysical correction applied in this study.

Ionosphere Smoothed dual-frequency
Wet troposphere Radiometer
Dry troposphere ECMWF
Ocean tide GOT4.10
Loading tide GOT4.10
Pole tide Wahr
Solid Earth tide Cartwright
Sea state bias Tran2012
Dynamic atmosphere MOG2D

3.2 GRACE ocean mass

To minimize leakage and reduce striping effects an anisotropic Wiener filter [Klees
et al., 2008] is applied to the GRACE gravity fields. The ITSG-Grace2016 spherical har-
monic solutions are selected, because they give the best overall performance in combina-
tion with the Wiener filter in previous work about the North Atlantic [Kleinherenbrink et
al., 2016]. Let x be a vector of monthly spherical harmonic ITSG coefficients, then the
resulting filtered coefficients are given as:

x f = (D−1
x + Nx)

−1Nx x, (8)

which rely on the signal variance-covariance matrix Dx and the normal matrix Nx of the
solution. The corresponding noise variance-covariance matrix Cx, f is computed as:

Cx, f = (D−1
x + Nx)

−1. (9)

The derivation of the Wiener filter is provided in Klees et al. [2008] and the derivation
of the variance-covariance matrix is found in Kleinherenbrink et al. [2016]. Note that the
monthly mean of background dealiasing products (GAD) has to be added to get the full
signal. The mean of GAD product over the ocean is removed, to make GRACE compat-
ible with altimetry corrected for the inverse-barometer. Averaging over a region is per-
formed by weighting with the cosine of the latitude as described by Kleinherenbrink et al.
[2016].

The mass variability on the continental shelves of the TAS is large with amplitudes
reaching 10 cm. The load causes the ocean floor to move several millimeters, which can-
not be neglected. Altimetry measures absolute sea level and GRACE the mass component
relative to the ocean floor, therefore we will add the ocean floor motion to the GRACE-
derived mass time series. To compute the ocean floor motion the GAC instead of the
GAD product is added to the GRACE products, which includes atmospheric pressure over
land [Fenoglio-Marc et al., 2012]. Consecutively, we compute ocean floor motion from
monthly GRACE gravity fields in spherical harmonics as[Wahr et al., 1998; Fenoglio-Marc
et al., 2012]:

Yvlm(l,m) = Yewl(l,m)
3ρw
ρe

hl
2l + 1

, (10)

where the Yewl(l,m) and Yvlm(l,m) the spherical harmonic coefficients at degree/order
(l,m) in equivalent water height and vertical land motion respectively. The constants ρw
and ρe denote the densities of water and the Earth, while hl is the Love number that re-

–6–
This article is protected by copyright. All rights reserved.



lates the body tide to the static equilibrium tide. The resulting vertical land motion affects
the trends up to 0.4 mm yr−1 and has an annual cycle with an amplitude up to 3 mm.

3.2.1 Hydrological signal leakage

From the PCRaster GLOBal Water Balance (PCR-GLOBWB) we obtain monthly
averaged Terrestrial Water Storage (TWS), including surface water [Wada et al., 2011].
Groundwater depletion is not considered. Although cities, like Jakarta, extract large quan-
tities of groundwater, the limited resolution TWS model does not include this effect. We
expect that ground water depletion does not have a significant influence on the trends, be-
cause of the difference in scale between the averaging regions and the groundwater deple-
tion zones. Using the TWS, one can obtain an estimate for the hydrological signal leakage
of GRACE gravity fields into the surrounding ocean in terms of equivalent water level.
We do this by reducing the resolution of TWS grids to that of the ITSG-Grace2016 and
by applying the corresponding filter parameters. Based on the PCRGLOBWB data the
TAA area typically has TWS variability ranging from several centimeters up to decime-
ters, which is confirmed by a comparison with GRACE in the Mekong basin by Tangdam-
rongsub et al. [2016].

The ITSG-Grace2016 monthly gravity fields are provided as departure from the
GOCO05s model, which contains a static field, a trend and an annual cycle [Klinger et al.,
2016]. To be consistent with the (post-)processing of ITSG-Grace2016 as done in Klein-
herenbrink et al. [2016], we first isolate the mean, the trend and the annual signal inde-
pendently for each grid point, which we refer to as the background signal. Then the back-
ground signal, excluding the mean, and the residual signal are both converted to spherical
harmonics and truncated at degree-and-order 90. The degree 0 and 1 terms for the back-
ground and residual signal are set to zero and the background signal is converted back
to a grid. The same filtering is applied to the spherical harmonics of the residual signal
as in Eq. 8 and the signal is converted back to a spatial grid. The resulting hydrological
leakage has a negligible effect on the time series, the trend and the annual cycle in case
of the ITSG-Grace2016 gravity fields. However, this might be different for other GRACE
products, such as CSR, which do not compute the gravity field solutions with respect to a
background trend and annual cycle.

3.2.2 Sumatra-Andaman earthquake

The gravity field in the Thailand-Java region is strongly affected by the 2004 Sumatra-
Andaman earthquake. Even though our time series starts in 2005, post-seismic deforma-
tion affects the obtained mass and geoid trends [Broerse et al., 2015]. We also will remove
the effect of the earthquake before the statistical separation discussed in Sect. 3.4. A re-
gression is made of a logarithmic relaxation function (representing post-seismic effects), a
trend, annual and semi-annual cycles, PC1&2 of the wind stress and Dipole Mode Index
(DMI) to reduce as much variability as possible in the time series of region B. Long-term
ocean dynamics, as represented by the mentioned indices, might correlate with the relax-
ation function and therefore excluding them might lead to significantly different regression
parameters [Einarsson et al., 2010]. The computation of PC1&2 is explained in Sect. 3.5.
We will also remove the effect of the nodal cycle before the regression with the mass time
series, of which the computation is given in Sect. 3.7. The logaritmic relaxation function
is given as [Hetland and Hager, 2006]:

uln,t = A · ln(1 +
t − teq
τln
), (11)

where the magnitude A is the parameter to be estimated in the regression and teq the time
of the Sumatra-Andaman earthquake. The relaxation time is τln = 5 yr, which corresponds
to the mean relaxation time found by Broerse et al. [2015]. The regression is repeated for
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Table 2: Reanalyses used in this study. *Tripolar grids.

reanalysis Resolution[◦] reference

GODAS 1 × 0.33 [Behringer and Xue, 2004]
GFDL CM2.1* 1 × 1 [Zhang et al., 2007]
ECCO-JPL 1 × 1 [Forget et al., 2015]
GECCO2 R1 1 × 0.33 [Köhl, 2015]
ORAS4 1 × 1 [Balmaseda et al., 2013]
ORAP5.0* 0.25 × 0.25 [Zuo et al., 2015]
Glorys2V3* 0.25 × 0.25 [Ferry et al., 2010]
SODA v3.3.1 0.5 × 0.5 [Carton and Giese, 2008]

the 95 % confidence intervals of τln = 1.5 and τln = 20.8 yr (provided by Broerse et
al. [2015]) to get an estimate of the spread. A time-dependent standard error is then es-
timated by subtracting both relaxation functions and dividing them by four. The error is
referenced such that it is largest directly after the earthquake and decays to zero at the end
of the time series. Eventually, the geoid and mass relaxation functions are subtracted from
respectively the total sea level derived from altimetry and the mass component derived
from GRACE.

3.3 Steric sea level

The steric sea level is inferred from reanalysis temperature and salinity fields using
the TEOS-10 package [Pawlowicz et al., 2012], which requires profiles of absolute salin-
ity SA, conservative temperature Θ and pressure P′. Using the gravitational constant g0
and the atmospheric pressure P0, the steric sea level is computed as [IAPSO, 2010; Klein-
herenbrink et al., 2016]:

hrean = −
1
g0

∫ P

P0

δ̂(SA(P′),Θ(P′), P′)dP′, (12)

with respect to a reference pressure P. The reanalysis products considered in this study
are given in Table 2. The reference pressure is in all cases set to either the local maxi-
mum depth in the models or limited to 2000 dBar, since the limited resolution of some of
the models reduces the number of grid cells to a few tens below the reference depth. Not
all reanalyses provide conservative temperature, so a conversion from potential to conser-
vative temperature is applied using the TEOS-10 software package. In addition we add a
virtual temperature and salinity observation at 0.5 dBar depth, because the steric sea level
is computed at the top pressure level, which varies between 0-10 dBar, so that the whole
steric signal is captured [Kleinherenbrink et al., 2016]. The virtual temperature and salin-
ity observations have the same values as observations in the top layer of the reanalysis
product.

As provided in the table, the resolution and the type of grid vary for the reanaly-
ses. For the tripolar grids, steric sea levels are averaged onto a 0.5◦ × 0.5◦ (Glorys and
ORAP5) or a 1◦ × 1◦ (GFDL) grid. Then, the steric sea levels are weighted with the co-
sine of their latitude to get a mean steric sea level for a region. Finally, the zero reference
of the time series is set to the middle of the time series (approximately 2009) and then the
RMS of the suite of reanalyses for each epoch (monthly) is used as an approximation of
the error and the mean as the steric sea level for further analysis.
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The ocean reanalyses all make specific choices on, amongst other factors, model
specifications, horizontal and vertical resolution, and assimilated techniques. Therefore,
over parts of the oceans that are not well-constrained by direct observations, the model
spread provides an estimate of the uncertainty of the ocean state. Since some co-varying
bias may exist between similar models, such as the models from the ECMWF ocean re-
analysis project (ORAS4 and ORAP5), and to enhance the estimate of the underlying un-
certainty of the ocean state, we use a large set of ocean reanalysis products from different
modelling groups, which include the new generation of eddy-permitting ocean reanalyses,
but also reanalyses on coarser grids. Table 2 lists the reanalysis that are used.

To check the stability of the mean time series from the eight products a test is per-
formed by each time omitting one reanalysis product. In case of outliers, one of the time
series averaged over seven products should deviated significantly from the one averaged
over eight reanalysis products. Based on this test, we find that the results are stable and
no outliers are present (supplementary section, Fig. S1). All reanalyses are contrained by
sea surface temperature, satellite altimetry sea surface height, a few CTD and XBT obser-
vations and in the surrounding areas and the South China Sea by Argo float observations.
Since their physics are also quite similar, it is not expected that the computed steric sea
levels to deviate significantly.

To examine the relative contributions of temperature and salinity to steric sea level,
we compared time series of the full steric sea level against the thermosteric sea level (sup-
plementary Fig. S2). For the time series of thermosteric sea level, the salinity is kept con-
stant at 35 PSU. Salinity changes only have an affect on the trends in regions A and B. In
terms of interannual variability and annual cycles, the steric sea level variability is primar-
ily driven by thermosteric changes in all regions.

For a comparison between the interannual variability of steric sea level of the WTPO
with the mass component in the TAS in Sect. 4.2, the independent gridded temperature
and salinity product of Roemmich and Gilson [2009] is used, so that a correlation will
not be an artefact of one of the models. Besides being independent, we expect that the
interpolated grid of Roemmich and Gilson [2009] performs better in the WTPO than the
reanalyses, particularly in terms of steric sea level trends as shown in Kleinherenbrink et
al. [2016] over the North Atlantic Ocean. The interpolated grid cannot properly be used
inside the TAS, due to a lack of observations at depth, so there we have to rely on the
physics of the reanalysis products. This product is created by statistical interpolation of
Argo float temperature and salinity measurements onto monthly 3D grids with a horizontal
resolution of 1◦ × 1◦.

3.4 Statistical separation

As shown in Fig. 2 the time series of summed steric and mass and total sea level
for the whole TAA do not always resemble each other within error bars. After subtracting
the seasonal cycle (shown in the supplementary material, Fig. S3), it becomes clear that
both methods capture the interannual variability, however they still depart on occassion
and their trends do not statistically resemble. Due to the lack of in-situ data, it is difficult
to determine where the discrepancies originate from. We assume that our errors properly
represent the uncertainties in the datasets. Statistically weighting will then give a more
consistent division between the mass and steric components, such that they better match
the three observations of mass, steric and total sea level.

The vector yt for time step t contains three observations: the monthly low-pass fil-
tered altimetric mean sea level h̄alt,t , the mean steric sea level h̄rean,t computed from the
reanalyses and the mean mass h̄grace,t from GRACE, such that:
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yt =
©­«

h̄alt,t

h̄rean,t
h̄grace,t

ª®¬ , Qyy,t =
©­«
σ̄2
alt,t

0 0
0 σ̄2

rean,t 0
0 0 σ̄2

grace,t

ª®¬ . (13)

The variance-covariance matrix Qyy,t contains the standard errors of the observations:
σ̄2
alt,t

, σ̄2
rean,t and σ̄2

grace,t , which are obtained as described in the first three methodol-
ogy sections. Using the design matrix

A = ©­«
1 1
1 0
0 1

ª®¬ (14)

the statistically optimal mean steric sea level h̄steric,t and mean mass h̄mass,t are com-
puted using least-squares: (

h̄steric,t
h̄mass,t

)
= (ATQ−1

yy,t A)−1 ATQ−1
yy,t yt . (15)
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Figure 3: Time series of total and steric sea level and mass for the whole TAS region. Top: total
sea level from altimetry in red, from GRACE+reanalyses in blue and the optimal solution in black.
Middle: mass from GRACE in lightblue, from steric-corrected altimetry in orange and the optimal
solution in black. Bottom: steric sea level from the reanalyses in green, from altimetry-GRACE in
purple and the optimal solution in black.

The corresponding variance-covariance matrix Q x̂ x̂,t is given by:

Q x̂ x̂,t = (ATQ−1
yy,t A)−1. (16)

The resulting optimally weighted time series for the whole TAS region are given in Fig.
3.

3.5 Wind stress and the Dipole Mode Index

Widlansky et al. [2014] showed that sea level in the neighbouring WTPO correlates
with the first two principal components of the equatorial wind stress. The first PC repre-
sents eastward equatorial wind stress anomalies, which strongly correlates with the Niño
3.4 sea surface temperature anomalies [McGregor et al., 2012b], while the second PC in-
dicates the seasonal weakening and southward shift of anomalous winds during ENSO
events.

To obtain the PCs the monthly ERA-Interim (version 2.0) 10 m wind speed is used
between 10◦S - 10◦N and 100◦E - 60◦W as in McGregor et al. [2012b]. The wind stress
(τx, τy) is estimated from the wind speed (u, v) using the relations [Pugh and Woodworth,
2014]:
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τx = ρair
(0.8 + 0.065

√
u2 + v2)

1000
u
√

u2 + v2

τy = ρair
(0.8 + 0.065

√
u2 + v2)

1000
v
√

u2 + v2 ,

(17)

where ρair is the density of air. We create a 2D-matrix with the wind stress time series
in both directions for all 2◦ × 2◦ grid cells over the whole dataset (January 1979 - De-
cember 2015), so that we capture multiple La Nina and El Nino events. Before computing
the covariances the mean, the annual and semi-annual signals are removed. The Empiri-
cal Orthogonal Functions (EOFs) are consecutively computed as the eigenvectors of the
variance-covariance matrix of the remaining wind stress anomalies. PC1 and PC2 are the
time series for the first two EOFs of the wind stress anomalies, accounting for 25 % and
14 % of the total anomaly variance (Fig. 4).

PC1 peaks in El Niño periods and has troughs during La Niña (Fig. 4), while PC2
peaks and throughs are slightly delayed with respect to PC1. The associated mode 1 spa-
tial pattern (Fig. 5), which shows the typical strong easterly wind stress anomaly associ-
ated the El Niño. This causes a positive temperature anomaly in the eastern equatorial Pa-
cific and a weak negative temperature anomaly in the WTPO. Meyers et al. [2007] showed
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Figure 5: The first two EOFs corresponding to the PCs of the wind stress. The colors indicate the
intensity of the wind stress and the vectors the direction.

that during El Niño the sea surface temperature in regions B, C and D (as given in Fig. 1)
of the TAS drops as well. During La Niña this pattern reverses, causing the thermocline
to deepen in the WTPO, which leads to a positive sea level anomaly in the same area. In
regions B, C and D of the TAS we find a positive sea surface temperature anomaly during
La Niña events. In the following, significant correlations with PC1 represent variability
that is in phase with ENSO and with PC2 variability associated with the seasonal weaken-
ing and southward shift of anomalous winds during ENSO events.

Additionally, we investigate the effects of interannual ocean dynamics from the In-
dian Ocean using the Dipole Mode Index (DMI). The DMI features peaks that at times
align with ENSO events (e.g., 2006-07, 2010-11); however; overall the correlations be-
tween the DMI and PC1 and PC2 are low. When DMI is negative, a positive sea surface
temperature anomaly occurs in the eastern Indian Ocean and in the TAS, with the opposite
temperature anomaly for a positive DMI [Meyers et al., 2007]. In case of a positive DMI
and an El Niño state, the temperature anomalies, especially in the Banda-Celebes region
(C) is strongly enhanced Meyers et al. [2007].

3.6 Present-day mass redistribution

We compute the contribution to relative sea level associated with mass changes
∆L(θ, φ, t) due to Greenland, Antarctica and glacier ice loss, land hydrology and dam re-
tention. These changes result into geoid height changes ∆G(θ, φ, t) and solid Earth height
changes ∆R(θ, φ, t) and a global mass conservation term Λ, which are all related to each
other, so that [Tamisiea et al., 2010]

∆S(θ, φ, t) = ∆G(θ, φ, t) − ∆R(θ, φ, t) + Λ, (18)

where ∆S(θ, φ, t) is relative sea level change at longitude θ, latitude φ at time t. For the
change in absolute sea level, we only require the change in geoid and the mass conserva-
tion term, which is estimated by solving the sea level equation including rotational feed-
back [Farrell and Clark, 1976; Milne and Mitrovica, 1996]. Details on the individual con-
tributions are described in the supplement of Frederikse et al. [2016].
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The resulting contributions to absolute sea levle trends are computed for 2005.5-
2012.5 (Fig. 6). Note that the input loads are only given on yearly intervals. Only dam
retention has a negative contribution to the sea level trend. Greenland is by far the largest
contributor due to its substantial ice loss during the considered period and its remote loca-
tion. The largest change in sea level is found far away from the source. The average sum
of sea level trends explained by the mass transport obtained with the fingerprint procedure
in the TAS is approximately 2.4 mm yr−1. This is only a small fraction of the total sea
level trend in the TAS. A comparison between the trends of fingerprints and the total sea
level trends is shown in supplementary Fig. S4.

3.7 Nodal cycle

The effect of tidal nodal cycles on absolute sea level trend estimates has not been
considered previously for the TAS and surrounding regions. The amplitude of the nodal
cycle at the Equator is approximately 7 millimeters. Since the length of our time series is
8 years and the period of the nodal cycle is 18.61 years, we only capture part of the cycle,
which can introduce mass trends at the millimeter-per-year level.

We evaluate the nodal cycle at the epochs of GRACE. According to Proudman [1960],
the nodal cycle has a minimum at the equator at the reference time t0 = 2006.45. The
mean sea level h̄NC,t in the considered region caused by the nodal cycle at time t is then
given as:

h̄NC,t = Ω̄ cos(2π(t − t0)), (19)

where Ω̄ is the average amplitude over the considered region. We follow the equilibrium
equations of Proudman [1960] to compute the amplitude Ω

Ω = α(1 + k2 − h2)(2 sin2(θ) − 1), (20)

in which θ is the latitude, α is the tidal magnitude, set to 8.8 mm following Woodworth
(2012), and the tidal Love numbers are k2 = 0.36 and h2 = 0.60. Using the approach
described in Woodworth [2012] and Frederikse et al. [2016], geoid changes resulting from
the applied load are computed using the sea level equation from Sect. 3.6. Adding the
geoid changes to the mass change signal induced by the tide gives the amplitude of the
geocentric sea level response to the nodal cycle, as is given in Fig. 7, which should be
used to correct altimetry. The geoid response to the nodal cycle is less than 10 % of the
nodal cycle load.

4 Results

First, we compare the statistically weighted time series from Sect. 3.4 with the un-
weighted time series from GRACE, altimetry and the reanalyses. Then we discuss the be-
havior of mass and steric sea level in the four TAS regions. In Sect. 4.2 we remove the
semi-annual and annual cycles and we relate steric sea level and mass to the two PCs of
wind stress and Dipole Mode Indices (DMI). In Sect. 4.3, we regress the steric and mass
components on to PC1, PC2, and DMI to examine possible oceanic influences on the es-
timated trends. In addition for the mass component, we will relate the trends to the nodal
cycle and absolute sea level trends obtained from mass redistribution fingerprints. Lastly,
the TAS contribution to GMSL rise is estimated.

4.1 Time series

In this section we compare the unweighted and statistically-weighted (Eq. 15) mass
and steric time series and describe their variability in each TAS region.
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Figure 6: Absolute sea level trends between January 2005 - December 2012 computed from five
present-day mass change contributions. In the last figure the sum of all contributions.

4.1.1 Stastically-weighted time series

In Fig. 8 time series of mass, steric and total sea level for the four regions are given.
The seasonal cycle of the total sea level are captured by both methods (altimetry and
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GRACE+reanalyses) in the South China Sea region. When the two methods differ, the
statistical optimal time series tends to lie between the two time series. This suggests that
the error bars of altimetry and GRACE+reanalyses are on the same order of magnitude.
The GRACE mass time series shows a more pronounced annual cycle than altimetry-
reanalyses, which appears to be noisier. In the South China Sea region, the reanalysis sea
level estimates do not correlate well with the altimetry measurements [Balmaseda et al.,
2013; Zuo et al., 2015] and the noise of the altimetry-reanalysis time series is relatively
large. The statistical-weighted time series therefore follows more closely the GRACE time
series. Both steric sea level time series (reanalysis and altimetry-GRACE) already matched
well, so the statistically weighted one overlaps with both. Note that there are some Argo
floats present in this region that help to constrain the reanalysis products.

In the Thailand-Java region total sea level estimated from GRACE+reanalyses de-
parts from altimetry in the first three years of the time series. This is caused by the effect
of post-seismic deformation of the Earth due to the Sumatra-Andaman earthquake, de-
spite the correction that has been applied. The statistically-weighted mass time series for
the region closely follows GRACE at the end of the time series, but the opposite is true
in the first three years, as a consequence of the increased error in GRACE mass estimates
as decribed in Sect. 3.2.2. The statistically-weighted steric signal in the bottom plot for
Thailand-Java follows the reanalyses, because the altimetry-GRACE steric time series is
relatively noisy. We must note that large fresh water fluxes from the Mekong might also
reduce the quality of reanalyses steric sea level estimates, because they are poorly con-
strained due to a lack of in-situ salinity measurements [Balmaseda et al., 2013].

In the seas of Banda-Celebes both altimetry and GRACE+reanalyses capture the in-
terannual and annual signals. The statistically weighted time series closely resembles the
altimetry time series, because it has relatively small error bars due to short correlation
scales. Mass is fully explained by GRACE, so altimetry-reanalyses has barely any influ-
ence on the statistically weighted time series. The statistically weighted steric signal is
primarily constrained by altimetry-GRACE, due to larger discrepancies between reanalyses
compared to the previous two regions, which inflates the error.

In the Timor and Arafura seas the interannual variability appears to be captured by
all time series, but there are discrepancies in the annual cycle. There are substantial ob-
servable differences in the annual cycle of mass. The weighted time series for the mass
signal closely resembles the GRACE time series, because the errors on the altimetry-
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Figure 8: Time series of total and steric sea level and mass for the four regions with the annual
cycle retained. In this figure the term ’reanalyses’ indicates the steric sea level obtained from re-
analyses, in order to avoid confusion with the term ’steric’ used to indicate statistically weighted
steric sea level. Top: total sea level from altimetry in red, from GRACE+reanalyses in blue and the
optimal solution in black. Middle: mass from GRACE in lightblue, from steric-corrected altimetry
in orange and the optimal solution in black. Bottom: steric sea level from the reanalyses in green,
from altimetry-GRACE in purple and the optimal solution in black.

reanalyses time series are larger. With the exception of a few peaks,we observe only minor
differences between the steric sea level time series. The statistically weighted steric sea
level time series is closer to altimetry-GRACE than the reanalyses.
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4.1.2 Mass and steric variability

Sea level variability in the South China Sea is dominated by the steric component
(Fig. 8) and as demonstrated in Sect. 3.3 this primarily reflects changes in temperature.
There is also an annual signal in mass, but this is approximately a factor of two smaller
than that of the steric signal, which is several centimeters in amplitude.

Much larger annual cycles in sea level are found in the Thailand-Java region of ap-
proximately a decimeter. In contrast with the South China Sea, the largest fraction of the
variability is the mass component, indicating a seasonal mass flux component into this
basin. The seasonal steric component is weak because the region is shallow, which limits
thermal expansion, and temperature changes are small over the year, which is evident in
the sea surface temperature [Knudsen et al., 1996].

The sea level time series of the deeper Banda-Celebes region exhibit a less pro-
nounced annual cycle than Thailand-Java. The annual cycle in steric sea level is however
larger than that of Thailand-Java, but the annual cycle in sea surface temperature is com-
parable as shown by Knudsen et al. [1996]. Since the water column is deeper it is able to
expand more in response to comparable heating than the Thailand-Java region. The inter-
annual variability is primarily caused by the steric signal as well.

The highest sea level variability in the TAS occurs in the Timor and Arafura seas,
which are deeper than Thalland-Java and shallower than the other two regions. The vari-
ability is a combination of mass fluctuations and temperature changes. The annual cycle
in sea level in this region is among the highest in the world [Vinogradov et al., 2008]. The
annual cycle in the steric time series is several centimeters in amplitude and the mass sig-
nal is slightly larger. Note that the interannual variations (for example smaller peaks in
2007 and 2010, coinciding with El Niño events) in the steric and mass signals is compa-
rable. Additionally, the steric time series in Banda-Celebes strongly resembles the mass
time series of Timor-Arafura. This suggests that there is a dynamic coupling between the
two regions, perhaps as a consequence of the large steric sea level fluctuations in Banda-
Celebes [Landerer et al., 2007; Bingham and Hughes, 2012], or the signals have the same
driver. In the following section this will be discussed further.

4.2 Interannual variability

We next consider possible drivers of interannual sea level variability in the TWS
by regressing steric and mass components on to equatorial wind stress (PC1 and PC2)
and processes associated with the DMI.In Fig. 9, we show the PC1, PC2 of the equatorial
wind stress, and the DMI regressed through the steric and the mass components. Before
regression, the nodal cycle is removed from the mass time series, which is also plotted
as a black dotted line. The trend, the annual and the semi-annual signals are regressed
together with the indices and removed from the steric and mass time series. In Table 3
we have computed the Coefficients Of Determination (COD) for each of the indices and
the sum of them. These CODs represent the ratio of the variances of the regressed index
and the mass or steric time series after removing the trend, the nodal, the annual and the
semi-annual cycles. The last three columns of Table 3 show the p-values of the regressed
indices. We also investigate the source of the mass fluctuations in the TAS by looking at
correlations with steric sea level in the surrounding oceans.

4.2.1 Regional effects

For the South China Sea, the region farthest from the equator, only a small fraction
of mass and steric sea level is explained by the indices. PC1 and the DMI explain a small
fraction of the mass variability and have a significant p-value, while PC2 explains a small
fraction of the steric variability. Combining the regressed indices shows that only 20 pro-
cent of the variability of the steric signal is explained by PC1, PC2 and the DMI, and that
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Figure 9: Time series of mass (top) and steric sea level (bottom) between January 2005 - Decem-
ber 2012 with annual and semi-annual signals removed. In blue the regression of PC1, in lightblue
PC2, and in green the DMI. The subtracted nodal cycle is shown as a black dotted line. The red
and blue shades indicate respectively El Niño and La Niña states.

this is even lower for the mass signal. As visible in Fig. 9, there is still substantial inter-
annual variability in steric sea level.
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Table 3: Coefficients of determination for the indices (individually and combined) regressed
through the mass and steric time series between January 2005 - December 2012 for the four re-
gions. The regions South China Sea, Thailand-Java, Banda-Celebes and Timor-Arafura are respec-
tively indicated with A, B, C and D. The last three columns indicate the p-value. In italic are the
coefficients that are not significantly different from zero based on a 5 % significance level. *The
column ’Total’ is the COD of the multilinear regression time series of the three indices, which is
not equal to the sum of the individual CODs.

COD p-val

PC1 PC2 DMI Total* PC1 PC2 DMI

Steric A 0.03 0.19 0.01 0.20 0.37 0.00 0.42
B 0.16 0.14 0.42 0.44 0.12 0.06 0.00
C 0.53 0.50 0.21 0.70 0.00 0.00 0.00
D 0.49 0.29 0.37 0.64 0.00 0.00 0.00
TAS 0.35 0.48 0.27 0.63 0.00 0.00 0.00

Mass A 0.14 0.01 0.08 0.16 0.03 0.42 0.05
B 0.55 0.18 0.14 0.56 0.00 0.00 0.00
C 0.77 0.01 0.12 0.77 0.00 0.44 0.00
D 0.82 0.35 0.16 0.84 0.00 0.00 0.00
TAS 0.73 0.18 0.20 0.73 0.00 0.00 0.00

In the shallow Thailand-Java region, the steric variability is small compared to the
South China Sea. Nevertheless, a substantial fraction (COD of 0.42) of the steric signal is
explained by the DMI. The regressed PC1&2 indices are insignificant as indicated by their
p-values. A negative (at the end of 2006) and a positive peak (at the end of 2010) are vis-
ible in the regressed DMI time series in Fig. 9, which correspond respectively to positive
and negative peaks in the DMI of Fig. 4. This is in line with Meyers et al. [2007], who
showed that a positive temperature anomaly, causing a steric response, is present during
negative DMI. The mass signal in this area is much larger than the steric signal and it is
driven primarily by PC1 for which the COD is 0.55. ENSO, which is in-phase with PC1,
appears locally as a steric phenomenon which manifestates itself in the WTPO as a deep-
ening of the thermocline during the La Niña phase and with temperature anomalies above
as well as below the thermocline [Zheng et al., 2015]. We argue that during the La Niña
phase water flows into the shallow areas down a pressure gradient established by a large
steric response in surrounding deeper area. We will return to this point in Sect. 4.2.2. The
opposite occurs during El Niño. An additional fraction of the interannual variability in the
Thailand-Java region is explained by PC2, which suggests that during the recovery phase
of La Nina, the mass anomaly is positive. The effects of DMI on the mass in Thailand-
Java are small, but still a significant regression coefficient is found.

The Banda-Celebes seas exhibit only small mass variations at interannual time scales,
which are most related to PC1. Note that the mass variations are almost in-phase with
those of Thailand-Java, but that the regression with PC2 is insignificant. The interannual
steric variability is largest in the region, which is expected as the region is deep, which al-
lows the water column to expand more at equal temperature increases. We find significant
regression coefficients for all indices for the steric time series, but most of the signal is
explained by PC1 and PC2. Because we find negative regression coefficients (not shown)
for both PCs and PC1 is in-phase with the Niño 3.4 index, while PC2 responds just out-
of-phase, we argue that the steric signal in Banda-Celebes is sligthly delayed with respect
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to ENSO. The DMI also has an influence (COD of 0.20), which agrees with the tempera-
ture patterns found by Meyers et al. [2007].
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Figure 10: Correlation of relative steric sea level (i.e. the steric sea level minus the mean steric sea
level in the TAS), surrounding the TAS with the mass in the TAS. Left: Full signal. Middle: PC1
removed. Right: PC1&2 removed.

The southernmost Timor-Arafura region exhibits the largest interannual variability,
of which mass represents the largest fraction as is visible in Fig. 9. All of the regressed
indices are significant in this region, as shown by their p-values. The individual COD for
the regressed PC1 is 0.82, with a negative regression coefficient this means that the mass
anomaly is positive when PC1 is negative. Since this is a relatively shallow area, water is
expected to move into the Timor-Arafura region at the moment of La Niña from a region
with a large steric response, a comparable effect as for the mass signal in Thailand-Java.
Note that at the Fremantle tide gauge, located farther south along Australia’s west coast,
correlations between sea level and ENSO are observed as well [Feng et al., 2004]. Also
PC2 has a large COD, which means that the water inflow is slightly delayed with respect
to ENSO, which is in-phase with PC1. The steric signal in the Timor-Arafura region is
in-phase with the mass signal. Table 3 shows that PC1&2 represent a smaller fraction of
the steric signal compared to that of the mass and that the DMI is responsible for a large
fraction of the variability, although it is still smaller than PC1. Again, this is in line with
the sea surface temperature patterns in Meyers et al. [2007] as discussed in Sect. 3.3.

4.2.2 Remote steric effect

Interannual steric variations summed over the entire TAS correspond primarily to
the steric signals in the Banda-Celebes region and the South China Sea. Based on the
CODs, PC2 is responsible for the largest part of the steric signal, which indicates the
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highest and lowest temperatures are found just after La Niña and El Niño events. Table
3 indicates that we can explain about 63 percent of the steric signal for the whole TAS.
The interannual variability of the mass signal, which is primarily linked to the Timor-
Arafura and Thailand-Java regions, is slightly smaller, but about 73 percent is explained
by the regressed indices of which PC1 respresents by far the largest fraction. While the
steric signal can be explained by temperature changes of the water within the TAS, a flux
of water is required from outside the TAS to account for the mass signal.

In Fig. 10 we investigate the origin of the interannual mass fluctuations further. To
get a horizontal mass flux in to the TAS from outside the region, we hypothesize that
steric sea level fluctuations are higher outside the TAS than within, which result in a pres-
sure gradient and mass exchange, which we call the remote steric effect. Therefore, steric
sea level in the surrounding regions of the TAS is computed from interpolated Argo grids
[Roemmich and Gilson, 2009] (so that they are independent from the reanalyses used in
this study) as is done in Sect. 3.3, from a reference depth of 1500 dBar. We then compute
the difference of steric sea levels in the surrounding regions at each grid point with the
mean steric sea level in the TAS. The correlation of these steric sea level differences with
the mass time series in the TAS is depicted in the top-left panel of Fig. 10. We find a
significant correlation across a large section of the WTPO, indicating that the steric build
up in this region drives a mass flux in to the TAS. A small region of high correlation ap-
pears near the equator in the Indian Ocean, which may be associated with DMI-related
fluctuations. We repeat the calculation using mass from the Timor-Arafura region, where
the mass component is strongest, instead of the entire TAS. We find a similar correlation
pattern as for the entire TAS (bottom-left panel, Fig. 10), but with weaker correlations
with the Indian Ocean steric variations, as expected from the lower COD. Comparable, but
slightly weaker correlation patterns are found for the Banda-Celebes and Thailand-Java re-
gions (not shown). For the South China Sea, we find correlations of maximally 0.4 in the
WTPO, but the patterns looks significantly different (not shown).

To confirm that ENSO is the principal driver of steric sea level variations in the re-
gion, we repeat the analysis but regress and remove PC1 (middle panels, Fig. 10), and
PC1 and PC2 from the steric height differences (right panels, Fig. 10). For the whole
TAS, correlations with PC1 removed are reduced from 0.6-0.7 to 0.4 to 0.5 in the WTPO.
For the Timor-Arafura region, the correlation is even further reduced to typically around
0.3-0.4 in the WTPO. Reductions in correlation by removing PC1 are also present when
considering the mass signals in Thailand-Java and Banda-Celebes regions, but barely for
the South China Sea (not shown).

The correlations drop considerably lower (<0.2) with the inclusion of PC2 (right
panels, Fig. 10). For the Timor-Arafura seas comparison, correlations are near zero across
the WTPO. Similar results are found for the mass in Thailand-Java, while for the Banda-
Celebes region a substantial amount of correlation is still present. After removing PC1&2
from the relative steric sea level, the correlation between mass in the South China Sea is
virtually unchanged.

In conclusion, mass changes in the TAS are linked to steric sea level changes in the
WTPO. The steric changes in the WTPO are driven by ENSO. Both PCs of the equato-
rial wind stress are required to remove the largest part of the correlation between mass in
the TAS and WTPO. Since PC2 is required, it appears that the dynamic response of the
mass is slightly delayed with respect to El Niño and La Niña. Only the mass signal in the
South China Sea appears to be decoupled from the first two PCs of the equatorial wind
stress.

4.3 Trends

Interannual ocean dynamics strongly affect trends computed from short time series
and the estimated trends therefore do not provide a proper indication for what happens
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to sea level on time-scales longer than the considered eight years. We therefore investi-
gate the effects of including indices of ocean dynamics in the regression on the estimated
trend from the statistically-weighted steric and mass time series. The trends and their er-
rors are computed using weighted least squares, by propagating the errors obtained from
Eq. 16 in Sect. 3.4. For the mass time series specificially, we also take into account the
nodal cycle. Eventually for the mass time series, we compare the trends after removing
the nodal cycle and with the regression of the indices to those obtained from mass redis-
tribution fingerprints. In Table 4 the estimated steric sea level trends are given, which are
computed over the period January 2005 - December 2012. The same is performed for the
mass trends and those are given in Table 5. In the last three columns the ’negative’ re-
gression trends for the three indices are provided, to give an indication how indices affect
the trends. A positive value for the regression trends therefore indicates a positive effect
on the estimated trend. The regression trends are computed with ordinary least-squares
through the PC1, PC2 and DMI regression time series, as given in Fig. 9. Summing them
gives a different value than the difference between the trends regressed with and without
indices, because correlations are not taken into account.

4.3.1 Regional trends

The total steric trend in the South China Sea of 5.3 mm yr−1 is about twice as large
as the the mass trend of 2.8 mm yr−1. By removing the contribution of the nodal cycle
the mass trend reduces by 1.2 mm yr−1. Both tables indicate that the effect of regressing
indices has minimal effect on the estimated mass and steric sea level trends in the South
China Sea region. This is expected, because the CODs of the time series of the indices,
given in Table 3, are only 0.20 and 0.16.

In the shallow Thailand-Java region comparable trends are found for mass and steric
sea level between 4-5 mm yr−1. The nodal cycle reduces the mass trend to 3.4 mm yr−1.
While the steric sea level trend increases by regression with the indices, primarily as a
result of the DMI, the mass trend decreases further due to PC1. The negative effect of
PC1 on the trend is the compensation for the high amplitude La Niña event relatively late
in the time series [Boening et al., 2012], which affects the mass in Thailand-Java area as
discussed in the previous section. PC2 and the DMI have a small positive effect on the
mass trends.

The Banda-Celebes seas exhibits by far the largest steric sea level trend in the TAS,
even after the regression with the indices. It is again the negative trend of PC1 that causes
this reduction, while part of the trend is recovered by the other two indices. In contrast to
steric sea level, the mass component exhibits the smallest trend of the four regions. After
removing the nodal cycle and regressing with the indices there is no significant mass trend
left.

In the Timor-Arafura region, a larger mass than steric trend is present. After the
removal of the nodal cycle, the mass trend still remains significantly (two standard devi-
ations) larger than the steric trend. The ocean dynamics have no influence on the steric
trend, because PC2 and the DMI compensate loss of trend caused by the regression of
PC1. The mass trend is reduced to 3.6 mm yr−1 by regressing indices, which remains the
largest mass trend in the TAS.

The steric trend averaged over the whole TAS is about 2 mm yr−1 larger than the
mass trend. There is a insignificant reduction of the steric trend to 6.1 mm yr−1 when the
indices are regressed. Removal of the nodal cycle and regression of the indices lowers the
mass trend to 2.0 mm yr−1, about one-third of the remaining steric trend.
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Table 4: Steric sea level trends in mm yr−1. The four regions South China Sea, Thailand-Java,
Banda-Celebes and Timor-Arafura are respectively indicated with A, B, C and D. The second col-
umn ’Total’ shows the trend without regressing the indices. The fourth column ’Ind rem.’ show the
trend with regressing the indices. In the last three columns we indicate the regression trends of the
indices.

Total Ind rem. PC1 PC2 DMI

A 5.3±0.5 5.4±0.6 0.1 0.1 0.0
B 4.3±0.3 4.8±0.4 0.2 -0.0 0.3
C 9.6±0.3 8.2±0.4 -2.9 0.7 0.5
D 4.5±0.4 4.5±0.4 -1.7 0.3 0.6
TAS 6.4±0.3 6.1±0.4 -1.0 0.3 0.3

Table 5: Mass trends in mm yr−1. The four regions South China Sea, Thailand-Java, Banda-
Celebes and Timor-Arafura are respectively indicated with A, B, C and D. The second column
’Total’ shows the trend without regressing the indices. The third column ’NC rem.’ provides the
trend after removing the nodal cycle. The fourth column ’Ind rem.’ shows trends after removal of
the nodal cycle and with regression of the indices. In the fifth column ’FP’ the estimated trends
from mass redistribution fingerprints is given. In the last three columns we indicate the regression
trends of the indices.

Total NC rem. Ind rem. FP PC1 PC2 DMI

A 2.8±0.2 1.8±0.2 1.6±0.2 2.5 -0.2 0.0 0.1
B 4.9±0.4 3.4±0.4 2.3±0.5 2.4 -2.5 0.2 0.3
C 2.5±0.2 1.2±0.2 -0.1±0.2 2.4 -1.4 -0.0 0.1
D 7.7±0.2 6.6±0.2 3.6±0.3 2.2 -4.1 0.5 0.4
TAS 4.5±0.2 3.1±0.2 2.0±0.2 2.4 -1.8 0.1 0.2

4.3.2 Comparison to mass redistribution fingerprints

Once the major ocean dynamic signals (PC1&2 and DMI) are removed, the resid-
ual mass trends are compared to the sum of the mass fingerprints. The mass redistribution
fingerprint trends for the individual regions are given in the fifth column ’FP’ of Table
5. For the whole TAS the yearly sea level time series of the mass redistribution finger-
prints are shown in Fig. 11. As visible in the figure, the trend of the fingerprints is close
(within the 95% confidence interval) to the observed change Table 5. Based on this corre-
spondence, we infer that the net flux of water mass, after removing all the ocean dynamics
and mass redistribution effects, through the boundaries of the TAS is statistically insignif-
icant. Table 5 shows that there is a positive discrepancy with respect to the fingerprints in
the shallow Timor-Arafura region and negative discrepancies in the deep regions. Since
the water influx into the TAS is statistically insignificant, this suggests mass exchange be-
tween the deep and shallow regions within the TAS, especially between Banda-Celebes
and Timor-Arafura.

Time series of the individual fingerprints (Fig. 11, bottom panel) show that. Over
the considered time period, Greenland ice loss is the largest contributor to mass trends
in the region, followed by glacier melt. Not only does the Greenland ice sheet have the
largest mass loss, but its location far away from the TAS increases the contribution with
respect to the glaciers and Antarctic melt. Furthermore, while the glaciers contribute spa-
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tially quite homogeneously to the trends in the TAS (Fig. 6), the contributions of Antarc-
tica and Greenland vary primarily from north to south. The meridional gradient of the
Greenland fingerprint is particularly evident, with a 0̃.3 mm/yr difference between the
South China Sea and the Timor-Arafura regions.
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Figure 11: Top: In red the sea level time series (m) for the whole TAS region, after removing the
contributions of the regressed PC1&2 and DMI indices, the nodal cycle and the annual and semi-
annual cycles. In black the sum of the mass fingerprints. Bottom: The fingerprint time series of
Greenland, glaciers, Antarctica, dam retention and land hydrology respectively in lightblue, green,
blue, yellow and orange.

4.4 Contribution to global mean sea-level rise

To determine the contribution of the TAS to global sea level, we first estimate the
global mean mass and steric sea level trends. Then the differences between the TAS trends
and the global trends are computed. An estimate of the contribution of the differenced
trends ∆trelative is then computed using the ratio between the surface area AT AS of the
TAS and the rest of the oceans Aglobal − AT AS , such that:

∆tglobal =
AT AS

Aglobal − AT AS
∆trelative, (21)

is the effect of including the TAS into global ocean budgets. This approach is applied for
both the mass and the steric components.

The global mean steric sea level and global mean mass time series are obtained
from the NASA website [Llovel et al., 2014; Watkins et al., 2015]. The global mean steric
sea level is computed from Scripps temperature and salinity grids [Roemmich and Gilson,
2009], in which the TAS region is completely excluded. A 3◦ × 3◦ mascon solution is
used to construct the global mean mass time series, which includes several cells within
the TAS region. Since the effect of the mass in the TAS on the global mean mass trend
is only a fraction of the mass trend in the TAS itself, this will not significantly affect the
outcome of the computation. The time series trends are computed between January 2005
- December 2010 for comparison with other studies, which results in 0.1 mm yr−1 for the
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Table 6: Contribution to GMSL over January 2005 - December 2010 in mm yr−1. The first column
contains the trends in the TAS. The second column contains the relative trends with respect to the
global estimates. The last column shows the contribution to the global budget.

TAS only TAS-Global Global contr.

Sum 12.4 10.7 0.3
Steric 8.2 8.1 0.2
mass 4.2 2.6 0.1

steric trend and 1.6 mm yr−1 for the mass trend. The trends over the period January 2005
- December 2012 are comparable to the trend over the shorter period.

The TAS trends derived from the statisticaly-weighted time series are 8.2 mm yr−1

for the steric component, and 4.2 mm yr−1 for the mass component (Table 6, Col. 1). Tak-
ing the difference between the TAS and global trends estimated above (Table 6, Col. 2),
we compute that the TAS contribution is 0.2 mm yr−1 for global steric and 0.1 mm yr−1

for global mass. Because the ratio of the surface area of the TAS and the global ocean
is small, the error bars on the contribution to the global estimates are small and therefore
they are not provided in the table.

Based on the ORAS4 reanalyses, Dieng et al. [2015] estimated that the global mean
steric sea level is underestimated by approximately 0.25 mm yr−1 over the period January
2005 - December 2013. Even though we computed the value over a slightly shorter pe-
riod, our estimate of 0.2 mm yr−1 is close to this value. They did however not discus the
effect of the 300 km cut-off from the coast in GRACE global mass, which was based on
the time series of Johnson and Chambers [2013]. A 300 km cut-off effectively removes
the whole TAS contribution from the global solution. We estimate that excluding the TAS
in global mass estimates causes underestimation of 0.1 mm yr−1. Combining both num-
bers gives a trend of 0.3 mm yr−1, which is consistent with the 0.5±0.2 mm yr−1 com-
puted by Von Schuckmann et al. [2014].

5 Conclusions

For the first time satellite altimetry, satellite gravimetry and reanalysis data are used
to determine the steric and mass components of sea level variations in the TAS. To study
the sea level variability in the TAS in more detail, time series of the sea level components
are computed for four regions. The uncertainties of the time series of total sea level from
altimetry, mass from GRACE and steric sea level from reanalyses, are used to derive a
statistically optimal separation between the steric and mass components. The statistically
weighted time series are used to study the interannual variability and trends in the TAS, as
well as their contribution to global mean sea level.

The largest variability in steric sea level is found in the deeper areas as the South
China Sea and the Banda-Celebes seas. The small water column of the Thailand-Java
and Timor-Arafura regions is not able to expand as far as the other two. In constrast, the
largest mass signals are present in the shallower regions. We argue that this is a dynami-
cal response to larger steric sea level fluctuations in neighbouring areas.

Regression with the first two PCs of the equatorial Pacific wind stress and the DMI
showed that the South China Sea largely is unaffected by ENSO and Indian Ocean dipole
dynamics. The steric sea level in the Banda-Celebes and Timor-Arafura seas is strongly
driven by PC1&2, which are used to represent wind forcing that is either in phase with
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ENSO (PC1), or peaked around the southward shift of anomalous winds (PC2). The DMI
has a small effect on the temperatures in Thailand-Java and causes a substantial fraction of
(thermo-)steric variability in Timor-Arafura. Mass signals in the shallow areas are almost
180 degrees out-of-phase with PC1. PC2 shows a strong contribution, especially in the
Timor-Arafura region. We believe that the shallow region mass changes, which dominate
the total mass change in the TAS, are due to net transport from the neighboring WTPO to
the shallow regions associated with variations in WTPO steric sea level, which are related
to PC1&2.

Accounting for interannual variations associated with the PC1, PC2, and DMI in-
dices impacts the estimation of linear trends. Regressing PC2 and the DMI have over the
whole TAS a slight positive effect on the mass and steric trends, while regressing PC1
reduces the trends. This leads to a reduction in mass and steric trends. The mass trends
are also affected by the nodal cycle, because it causes a mass change with a mimimum
in 2006 and a maximum in 2015. Trends are decreased with approximately 1.3 mm yr−1

when correcting for the nodal cycle.

The mass trend over the whole TAS is statistically equal to the trend estimated from
mass redistribution fingerprints. However, within the four regions there are differences:
the deep regions have smaller mass trends than their fingerprint estimates, while in the
Timor-Arafura region we find larger trends than its fingerprint. We argue that there is an
internal redistribution of water within the TAS, where water flows from deep regions with
a large steric response into the shallower regions.

Finally, we computed trends for the whole TAS and estimated the contribution to
the global budgets. Omitting the TAS results in an underestimation of the mass and steric
components with 0.1 and 0.2 mm yr−1, respectively. These numbers are in line with previ-
ous studies.

Our approach for separating mass and steric contributions to sea level changes can
be applied to other basins where Argo float coverage is limited, such as the Caribbean
Sea, the Gulf of Mexico and the Yellow Sea. To investigate the drivers of mass and steric
sea level variability, appropriate indices should be used.
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