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PREFACE 

Understanding the nature and dimension of  the food problem and the policies avail- 
able t o  alleviate it has been the focal point of the Food and Agriculture Program at the 
International Institute for Applied Systems Analysis (IIASA) since the program began in 
1977. 

The national food systems are highly interdependent, and yet the major policy 
options exist at the national level. To explore these policy options, therefore, it is necessary 
both t o  develop policy tnodels for national econon~ies and to link then1 by trade and by 
capital transfers. For greater realism, the models in this scheme of analysis are being kept 
descriptive rather than normative. The final result will link models of 20 countries, which 
together account for nearly 80 percent of such important agricultural attributes as area, 
production, population, exports, and imports. 

This report presents the results of work on farm supply response in India; it is part 
of  the work devoted t o  building an agricultural policy model for that country. As under- 
standing farmers' behavior in response to  various possible policy instruments is a critical 
part of much of agricultural policy analysis, this work is a significant element of the IIASA 
agricultural policy model for India. 

KIRIT S. PARIKH 
Acting Leader 

Food and Agriculture Program 
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SUMMARY 

Some of  themost important decisions in agricultural production, such as what crops 
to grow and on how much land to grow them, must be made without certain knowledge 
of future rainfall, yields, and prices. In this report we model the land allocation decisions 
of  hzdian farmers as a significant first step in developing a model for Indian agricultural 
policy. The approach that we have adopted is consistent with the premise that farmers 
behave rationally and react to circumstances in a wav that maximizes their utility in the 
context of opportunities, uncertainties, and risks as perceived by them. 

After a briefreview of  the approaches available for estimating farm supply response, 
we sutnnzarize a few relevant studies, which are constructed largely after the traditional 
Nerlovian model, based on adaptive expectations and adjustment schemes. Significantly, 
however, the model seems to involve a serious error of specification with respect to the 
formulation o f  the price expectation function. Nerlovian specification does not separate 
past, actually realized prices into "stationaly "(expected) and random components, and it 
attaches the same weights to the two components for predicting expected prices. 

The model described in this report deviates from the traditional Nerlovian model in 
two principal respects: 

- We estimated acreage response for different crops by using expected revenue 
instead of expected prices as a proxy for expected profits. 

- We formulated an appropriate revenue (or price, as the case ma)) be) expecta- 
tion function for each crop by clearly identifying the "stationary" and randotn 
components involved in past values of the variable and b ) ~  attaching suitable 
weights to these components for prediction purposes. We postulated an auto- 
regressive integrated moving average (ARIMA) model for this purpose and used 
Box-- Jenkins methodoloa in estimating these functions. 

In our study we considered nearly all crops grown in India. On the basis of sowing 
and harvesting periods in different states, we drew up an overall substitution pattern arnong 
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crops at the national level. This pattern permitted us to classify the crops into ten groups; 
the crops in different groups are usually grown in different soils, seasons, or both. The 
essential data for estimating the acreage response consist of area, production, yield, imga- 
tion, prices, and rain fall. 

We then inserted into the Nerlovian model the estimated revenue expectation func- 
tions for different crops and estimated the acreage response equations. Later we formulated 
an area allocation scheme so that the individually estimated areas of different crops would 
add up to the exogenously specified total gross cropped area in the country. Finally, we 
subjected all of the estimated equations to a validation exercise to judge the model's per- 
formance, particularly its ability to predict turning points. 

1 THE PROBLEM AND ITS IMPORTANCE 

Any analysis of agricultural policy needs t o  deal with the problem of affecting the 
supply of agricultural outputs. For policy purposes, not only the levels. but also the com- 
position, of outputs are relevant. Agricultural supply, however, is the result of the decisions 
of a large number of farmers. How do farmers decide what and how much t o  produce? 
What policy instruments and other factors affect their decisions? We must understand 
these questions if we hope to devise a successful policy. 

An important characteristic ofagricultural production is the time lag that it involves: 
outputs are obtained months after planting operations are begun. After planting has been 
completed, farmers have comparatively little control over output .  

The most important decisions - what crops t o  grow and on how much land - must 
be made without certain knowledge of future rainfall or harvest prices. How do fariners 
form their expectations about these factors? How d o  their expectations affect their crucial 
decisions about land allocation? 

In this report we investigate these issues in India. Modeling the land allocation deci- 
sions of Indian farmers is an important first step in developing a model for Indian agricul- 
tural policy. K.S. Parikh (1 977) has described the framework of the full model. which is a 
computable, general equilibrium model. 

We start with the premise that farmers behave rationally and that rational farmers 
should react in a way that maximizes their utility within the context of the opportunities, 
uncertainties, and risks that they perceive. Our approach is consistent with this preliiisc. 
We have estimated our model econoinetrically, using Indian data covering the period from 
1950 t o  1974. The model states that fariners' desired allocation of their land among com- 
peting crops depends on rainfall and on the relative revenue that they expect to  derive from 
different crops. Moreover. various constraints may restrict the rate at which the farliiers 
can adapt t o  a desired new cropping pattern. 

We have used expected revenue rather than expected prices. not only because ex-  
pected revenue is theoretically inore satisfactory (farmers must observe that in good years 
prices fall), but also because a great deal of uncertainty is associated with yields. Expected 
revenue is used as a proxy for expected profits because adequate data for crop-specific 
costs and profits are not available, and for farmers who operate with a fixed amount of 
total available inputs (an amount that is less than the profit-maximizing input level), rnaxi- 
mizing profits and maximizing revenue give nearly the same results. 

The model may beused as part of a year-by-year, simulation-type, price-endogenous, 
computable, general equilibrium model. We have carried out validation exercises t o  test its 
performance in simulating the area allocation system developed. 
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In the next section we discuss certain methodological issues. A review of literature 
follows in Section 3 .  In Section 4 we describe our experience with the estimation of the 
Nerlovian model on acreage responses, the estimation of crop revenue expectation func- 
tions based on the Box-Jenkins methodology, and the modified acreage response model. 
In Section 5 we describe the validation exercises. A discussion of policy implications and 
conclusions follows in Sections 6 and 7. 

2 POSSIBLE APPROACHES TO MODELING SUPPLY RESPONSE 

We have followed a two-stage approach t o  modeling supply response. In the first 
stage, which is described in this report, farmers allocate their land t o  different crops. This 
is followed by a second stage in which,given the areas, yields are determined. The first-stage 
model is econometric. The second-stage model may be a programming one in which farmers 
allocate the inputs and factors other than land t o  different crops in order t o  maximize 
profits. Alternately, yields in the second stage may be estimated econometrically as a func- 
tion of inputs and rainfall. 

Why have we followed a two-stage procedure instead of one in which all allocation 
decisions (of land, as well as of other factors and inputs) are made simultaneously? In a 
one-stage procedure, two broad approaches are possible. One is to  develop a programming 
model in which area allocation is internal; the other is t o  have an econolnetric esti~nate of 
the output levels themselves as supply functions. 

Each alternative has limitations. A programming approach leads t o  a corner solution, 
in which land is allocated to  one crop. unless the area allocations are constrained ei t l~er  
explicitly or through production functions in which there are diminishing returns t o  arca 
devoted to one crop. A corner solution may also be avoided by introducing measures of 
uncertainty regarding the output of various crops. It is sometimes suggested that explicit 
constraints on areas prescribed exogenously are acceptable or even desirable, particularly 
when farmers consume a large amount of their output themselves. This argument, however. 
implicitly assumes either that farmers' allocation decisions are so complex that they cannot 
be modeled or that farmers have so little choice in allocating land t o  difrercnt crops that 
the arbitrariness of explicit area constraints is tolerable. These assumptions are questio~l- 
able and need to be tested empirically, for even farmers growing food largely for- sell'- 
consumption should not be insensitive t o  changing prices and profitabilities. In self- 
consumption, where the farmer essentially sells to  and buys from himself, the tl.atle margin 
on that amount accrues to  the farmer himself. Taking this into account. a rational farmer 
should want to  maximize expected profits. includingmargin on trade for self-co~lsurllption. 
Similarly. the perverse relationship of marketable surplus to  prices (marketat~le S U ~ ~ ~ I J S  

going down as prices rise; see Krishnan 1965) can also be consistent with conventional 
economic theory. As higher prices for his products make hinl richer, the farmer might 
want t o  consume more of his own product. These arguments suggest that one sl~ould con- 
sider modeling farmers' land allocation decisions before one adopts arbitrary constraints. 

An alternative method of avoiding corner solutions in a prograillnling tnodcl is t o  

introduce diminishing returns t o  size of area devoted t o  a crop. Einpirical estimates of such 
production functions arc not easy t o  make and arc not geuerally available. Mol-cover. thc 
data required t o  make such estimates are not plentiful. This is therefore a hard procedure 
to  follow. The difficulty of introducing in a programming model uncertainties regarding 
various crops is essentially that of identifying separately the variations in yield levels 
resulting from input levels and weather. 
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Estirnatingan econometric ou tpu t  supply function is unsatisfactory for a policy sin)- 
ulation model because only the final outconle of  a number  of  decisions is estiniated. The  
e s t i~na t ion  thus  provides less flexibility in changing certain parameters in the model.  For  
e x a ~ n p l e .  the i ~ n p a c t  o f  new high-yield varieties might be hard tu  assess in such a frame- 
work.  We have tllerefore followed a two-stage rnodel. 

3 A BRIEF REVIEW OF LITERATURE ON SUPPLY RESPONSE 

Most empirical research o n  estimating farmers' acreage response is based on direct 
application, minor modification, or extension o f  the  celebrated work of  Ncrlovc (1958) .  
Nerlove distinguishes three types of  ou tpu t  changes: "(1) in response t o  changes ill current 
prices which d o  not affect the level o f  expected future  prices, (2) in immediate response 
t o  a change in the  level o f  expected future  prices, and (3)  in response t o  a change in thc  
expected and actual level o f  prices af ter  sufficient time has elapsed t o  make full adjustment 
possible ." 

Of  these, ou tpu t  changes of  the  first type  may be limited for  t w o  reasons. First, a 
sudden change in ou tpu t  based o n  sudden changes in input-output prices may be  difficult 
t o  achieve. Second. if the change (increase o r  decrease) is only a short-term phenomenon,  
such quick and  frequent ou tpu t  changes may  be quite costly.  Hence we i g n o ~ e  o i ~ t p u t  
changes of  the first type  and are left with the three essential ideas of  the  Nerlovian model :  
( I )  over t ime. farmel-s keep adjusting their ou tpu t  toward a desired (or equilibrium) level 
o f  ou tpu t  in the long run.  based o n  expected future prices; ( 2 )  current prices affect ou tpu t  
only t o  the  extent that they alter expected future  prices; and ( 3 )  short-term adjustments 
in o u t p u t ,  which arc made  keeping the long-term desired level o f  output  in mind ,  m a y  not 
fully reach the long-term desired level because constraints on the speed o f  acreage adjust-  
ment  may exist. 

Nerlove's model is as follows: 

where 

X: is the long-term desired ( eq~~ i l ib r ium)  acreage of  the crop in period t 

X I  is the  actual acreage 
* 

PI is the  expected "rlor~nal" price 

PI is the  actual pricc 

Zt  is any  other  relevant variable (say. rainfall) 

U ,  is a random residual 

/3 is the  pricc expectation coefficient 

y is the acreage ad jus t~ncn t  coefficient 
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Given that 0 < (3 < 1 ,  eq. (2) implies that the current expected price P ~ C  falls some- 
where between the previous year's actual price Pt - l  and the previous year's expected 
price P,*_ l .  That is, the current year's expected price is revised in proportion t o  the differ- 
ence between actual and expected prices in the previous year. If (3 = 0 ,  the expectation 
pattern is independent of the actual prices,and only oneexpected price for all time periods 
exists. If (3 = 1 ,  the current year's expected price is always equal t o  the previous year's 
actual price. 

The restriction 0 < (3 < 1 is an essential one. The value of (3 indicates the nature of 
the movement of  price expectations over time as actual prices are observed. If (3 < 0 or 
(3 > 2 ,  the price expectation pattern represents a movement away from the actual price 
movement. Moreover, when (3 > 1 ,  the weight for p L l  becomes negative, which does not 
seem aesthetically appealing. Some researchers, such as Cummings (1975), have presented 
empirical results that do not satisfy the condition 0 < (3 < 1.  

Equation (3) also implies a similar process of acreage adjustment. Farmers adjust 
their acreage in proportion t o  the difference between the desired or long-term equilibrium 
level and the actual acreage level during the previous period. Again. a meaningful interpreta- 
tion requires that 0 < y < 1,  for y < 0 implies that a farmer allocates less area in time t 
than that in time t - 1 ,  while in fact he desires to  have more area (assuming that XfC > 
X t -  and y > 1 implies overadjustment. 

Equations ( l ) ,  (2), and (3) contain the long-term equilibrium and expected variables 
that are not observable. However. for estimation purposes, a reduced form containing only 
observable variables may be written (after some algebraic manipulation) as follows: 

Underlying the reduced form (eq. (4)) are the hypotheses and assumptions described 
above, although it might be possible to  arrive at the same reduced form under a different 
set of hypotheses and assumptions. Unless the structural parameters are identified and 
found satisfactory, a good fit for the reduced form is hard t o  interpret. 

Fisher and Temin (1970) give an example of a reduced-form equation (notation 
changed and trend variable t added here) obtainable by different sets of hypotheses: 

They say that one may arrive at eq.  (5) in at least three different ways. First, eq.  (5) can 
be modified and rewritten t o  express Xt as a function of past prices, which then means 
that current acreage is related t o  past observed prices. Second, farmers may conceive of a 
desired level of  acreage - say, X; - -  knowing Pt-  , but may somehow be unable t o  achieve 
that level. If 

and 
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it is possible t o  arrive at  eq. (5) after substitution. Third, whatever their adjustment ability 
may be, farmers may make decisions on the basis of the price that they expect from their 
observations of actual prices. If 

and 

then again from these two relations X, can be expressed as a function of past prices. 
In the previously mentioned cases. these hypotheses lead t o  reduced forms that are 

not distinguishable by observation. The Nerlovian case corresponds to  a situation where 
the last two hypotheses were made together. 

Equation (4)involves some estimation problems that we should mention briefly here. 
Suppposing that there is no Z, variable in eq. ( I ) ,  the reduced form becomes 

Then fly (i.e.. the product of 13 and y), but not 13 and y separately, can be obtained from 
the quadratic equation formed from the coefficients of Xt-l and X r - 2  of eq. (6). Using 
the estimate ofOy,however,an estimate o f a l  clearly can be obtained. Hence, even though 
the adjustment and expectation parameters 13 and y are not identified separately, the long- 
term elasticity with respect t o  expected price may still be known. 

This difficulty of parameter identification cannot be overcome, even by introducing 
another variable Z, into the system. As can be seen from eq. (4). such an introduction 
yields separate, but not unique, estimates of 13 and y. However, by postulating a suitable 
expectation pattern, one might bc able to  solve this difficulty. In the Nerlovian system, 
farmers have expectations only about the price variable. Actually, farmers might have 
simultaneous expectations about such other variables as yield or rainfall. Their area alloca- 
tion decisions would follow from these expectations. 

During the last decade and a half. Nerlove's model has inspired a great deal of empir- 
ical research (see Askari and Cummings 1976) in a number of countries, including India. 
with respect t o  estimating the acreage response of farmers t o  price movements. A review 
of relevant literature. including modifications and extensions of the Nerlovian model and 
occasional comments about the estimation problems involved, follows. 

R.  Krishna (1 963) made one of the earliest attempts t o  apply a Nerlovian approach 
t o  Indian data. His model. simply an area adjustment supply model. includes irrigation, 
rainfall, relative price. and yield variables. He does not distinguish between actual and 
expected prices. which implies that farmers have full knowledge of  what prices are going 
t o  be.? 

t Behrman (1968)  gives a critical analysis of this model 
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Narain's study (1965) on the impact of price movements on areas under selected 
Indian crops is not based on a Nerlovian approach but on graphical analysis. As it is not 
based on econometric analysis, the usual estimation problems disappear in Narzin's work, 
but comparison of his approach and results with those of other researchers is difficult.? 

Cummings (1 975) writes the reduced form (eq. (4)) in the following way: 

He estimates eq. (7) for a range of specified values of 0 and selects that value of 0 "for 
which the regression error sum of  squares is minimized." Two points should be noted. First, 
according t o  Cummings, the price expectation coefficient "can be reasonably assumed t o  
fall within the range of zero t o  two." No justification is provided for assuming 0 t o  be 
greater than one. Second, t o  take care of autocorrelation, Cummings employs the 
Cochrane-Orcutt technique, which uses a first-order autocorrelation scheme on the dis- 
turbance terms. 

If eq. (7) is estimated. it means that the following is assumed t o  be true: 

With the usual assumptions for V, and p, eq.  (8) implies a second-order scheme of auto- 
disturbance for U,, which is the basic disturbance term in eq. (1). Cummings explains neither 
the second-order autocorrelation scheme of U, nor the first-order one shown in eq. (8). 

Madhavan (1972) paysexplicit attention t o  deriving eq.  ( I) ,  the first equation of the 
Nerlovian scheme. He formulates a Lagrangian to maximize farmers' net income: 

where Yi is the production function for the ith crop and H is the same for the farm as a 
whole. Setting the partial derivatives t o  be zero and imposing the marginality conditions 

he derives 

* * * * * * 
log Xi = a o  + a l  log (Pj /Pi ) + a2 log Yi + a3 log Yj + a4 log X. + Ui 

I (1 0) 

* 
where Xi is the desired acreage of the i th  crop, x,? is the desired acreage of the jth crop, 
and P* and Y* are the expected levels of prices and yields. This fornlulation is interesting 
because it is a consequence of the maximization procedure. Madhavan also introduces 

- - -- - .- 

f Lipton (1966) makes further comments on this study 
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competing crops and relative yields. With respect t o  expectations, however. he assumes 
current expectations to  be the previous year's actual values. 

The next step in this field of research was t o  incorporate the elements of risk and 
uncertainty. In a case study of four major annual crops in Thailand from 1937 t o  1963, 
Behrman (1968) attempts to  capture the influences of  variability of prices and yields on 
supply response functions. Along with such variables as population and the death rate 
froin malaria, he introduces the standard deviations of price and yield in the three previous 
periods t o  give an idea of farmers' reactions to  risks. However, Nowshirvani (I 971)  points 
out  that Behrman's analysis was an empirical exercise without an explicit theoretical model. 
He also contends that Behrman's procedure is somewhat unsatisfactory because "the Ner- 
lovian price expectation model is inconsistent with a changing variance of the subjective 
probability distribution of prices." 

Nowshirvani develops a theoretical model for farmers' decisions on land allocation 
that accounts for uncertainties in prices and yields. Farmers' decisions follow from maxi- 
mization of  expected utility. Under a set of specific assunlptions about farmers' utility 
functions, Nowshirvani shows that incorporating risk in the analysis of agricultural supply 
may show a negative area-price response. The natural variability of land also affects the 
magnitude of this response. As he says, "if the diversification of cropping is not dictated 
by the physical conditions of production but rather by the desire t o  reduce risk, stabiliza- 
tion schemes may sornetiines be more effective policy instruments than price in bringing 
about area shifts amongcrops." He also observes that when prices and yields are negatively 
correlated, price stabilization leads to income destabilization, which could also lead t o  
reducing the area devoted to the crop under consideration. 

Nowshirvani does not distinguish between the prices received by farmers and prices 
paid for the same product. However, many of his conclusions would be strengthened by 
making this differentiation. 

Two issues often raised are: 

- Which is the relevant variable for characterizing farm supply response - acreage 
or farm output? 

- Which price should be used - -  average, pre-sowing, post-harvest. modal, or 
another? 

Several authors, including Nerlove, R. Krishna, and Narain, used acreage. Different 
prices have, however, been used in various studies. For  example, Nerlove used an average 
price, while R. Krishna used post-harvest prices. Rao and J. Krishna, who examined this 
issue in  two studies (1965, 1967), attempted t o  determine the impact of different prices 
on acreage estimations; they used a total of 21 different combinations or sets of prices in  
their work. It is thus difficult t o  conclude that any particular set of prices best explains 
supply response. 

Whatever prices one might use. A. Parikh (1972) questions the validity of the com- 
mon assumption that farmers react prilnarily t o  prices. In a static framework, he argues, 
prices can be the major determinant of land allocation. In a dynamic setup, however, 
there are often other factors. such as technological changes, that might equally influence 
allocation decisions. In time-series analyses, this becomes even Inore important.  Further, 
when one is dealing with individual crops rather than with aggregate agricultural produc- 
tion. relative profitability determines the cxtent to  which one crop is substituted for an-  
other. 
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A. Parikh uses relative price as well as yield expectations (though not a combined 
relative revenue expectation) and, in an essentially Nerlovian model, estimates Indian 
farmers' market responsiveness for commercial crops from data covering the pcriod from 
1900 to 1939. 

4 ESTIMATIONS 

Two points should be noted with respect to estimation. First, while a large number 
of the studies discussed in Section 3 are based on time-series data, several do not specify 
whether they allowed for autocorrelation. The exact form of autocorrelation in the ulti- 
mate reduced form depends on the assumptions made about the nature of the disturbance 
terns involved in the original model; sometimes, applying the Cochrane-Orcutt technique 
may not be sufficient. 

Second, some studies accepted the naive expectation model as far as the price * 
expectation functions are concerned, i.e., t; =Pt- ;This is probably because of the prob- 
lem of parameter identification. In some studies, Pt 1s written as a distributed lag of past 
prices, assuming that the lag is known. 

We believe that prices cannot adequately explain acreage response and that, for most 
crops, revenue relative to that of competing crops is a more appropriate variable. After 
summarizing our experience with the traditional Nerlovian model, we separately estimate 
the revenue expectation functions for each crop. As we have time-series data, we employ 
the Box--Jenkins method to estimate these revenue expectation functions. We then use 
these crop revenue expectation functions in estimating the Nerlovian equations required. 

4.1 Indian Crops 

Rice, the most widely grown crop in India, accounted for roughly 23 percent of the 
total gross cropped area in the country in 1974. Wheat has gradually evolved to be the 
second most important crop, closely followed by jowar and then by bajra. Wheat's total 
gross cropped area is around 50 percent of that of rice. Other important crops are maize, 
gram, barley, and ragi among the food grains, and groundnut, rapeseed and mustard, sesa- 
mom, and cotton among the nonfood crops. Sugarcane accounted for 1.6 percent of the 
total area in 1974. 

Appendix A provides data on the substitutable crops for most Indian states. Appen- 
dix B provides data on the sowing, harvesting, and peak marketing seasons of principal 
crops in India. (See Government of India 1967.) The intercrop substitution pattern gen- 
erally varies from state to state owing to  differences in the soils and, at least to some 
extent, in the customs and habits of the inhabitants in different states. These factors are 
implicit in the sowing and harvesting periods for different crops, shown in Appendix B. 
Ta arrive at a substitution pattern for crops at the national level, the following considera- 
tions were taken into account: 

-- Principal and competing crops in each state 
Relative importance of each crop at the r.,tional level 

- Relative importance of each state with regard to the crop at the national level 
- Sowing and harvesting periods for different crops 
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Based on these considerations, we formulated the following overall substitution pat- 
tern of crops at  the national level: 

- Rice, ragi, jute, mesta, and sugarcane 
- Wheat, gram, barley, and sugarcane 
- Jowar, bajra, maize, cot ton,  oilseeds, and sugarcane 
- Groundnut, rapeseed and mustard, sesamum, and other oilseeds 
- Fruits. vegetables, condiments, and spices 
-- Rubber 
- Coffee 
- Tea 
- Tobacco 

We then classified the crops into the groups shown in Table 1. 
Five points should be noted. First, crops in different groups are usually grown in dif- 

ferent soils, seasons, or both. Sugarcane is an exception: it grows in more than one season, 
and when it is ratooned -that is. when the sugarcane is not  planted but is allowed t o  grow 
from the stem left in the ground after the first harvest - the crop can cover more than one 
year. 

Second, Appendix A shows that sugarcane (group 9 of Table 1 )  competes with most 
of the crops in groups 1 , 2 ,  and 3 of Table 1.  However, sugarcane may not be the principal 
competing crop for some of these crops, and we have computed relative revenue for each 
crop only with respect t o  its two most important competing crops. Nevertheless, we did 
investigate the effect of increasing the irrigation facilities for sugarcane (which might in- 
crease the yield, and hence the revenue) on the acreage response of  each crop in groups 1 ,  
2 ,  and 3. 

Third, the oilseeds (group 4 )  compete with the crops in group 3, but group 4's total 
area is much smaller than that of group 3. The competition in the reverse direction may 
thus not be great. 

Fourth, except for those mentioned in the two preceding paragraphs, n o  inter-group 
substitution possibilities are assumed to be possible at  the national level. 

Fifth, the residual components in the first four groups contain small millets and 
pulses. These do not compete to  a great extent with the other crops in the respective 
groups. 

4.2 Our Experience with the Nerlovian Model 

We began our estimation exercises by applying the Nerlovian model as such. The set 
of variables in our analysis is as follows: 

A i g t  Pigt, Yigt ,  I( ig t  are the area, wholesale price index, yield per hectare, and rain- 
fall index, respectively, of the ith crop in group g in period t 

t refers to  the time period 

* refers to  the desired or expected values 

Dig, =Pig t  YiRt is the revenue of the ith crop in group g 

Dk l g t  and rIk2gt  are the revenues of competing crops k l  and k2 



TABLE 1 Crops and groups in the system 

9 

Croup (g) Q 
9 

Crop (i) 1 2  3 4  5 6  7 8 9 10  ". -. 
a" 

1 Rice Wheat Maize Groundnut bruits and Rubber Coffee Tea Sugarcane Tobacco % 
vegetables % 0 

Ragi Gram Bajra Sesarnu~n Condiments 
and spices 

Jute Barley Jowar Rapeseed 
and mustard 

4 Mesta Cotton 

QR 
Residual Residual Residual Residual 

<;roup totala A ,  A2 A3 A4 * 5  A6 A 7  " 9  A~~ 

'sum of area in all groups = total gross cropped area = AG = A i g  + Q g .  
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Igt is the total irrigated area o i  all crops in group g 

IGt is the total irrigated area in the country 

Ist is the irrigated area of sugarcane 

For the first attempt we used the following equations for the model: 

* * * * 
Aigt = "0 + "1 nigt + "zRigt + a3nk lgt  + ~ 4 ~ k 2 6 . t  + 't 

* * - 
nk lgt  - nk lg(t- 1 )  -O('k lgt-1 - 'k * lgt-1 1 

where Ut = p u t -  + et and 0 < Ipl< 1. 

These give a reduced form 

We first assumed the price expectation coefficient t o  be the same for principal and 
competing crops. We also specified the disturbance term, which serves primarily t o  facilitate 
application of readily available techniques t o  account for autocorrelation. The assumption 
of the same price expectation coefficient for all competing crops implies that the equations 
for these crops should be estimated simultaneously, which was our original intention. We 
did make a separate estimate for each crop to observe the model's behavior, but we encoun- 
tered diffic'ulties. We estimated eq.  (1 6), the reduced form of eqs. (1 1)  through (1 5), for a 
range of specified values ofp.  We scanned the range 0 < f l <  1 and observed the highest R2.  

We were somewhat disappointed by the results. We observed that the highest R2 was 
associated with/3= 1 for almost all crops. The values of R2 were of course highly attractive 
in most cases. One could perhaps have accepted such estimates, if 0 were t o  be equal t o  
1 .O, in some of  the crops, but not in all; our estimates would then become questionable in 
spite of the high i2. This result does not seem t o  be a quirk of the estimating procedure 
(such as may result froin the likelihood function being monotonic with respect t o  0) 
because the estimates obtained in a similar way by Cunlmings (1975) d o  not show the 
same rigid pattern of  0 always taking a corner value of the possible range.t 

tWhen, to  further explore this problern, we eltended the range o f @  to 2.0, we obtained interior esti- 
mates of @ t'or a number o f  crops. 
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Accepting these estimates would have meant that farmers in India have only naive 
expectations. However, we did not believe that this could be the case with all farmers. We 
could not overcome this difficulty, however, even by alternative specifications involving 
prices, trend variables, and logarithmic values of  the variables. 

Referring again t o  the Nerlovian price expectation formulation, we have 

This is a first-order difference equation. The solution of this equation is 

where H i s a  constant. Under certain assumptions made on initial conditions and other fac- 
tors, this can be rewritten as 

That is, the expected "normal" price is a weighted average of past rices. Supposing that P 
the relation betweenactual and expected prices at period t is P, =P, + W,, where W, com- 
prises all random shocks and disturbances, 

implies that the weightsattached t o  the expected price value and the random disturbances 
are the same in each period. This obviously cannot be the case for a meaningful notion of 
an expectation function. 

We clearly needed t o  formulate the revenue expectation equation differently. The 
presence of a secular trend in the revenues could lead t o  a result where 0 would exceed 1 .  
If expectations reflect secular trends in relative revenues. it seems reasonable to assume 
that farmers observe the levels of prices and revenues over time and are also aware of any 
random shocks (which may be of a short-term nature) to  which the variables have been 
subjected. The future expected price o r  revenue should adequately account for this process 
of movement and occasional random shocks. 

An ARIMA model seemed t o  be more satisfactory: 

where P: is the expected price, P, is the actual price, W, is the difference between them, 
and p is a constant. If we compare eqs. (1 7) and (21) by expanding eq. (1 8) as 
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we see that the Nerlovian forn~ulation of the expectation equation is simply a special case 
of  eq. (21) where the values of e l ,  0 2 ,  and so forth are all set t o  zero ( e l  = 0 2  = ' . . = 0 )  
and the other parameters are restricted to  follow a geometric series. While eq. (21) implies 
that farmers, in formulating expectations for the future, take into account not  only past 
realized prices but also the extent t o  which their expectations are off the mark, eq. (1 7) 
implies that they ignore past differences between their expectations and realizations. 

4.3 Estimating Crop Revenue Expectation Functions 

In this section we present the estimates of revenue expectation functions based on 
the Box--Jenkins n~ethodology (see Box and Jenkins 1970). A time series constituting a 
discrete linear stochastic process of { x , }  can be written as 

where are the weights attached t o  random disturbances of different time periods. p is 
a constant that determines the level of the time-series process. If a given time series is sta- 
tionary, it fluctuates randomly about a constant mean; this means that the stochastic pro- 
cess remains invariant over time. If the time series is not stationary, it does not have a nat- 
ural mean. If eq. (23) is a convergent sequence, the process is said t o  be stationary; if it is 
divergent, it is said t o  be nonstationary. Some nonstationary time series can be reduced to 
stationary series (which are then called "homogenously nonstationary," before reduction) 
by applying an appropriate degree of differencing d t o  the original series. 

V, the differencing operator, and B, the backward shift operator, are defined as fol- 
lows: 

where 

Then a stationary series {Y , }  = {vd xt) can be obtained from a nonstationary series { x,} .  
A "parsimonious" approach toward estimation requires rewriting the sequence (eq. (23)) 
as an equation containing on the right-hand side only a finite number of lagged dependent 
variables p and moving average variablesq. Box and Jenkins developed a satisfactory econo- 
metric methodology to estimate a inodel t o  forecast the value of a variable by being able 
t o  identify the stationary and random components of each of its past values. Generally, a 
Box-Jenkins autoregressive integrated moving average (ARIMA) process can be written 
for a time series in,} as 

where wt is the white noise or random disturbance in period t .  Equation (24) is the ulti- 
mate equation t o  be estimated. in which the number of paranlctcrs depcnds on the values 
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of p,  q, and the degree ofdifferencingd. Henceforth in this report,  we indicate the ARIMA 
schemes that we estimate by p, q, and d ,  in that order. For each crop we applied the fol- 
lowing ARIMA schemes (using an International Mathematical and Statistical Library 
(IMSL) computer programming package) t o  estimate nigr(=PigtYigr) as a function of  past 
revenues and white-noise (random disturbance) values in the form o f  eq. (24): 

We selected the best of these six schemes by first, checking the stationary conditions of 
the estimated series,implyingcertain restrictions that the estimated parameter values must 
satisfy (parameter values can be expressed in terms of the autocorrelation function) and 
second, making a X 2  test o n  the residual autocorrelations. 

Table 2 shows the selected schemes, the results of the estimates, and the X 2  values 
based o n  the residual autocorrelations. The numbers representing the ARIMA scheme are 
written in the order p, q,  d ,  where p is the number of autoregressives, q is the number of  
moving averages, and d is the degree of differencing applied t o  make the original "homog- 
enously nonstationary" series stationary. 

Each of these estimated equations shows a stationary process of a variable for sequen- 
tial values over time. The estimations provide the appropriate weights t o  be given for past 
values of the stationary and random components of a variable. Dropping the subscripts for 
crops, we write the farmers' expected normal revenue as 

!n the next section the estimated values of nf from eq. (25). subsequently referred to  as 
n,,  are used in reestimating the Nerlovian model. 

4.4 Estimating the Acreage Response Model 

While reestimating the model, we made additional modifications t o  the equations 
presented in Section 4.2. 

First, instead of treating the revenues of the principal and competing crops as sepa- 
rate variables, we introduced only one variable Zig13 defined as follows: 

where 



TABLE 2 Box-Jenkins ARlMA process schemes and results of expectation function estimations. 

w1974 X 2O Variable (nt) ARIMA. 6 1  6 2  @3 P 8 1  0 2  W19'12 W19'13 

scheme 

Bajra price 
Bajra yield 
Barley revenue 
Sugarcane revenue 
Cotton revenue 
Groundnut revenue 
Gram revenue 
Jute revenue 
Jowar revenue 
Mesta revenue 
Maize revenue 
Maize price 
Maize yield 
Rice revenue 
Ragi revenue 
Rapeseed and 

mustard revenue 
Sesamu~n revenue 
Tobacco revenue 
Wheat revenue 

NOTES: n t  = 61nr-1 + @Znt-2 + @3nt-3 + P + 8 ,wt - ,  + 0 2 ~ t - 2  + ~ t .  
p = a constant equal to the mean of the series if d = 0. 
w t  = white noise in time r. 

Degrees of freedom = number of observations (21) - number of parameters 

' ~ a s e d  on  the residual autocorrelations. 
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Zigt gives the revenue of crop i relative to competing crops k l  and k2  computed on the 
basis of either geometric or arithmetic average, and (^)denotes the estimated value obtained 
from the Box-Jenkins exercise. 

Second, we introduced three irrigation variables: I G t ,  t o  catch the impact of further 
irrigation in the country; I g t / I G r .  to  capture the effect of the share of the gth group of 
crops in the total irrigated area; and I s t / I ~ t ,  t o  account for the irrigated area devoted t o  
sugarcane and thus not available for the crop being considered. 

Third, we constructed the rainfall index for the crop by taking a weighted average 
of monthly rainfall in different states for the months critical to  a crop. We used the produc- 
tion levels of the crops in various states as weights (see Ray 1977). 

Fourth, we specified the model in a multiplicative way as follows: 

which is defined in eq. (26) as 

Substitution after taking logarithms yields the following reduced form equation: 

where Ut = log Vt is normally distributed as N(o ,u~) .  
111 estimating eq.  (30), several essential points should be kept in mind (see Johnston 

1972). 
First, as the data used represent a time series, autocorrelation is possible. In such a 

case, applying the ordinary least-squares (OLS) estimator would give unbiased estimates, 
but the sampling variances might be underestimated. 

Second, the presence of the lagged dependent variable on the right-hand side (in the 
absence of autocorrelation) leads to estimates that are consistent but that can be biased in 
small samples. However,if OLS is applied in the presence of autocorrelation, the combina- 
tion does not even yield consistent estimates. 

Third, if the disturbance term and the dependent variable in eq. (30) are correlated, 
the disturbance term is also correlated with at least one explanatory variable, especially 
under autocorrelation (which, again, gives biased estimates in small samples). 

Fourth, under such circumstances we cannot rely on the conventional Durbin-Watson 
test for autocorrelation. Though the presence on the right-hand side of three or four exog- 
enous variables (such as rainfall, relative revenue, or irrigation) other than the lagged 
dependent variable helps to reduce the asymptotic biases of the estimates in such cases (see 
Malinvaud 1970), we decided t o  allow for autocorrelation, and we assumed a first-order 
autocorrelation scheme. We initially used the Cochrane--0rcutt technique in estimation. 
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However, we suspected that,  a t  least in some cases, this technique might yield only a local 
optimum; this had been our experience in several other exercises. Hence we preferred a 
scanning technique t o  the Cochrane-Orcutt technique for estimating the autocorrelation 
parameter p in U ,  = + E , .  We estimated eq. (30) for 4 0  values of p for each crop, 
over a range of -1.00 < p < 1.0 with a step size of 0 .05,  and observed the h i g h e s t x 2 .  
Interestingly, however, for many crops the estimate of p turned out t o  be zero, implying 
that U,  and U , - ]  are not correlated. In this case the previously nientioned problem of 
correlation between the disturbance term and an explanatory variable might not exist be- 
cause the estimated revenue term, rather than the actual revenue term, might be one of  
the explanatory variables on the right-hand side. 

We took most of  our data from Estimates o f  Area and Production o f  Principal Crops 
in India (Government of India 1970-1976). These volumes, published yearly, cover data 
on area, production, yield, and irrigation area. We collected price data from the Office of 
the Economic Adviser, Ministry of Industrial Developnlent and obtained rainfall data cor- 
responding t o  each crop froni Ray (1977). All these data cover the period from 1953 t o  
1974: there are thus 21 observations on each variable. 

We estimated eq. (30) for some selected crops in the groups, using Norman (1977) 
for estimation purposes. We obtained acceptable results for rice, wheat, groundnut, sugar- 
cane, and tobacco initially. We adopted three criteria for acceptability of  results: 

1 .  Proper signs of the various estimates 
2. Levels of significance for the computed "t coefficients" 
3 .  A highR2 

For ragi,jute,mesta, gram, barley, and sesamum, the results were considered accept- 
able only for the areas of these crops relative t o  the areas of some other crops in the 
group. Thus we estimated the areas under ragilrice, jutelragi, mestalragi, gramlwheat, 
barleylwheat. sesamum/groundnut, and rapeseed and mustard/sesarnum instead of the 
areas under ragi, jute, mesta, gram, barley, sesamum. and rapeseed and mustard. In these 
cases, Aig, in eq. (30) represents such relative areas (i.e., Aigf  is replaced by A i g r / A j g l ,  
meaning the area of the ith crop relative to  that of  the jth crop in group g). 

Tables 3a-c show the results of area estimation. For all the above-mentioned crops 
(i.e., jowar, bajra, maize, and cotton excepted), the coefficients of the revenue terms are 
positive. These are significant at the 5 percent level for jute, mesta, wheat, barley, rapeseed 
and mustard, sugarcane, and tobacco. This significance varies between 1 0  and 20 percent 
for rice, ragi, cot ton,  and sesamum. However, these coefficients for gram and groundnut 
were not significant, even at the 20 percent level. That groundnut acreage response t o  
revenue was insignificant is somewhat perplexing, especially because it is a commercial 
crop. 

The coefficients of the A i g , - ]  term, i.e., 1 - y where y is the adjustment parameter, 
can be explained as follows: 

1 .  If 1 - y is significantly different from zero, then y is significantly different 
froni one 

2. If 1 - y is not significantly different from zero, then y is not significantly dif- 
ferent from one 
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TABLE 3b Results of area estimation. N 
0 

11 Barley/wheat 2 0.4388 
(3.14) 

12 Cotton/maize 3 0.9008 
(9.46) 

13 Groundnut 4 0.9480 
(27.79) 

14 Sesamum/ 4 0.5489 
groundnut (6.37) 

15 Rapeseed and 4 0.3617 
n~ustard/sesamum (2.68) 

16 Sugarcane 8 0.0949 -0.2296 0.1989 
(0.42) (-1.47) (1.98) 

17 Sugarcane 8 0.0852 -0.2473 0.2020 
(0.38) (-1.58) (2.10) 

95.35 (0.00) Wheat 
(2.38) Gram 

86.90 (0.10) Jowar 
(1.63) Maize 

78.98 (-0.35) Sesamum 
(1.88) 

69.16 (0.00) Groundnut 
(2.15) Groundnut 

75.29 (-0.6) Scsamum 
(1.70) Sesamum 

0.7230 0.000014 15 68.58 (0.25) Rice 
(3.83) (0.80) (1.70) Wheat 

0.7233 0.00014 15 69.27 (0.25) Rice 
(3.90) (0.84) (1.67) Wheat 

18 Tobacco 9 0.1762 0.1559 0.1140 3.7282 75.60 No competing 
(1.45) (3.39) (4.58) (5.55) (1.85) crops 

NOTES: All variables are in their logarithmic form. 
l:igures in parentheses arc the corresponding t values. 
See Table 1 for the crops belonging to each group. 
Revnrtag: revenue of the crop relative to that of competing crops where the revenue of competing crops is computed as a linear average. 
Revnrate: revenue of the crop relative to  that of competing crops where the revenue of competing crops is computed as a geometric average; see eq. (26). 
IASO: irrigated area of the soil to which the group belongs (Igt). 
IARGROSS: gross irrigated area of all crops in the country ( 1 ~ ~ ) .  
IATOSD: irrigated area of total oilseeds. 
DW: Durbin--Watson statistic. 
RHO: autocorrelation parameter in Ut = p u t _ ,  + f t .  - A 

' ~ r o ~ o r t i o n  of the irrigated area of competing crops other than oilseeds. 
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The first factor implies that farmers could not achieve their desired acreage levels 
immediately but could adjust their acreage to some extent.  The second implies that they 
could adjust their acreage t o  the desired levels. For rice, 1 - y is significantly* different 
froni zero and almost equal t o  one, which means that rice farmers could adjust their acreage 
t o  the desired levels slowly. As rice is already the most important crop in India, accounting 
for 23 percent of the total, and as difficulties are involved in bringing more area under cul- 
tivation, this is understandable. 

Jute, wheat, cot ton,  groundnut, sesamuni, and rapeseed and mustard also exhibit 
the same phenomenon, but the adjustment parameter y is not as low as it is for rice. For 
ragi, mesta, grani, sugarcane, and tobacco, this coefficient is not significant. 

Except in the case of  sugarcane,gram, and barley, the coefficient of rainfall is always 
positive. As far as irrigation is concerned, a positive coefficient of Igt/IGt indicates substi- 
tution of  the particular crop for the areas of  the co~npet ing crops in that group, while a 
negative coefficient indicates that as irrigation facilities for that group increase, other 
crops are preferred. This argument can be extended with respect t o  the coefficient of I(;,, 
which indicates the effects of  increasing the total irrigated area in the country on the area 
devoted to the particular crop. IGt is included as a variable because many irrigation facili- 
ties in India are storage schemes permitting the transfer of  water across seasons and regions, 
i.e., across our groups. Moreover, irrigation schemes in India are designed for extensive 
rather thar~ intensive irrigation. The fluctuations in irrigation availability due to  rainfall 
fluctuation can be significant. The sign of  the coefficient Ist/IGt indicates the substitution 
trends between the crop under consideration and sugarcane. 

Maize, jowar, and bajra were not included in the preceding discussion because a sep- 
arate analysis, with a different hypothesis, was required for these crops. When the model 
as presented above was applied to  these crops, our estimation results showed consistently 
negative and significant coefficients for the revenue variable. v hex^ values were also satis- 
factory for all the crops; in fact. they were quite high for maize. 

We considered this result to be plausible, as these three crops are primarily subsistence 
crops. If these crops are grown primarily for selfconsumption, then farmers need only a 
fixed output in a given period; they adjust area allocation only to produce that output.  If 
the productivity of the land is increased through technological or other factors, then they 
need to allocate less area to  produce the same output ;  hence an increase in the yield of 
these crops should have a negative effect on  the acreage response. However, an increase in 
the price of  these grains leads to  a positive acreage response because the farmers would 
then like t o  grow more for sale. Under these circumstances. the net effect on the revenue 
per acre, which is price multiplied by yield, may be a negative acreage response. 

More formally, if the calorie content,  yield, harvest, and market prices are defined 
by C, Y, ph, and P n l ,  respectively; and if subscripts c and r refer t o  coarse grain and t o  
rice, then dA/dy < 0 and dA/d,u > 0 is possible if three conditions are met: 

*Hereafter, significance is judged at the 5 percent level 
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Imposing the first condition ensures that the faril~er gets more calories from his 
land from coarse grain than from rice; imposing the second, that growing rice for sale t o  
buy coarse grain is uneconomical;and imposing the third, that it is better t o  grow rice than 
coarse grain for sale. 

We tested this hypothesis by dropping the revenue variable from the inodel and sub- 
stituting yield and price variables, both separately and together. For this purpose, we used 
the Box--Jenkinsanalysis separately for the yield and price variables of these crops to esti- 
mate expected values. Tables 2 and 3 a x  show the results. 

The results for maize support the plausibility of the hypothesis, and t h e R 2  values 
range from 92  percent t o  96 percent. Numbers 21 and 22 in Table 3c indicate that for 
maize dA/dp > 0 when dA/dy = 0 ,  and dA1d.v < 0 when dA/dp = 0.  However, no. 20 in 
the same table introduces both price and yield terms; the coefficient for the yield term is 
not significantly different from zero, which may be due t o  multicollinearity between price 
and yield. Thus no. 20 may not be regarded as refutation of the hypothesis. While the 
analysis of bajra does not seem to  support this hypothesis so clearly, the estimations based 
on price and yield variables were far better than those based on the revenue variable. 
Hence only these were included and are presented here. 

We discovered similar findings for jowar, except that in this case, only relative area 
with respect t o  maize gave good results, and including revenue, price, or yield gave no  
better results than that shown in Tables 3a-c. 

As previously mentioned, we did not analyze acreage response for groups 5, 6, 7, 
and 8, which contain fruits, vegetables, condiments, and spices; rubber: coffee; and tea, 
respectively. We estimated acreages of these crops merely as a percentage of the country's 
total gross cropped area, and we do not include estimation results for them in this report. 

5 VALIDATION EXERCISES AND RESULTS 

To determine the extent t o  which the estimated equations of crop revenue expecta- 
tion and acreage response can be relied on for future projections, we decided t o  carry out 
simple validation exercises. In this section we give details of these exercises. 

5.1 Crop Revenue Expectations 

In this part of  the exercise we simply compared the estimated values of the expected 
revenue, price, and yield of different crops obtained in Section 4.3 with the actual past 
values of these variables. These values for each crop were then plotted separately; Fig. 1 
shows the plots, which correspond t o  the estimated equations presented in Table 2. 

From these plots we can see that the estimated expected values (based on the sta- 
tionary and random components of previous values) closely follow the actual values. In 
this respect, the performance of the estimated equations seems t o  be good, especially for 
bajra (price and yield), maize (revenue, price, and yield), rice, ragi, wheat, and tobacco. 
The results are also satisfactory for other crops, with the exception of groundnut, jute, and 
mesta, for which the expected values deviated from actual ones for many observations. 
This may be because in India international prices affect the prices of these crops t o  a greater 
extent than they affect the prices of other crops. It also explains the relatively unsatisfac- 
tory result obtained for acreage response for groundnut (see Section 4.4). 
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Rice revenue - 11  1 

Jute revenue - 121 

Wheat revenue - 2 1  1 

Barley revenue - 121 

Ragi revenue - 1 11  

350 1 

Mesta revenue - 1 2 0  
1 

Gram revenue - 1 2 1  

3m I 

Groundnut revenue - 21 1 
350 I 

FIGURE 1 Continued facing. 



Sesarnurn revenue - 21  1 

Maize price - 121 

Maize revenue - 11 1 

Bajra yield - 1 2 0  
0'7000 I 

Rapeseed and 
, mustard revenue - 21  1 

Maize yield - 120  

Bajra price - 1 1 0  

- 5 0  1- 
1954 1961 1968 1975 

Jowar revenue - 121 



N.S.S. Nara)'ana, K .S .  Parikh 

Cotton revenue - 121 

Tobacco revenue - 121 

Sugarcane revenue - 11 1 
10soo 

ism 1 

I 'ICURE 1 Expected (--) and actual (-) values of revenues. prices, and yields. Expected values 
arc obtained from Box-Jenkins estimations. Numbers following crop names refer to the estimated 
ARIMA scheme represented by p ,  q, and d (see Section 4.3). w h e r e p  is the number of autoregressive 
terms, q is the number of moving-average terms, and d is the degree of differencing. Revenues are prod- 
ucts of wholesale price indexes and yields. Prices are wliolcsalc price indexcs. with 1961 = 100. Yields 
arc in kglhectare. 

5.2 Acreage Response 

As one of our major purposes was t o  use the allocation model for projection pur- 
poses in a year-by-year simulation model, we carried out  a validation exercise to  observe 
the model's behavior when it is used for a previous period. A validation exercise carried 
ou t  over the period of estimation may seem t o  be just a look at  the residuals of individual 
regressions. In our case, however, area projection for most crops would involve sequential 
use o f a  number ofequations that were estimated separately. This projection may thus give 
results different from those indicated by the residuals, and a validation exercise may be 
required. Moreover, apart from the size o f  the errors, it is interesting t o  see to  what extent 
the projections capture turns (ups and downs) in the data. 

We estimated eq.  (30) for each crop using actual data for all variables except the 
revenue variable, for which we obtained the numbers from the Box-Jenkins analysis. The 
right-hand side of eq. (30) contains as one of the variables the proportion o f  irri- 
gated area of group g in the total irrigated area of the country and the proportion / s t / /G r  

of irrigated area of sugarcane. 
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Naturally, when this equation is used for future projections, one cannot have the 
actual values of the variables on the right-hand sidc, which must first bc projected. Then 
the projected values can be inserted in eq. (30). With respect t o  rcvenue, the estimated 
equations of crop revenue expectation functions obtained in Section 4.3 serve the purpose. 
As rainfall in lndiahasnot been found t o  be predictable, one can only expect that it would 
be normal or use a sequence of rainfall, drawn as a random sample from past observations, 
for the future, i.e., Rigr = Rigt for the crops grown during the rainy season. For crops of 
the previous monsoon season, rainfall may be considered t o  be known. 

To determine the values of the irrigation variables that appear on the right-hand 
side, we decided to estimate separately the proportion Igt/IGt of irrigated area of every 
group in the country's total irrigated area. 

The values obtained from these estimations were used t o  carry out  the validation 
exercise. While these estimations are carried out ,  however, the sum total of all these pro- 
portions added over different groups in the system should be one. Hence we estimated 
the following setsof equations simultaneously with a constraint equation toward the addi- 
tivity : 

g = 1 for the rice group, 2 for the wheat group, 3 for the jowar group, 4 for oilseeds, 5 for 
sugarcane, and 6 for all other crops. Rgt  is the rainfall index for group g (we used the rain- 
fall index of  the main crop in that group, namely, the rainfall index of  rice for group 1. 
and so forth). Other variables are as defined in Section 4.2. 

Equation (32) expresses the proportion of irrigated area of group g in the total irri- 
gated area as a function of predetermined variables, namely, the previous year's proportioil, 
current year's rainfall, and currently available total irrigated area. Note that IGt is generally 
specified from outsidc the system. Hence use of the scherlie behind eq. (32) for projection 
poses n o  problem. 

We estimated eqs. (3 1 ) and (32) simultaneously as a nonlinear least-squares problem, 
using the computer programming package developed by Glinther Fischer at  IlASA for esti- 
mation purposes; Table 4 shows the results. The estimations correspond t o  the minimized 
sum of  squares of  thecomposite residual terms (ZVgr + Vsr). A first-order autocorrelation 
scheme was also imposed on each individual disturbance term Vt. 

When inserted in cq.  (30), the estimated values obtained for the revenue (and price 
and yield, as the case inay be) and irrigation variables (obtained from the Box-Jenkins 
equations and eq.  (32), respectively), yield the projected values of the acreage response. 
In the validation exercise we compared these projected values with the actual values. Fig- 
ure 2 shows the corresponding plots. which correspond exactly t o  the serial numbers pre- 
sented in Tables 3a-c. The ultimate results are promising, with the expectation values 
and actual values fallingwithin a close range. This performance of the estimated equations 
seems to bc especially good for rice, wheat, maize, barley, and gram. Ever1 for the othcr 
crops, the estimated equations perform the prediction exercise satisfactorily. 

However, for some crops, such as rice and sugarcane, when sudden dips or abnormal 
rises in actual acreagc occur in one year. the expected values for the corresponding year 
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TABLE 4 Results of estimation of irrigation area by groups 

lrription area of the 
group containing 

Rice and other crops 
Wheat and other crops 
Jowar and other crops 
Oilseeds 
Sugarcane 
All other crops 

6 
NOTES: 2: ( I g r / l ~ r )  + Vst = 1. 

g= 1 

( I g r / I ~ r )  = a  1 + 02Rgt + a3 (Igt-l /IGt-l) + " 4 1 ~ ~  + Vgt &! = 1.6 

Vit=pVit-l + 4  i = g ( l  to6)and s -1 < p  < 1.0. 

The estimates correspond to the minimized sum of (X VKr + v ~ ~ ) ~ .  
The following are the estimated values of Z(Igi/IGt) for different time periods: 1.0016, 0.9975, 
1.0000, 1.0056, 0.9929, 1.0064, 1.0004, 0.9957, 0.9999, 1.0016, 0.9940, 1.0026, 1.0063, 1.0032, 
1.0002, 0.9953,0.9930, 1.0033,0.9980, 1.0003, 1.0036,0.9991,0.9999. 

(as well as the next one or two years) differ widely from the actual values because only 
the acreage of  the previous year is present among the explanatory variables. If there is a 
sudden dip in the acreage in the previous year, this abnormal value of the acreage, which 
accounts neither for the general level nor for the possibility of  recovery, is given undue 
weight in predicting the current year's value. If we had considered a weighted average of  
the acreage of  a few previous years, instead of  just the previous year's acreage (Aigt-l), 

by appropriately reformulating eq. (29), the acreage adjustment equation, o r  eq. (8), the 
ultimate result would have been much better. 

6 POLICY IMPLICATIONS 

In some planning models, demand projections are obtained by estimating an inde- 
pendent subsystem of demand equations, which does not form an integral part of  the entire 
planning exercise. When the target output  levels and demand projections d o  not match, 
one assumes that suitable policy measures can be devised to make them consistent. Depend- 
ing on the circumstances, such measures can include adjusting relative prices of  outputs, 
inputs, or both;  adjusting taxes, subsidies, and so forth; expanding irrigation facilities; and 
imposing quotas on fertilizer availability. There is no guarantee, however, of  the availability 
of  a set of reasonable policies that can make the demand or supply targets achievable. 

We applied the estimations reported here (see Narayana and Parikh 1979) to  identify 
the agricultural policies implicit in the draft sixth five-year plan of the Planning Commission 
of India (see Government of  India 1978). Based on  certain assun~ptions about irrigation, 
rainfall, and so forth, we computed for rice, wheat, and their main competing crops implied 
relative revenues that should prevail if the targeted output  levels as specified for 1982-1 983 
were t o  be realized. We then compared these implied values with the actual values during 
the preplan period. We found that maintaining the relative revenue of  rice at approximately 
its present valuecould lead farmers to  produce the targeted levels of  rice output.  However, 
we found the relative revenue of wheat that would be consistent with the targeted output 
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39000.0 1 

Jute - 4 
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FIGURE 2 Continued overleaf: 
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Groundnut - 13 Sesamum - 14 

Rapeseed and 

37500 I 
mustard - 15 

Tobacco - 18 

I 

Cotton - 12 
'I I 

linoN,ll Bajra - 26 

Maize - 20 
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 sin^ ~ v o j c c t c d  v a l u c ~  01' ~ ) r c d c t c r ~ n i n c d  \ ; ~ r ~ d b l c \  In tlic ripllt-lland sidc c ~ t  equat ions  in Tablcs 3a c .  

Number\  ft)llon Ins c rop  nalncs r c k r  to  [lie serial number,  in Tables i a  e 
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of wheat t o  be an order of magnitudelower than valuesin the recent past. As such a change 
in relative revenues may be considered unlikely, this indicates that much more wheat than 
targeted, and much less gram and other crops that compete with wheat, is likely t o  be 
produced. 

7 CONCLUSIONS 

In this report we sought to  model the land allocation decisions of Indian farmers. 
We believe that rational farmers maximize their utility within the context of opportunities, 
uncertainties, and risks. They cannot be expected t o  be insensitive t o  changing prices and 
profitabilities. We estimated acreage response for different crops using expected revenue 
instead of expected prices as a proxy for expected profits. 

We reviewed available approaches t o  estimating acreage response and noted the influ- 
ence of the Nerlovian model, which is based on adaptive expectations and adjustment 
schemes. The basic scheme behind the Nerlovian model is quite general and may be applied 
to  the study of acreage response behavior even in developing economies, such as that of 
India. However, this model seems t o  involve a serious error of specification with respect 
t o  the formulation of the price expectation function. 

A better approach t o  formulating an appropriate revenue (or price, as the case may 
be) expectation function is t o  identify clearly the stationary and random components in- 
volved in past values of the variable and then t o  attach appropriate weights to  these com- 
ponents while predicting future values. Nerlovian specification of the expectation function 
cannot identify these components and thus attaches the same significance t o  them. 

The use of Box-Jenkins methodology in estimating the crop revenue expectatinn 
functions and the subsequent use of these estimates of expected revenues in the Nerlovian 
adaptive acreage response model gave satisfactory results. Finally, we subjected the esti- 
mated equations to a validation exercise to  judge t o  what extent they might be relied on 
for incorporation into large-scale system studies. 
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APPENDIX A Substitutable Crops in India 

State Crops 

Andhra Pradcsh Rice, ragi. mesta 
Jowar, maize, bajra 
Cotton, groundnut, sesanlum 
Wheat. gram 

Assam 

Bihar 

Maharash tra 

Madhya Pradesh 

Madras 

My sore 

Orissa 

Punjab 

Rajasthan 

Uttar Pradesh 

West Bengal 

Delhi 

Himachal Pradesh 

Rice, jute 
Moong, gram, urad, cotton, wheat 

Ragi, rice, jute 
Wheat, barley, peas, gram, sugarcane 

I,inseed, wheat, gram 
Sugarcane, wheat, gram 
Jowar, bajra, maize, cotton 

Linseed, wheat, gram 
Jowar, bajra, maize, cotton 

Rice, ragi, mesta 
Jowar, maize, bajra 
Cotton, groundnut, sesamum 

Rice, ragi 
Jowar, sugarcanc 
Cotton, groundnut 
Bajra, maize 

Rice, ragi, jute 

Wheat, barley, grani, peas 
Jowi~r, bajra, maize, cotton, sugarcanc 

Jowar, bajra, maize, pulses 
Wheat. barley, gram, peas 

Wheat, barley, gram, peas 
Jowar, bajra, maize, sugarcane 

Autumn rice, jute 
Sugarcane, jute 
Sugarcane. rice 

Gram, wheat 
Wheat, barley 
Barley, gram 

Wheat. barley 
Wheat, gram 
Barley , gram 
Wheat, mustard 
Maize. sesamum 
Maize, pulses 

Manipur Wheat. peas, mustard 
Maize, soyabean, sugarcanc 



APPENDIX B Sowing, Harvesting, and Peak Marketing Seasons of Principal Crops in India 
W P 

Season Rice (winter) Rice (autumn) Rice (summcr) Wheat Jowar (kharif) Jowar (rabi) Bajra 

Sowing 
- - - - - - 

June-Oct. Mar.-Aug. Nov.-Feb. Scpt.-Dec. Apr.-Aug. Sept.-Dcc. June-Aug. 
Harvesting Nov.-Apr. June-- Dec. Mar.-Junc 1;eb.-May Sept.-Jan. Jan.-Apr. Sept. Dec. 
Peak marketing Dec.-May Sept.-Dec. Apr.-July Apr.-June Nov.-Jan. 1:cb.-Apr. Nov.-Jan. 

Season Maizc (kharif) Maize (rabi) Ragi Barley Gram Tur (kharif) Sugarcane 

Sowing June-Aug. 0ct.-Dee. May -Nov. 0ct.-Dec. Sept.-Dcc. May -Aug. Dec.-May 
Harvesting Aug.-Nov. Jan.-Apr. Sept.-Mar. Fcb.-May Feb.-May Nov.-Apr. 0ct.-Apr. 
Pcak marketing 0ct.-Dec. Mar.-Apr. Nov.-Mar. Apr.-June Apr.-Junc Fcb.-June Dec.-Apr. 

Scason Tobacco Groundnu t Castor Rapeseed Linseed Sesamum 
and mustard 

Sowing July -Dee. May -Aug. Junc--0ct .  Sept.-Nov. Sept.-Nov. May -Scpt. 
Harvesting Jan.-May Sept.-Jan. 0ct.-Apr. Jan.-Apr. Jan.-May Aug.-Dec. 
Peak marketing Fcb.-June Nov.-Jan. Mar.-June Mar.-May Mar.-June Nov.-l:eb. 

Scason Sesawum Cotton 
(rabi) 

Jutc  Sannhcmp Potato Potato 
(wintcr) (summer) 

Sowing Dcc.-Fcb. Mar.-Scpt. t:eb.-July Apr.-Aug. Aug.-Dcc. 1:cb.-July 
Harvesting May -Aug. Scpt.-Apr. July -Nov. Scpt.-Jan. Jan.-May May D c c .  
Peak marketing May -Aug. Nov.-Mar. Aug.-Jan. Dcc.-Fcb. Feb.-May 0ct.-Mar. 
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