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PREFACE

Water resource systems have been an important part of re-
sources and environment related research at IIASA since its in-
ception. As demands for water increase relative to supply, the
intensity and efficiency of water resources management must be
developed further. This in turn requires an increase in the de-
gree of detail and sophistication of the analysis including
economic, social and environmental evaluation of water resources
development alternatives aided by application of mathematical
modeling techniques, to generate inputs for planning, design,
and operational decisions.

This paper is part of the comparative studies on operational
decisionmaking in the multiple reservoir water resources systems
initiated in 1979 by the "Regional Water Management" Research
Task of the Resources and Environment Area of IIASA.

The paper presents a method that can be used for the real-
time control of complex water resource systems. The method is
based on the rolling control effect of forecast-decision-control.
If perfectly accurate input forecasts could be obtained then a
system could be controlled in an optimal fashion with respect to
certain criteria. Forecasts are never perfect and hence the
system is operated by the decision calculated for one time per-
iod only. The system is then updated and the process repeated.

The control decision is made over the forecasting time
horizon using an iterative dynamic programming algorithm. This
algorithm has been used to alleviate the problem of dimension-
ality with the standard dynamic programming procedure and is
such that even with complex systems computer storage require-
ment is very small. Hence the whole control method can be con-

-iji-



tained on a mini computer. The method has been incorporated in
a simulation of an idealized conjunctive use pumped-storage re-
servoir/aquifer system in England and the Upper Vistula multi-
reservoir system in Poland.

The research presented in this paper has been carried out
by the Author at the University of Birmingham, England, and at

IIASA.

Janusz Kindler

Chairman
Resources § Environment Area
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A DIFFERENT APPROACH TO COMPLEX WATER
RESOURCE SYSTEM CONTROL BY THE USE OF
INPUT FORECASTS

D.A. Harwood

1. INTRODUCTION

The irregularity of the supply of naturally-occurring surface
water is evident both temporally and spatially. The transformation
of these properties into new properties with desirable values is
usually carried out by a system of storages that enable the water
to be developed, utilized and controlled so that specific objectives
are achieved. There are two aspects of this system: the design
parameters, and the operational procedure. In recent years the
complexity of storage systems has increased and now a system can
contain many reservoirs serving many demands and/or uses. Also,
there is a need for procedures that can optimally design and con-
trol such complex systems because costs have risen sharply in recent
years. The method explained in this paper is one atteampt to deal

with the control problem of complex storage systems.

The method is a real-time adaptive control rule that is a com-
puter program. The program is capable of being loaded on a mini-
computer and it is run once in each time period for which control
is required. The program requires forecasts of future system in-
puts as data and calculates an optimal (with respect to certain
criteria) control rule over the forecasting time horizon. The
system is then controlled using this rule over one time period
after which the program is updated and new forecasts obtained.



The method has been programmed into a full simulation study of a
multi-purpose objective system based on a pumped-storage reservoir,
Rutland Water, used in conjunction with the Lincolnshire Limestone
aquifer in East Anglia, England. Also, the method has been used in
a brief investigation on a system of storage reservoirs supplying
competing demands on the Vistula River system in Poland.

The methodology and particular dynamic programming algorithm
used are explained in the next section. This is followed by a brief
explanation of the systems studied and some results from these in-

vestigations.

2. THE CONTROL METHOD
2.1. Hethodology

There are many different procedures used in practice to con-
trol water resource systems. They are usually static control rules
that define a control based on the present system state and the
time of year. Many different techniques have been used in order
to calculate such rules and they usually attempt to maximize some
objective in the long-term. Two common forms used in England are

the control curve and the dynamic programming rule.

An example of the design and use of control curves is given
in the literature (Walsh, 1971) for the conjunctive use of reser-
voirs and other sources. The points on the control curve for each
time period in the year are calculated from the amount of water re-
guired in store at that time, so that, if water is supplied con-
tinuously at a certain rate--the 'cut-back' rate--then the reser-
voir would just fail at the end of the design drought. Hence, in
each time period if the current system state exceeds the calculated
curve state then the system can be overdrawn. Otherwise only the
'cut-back' rate can be supplied. The other form of control is usu-
ally in a set of tables, one for each time period throughout the
year. Then, given the current state of the system, the control
releases can be read from the suitable table. These tables are
often produced using dynamic programming procedures and some prac-
tical examples of this type of control are given in the literature
(Hall, Shephard et al., 1967 and Mawer and Thorn, 1974). Both of
these control procedures and all other rules that are calculated

from historic data are static control rules. They specify decisions



quantities irrespective of any other information that may be avail-
able~-for example input forecasts—--and they need to be recalculated
each time any of the cost structures used in their calculation alters.
Also, when using these types of control for conjunctive use systems
the reservoir is often taken as the cheapest source of water. How-
ever, with the increased use of pumped-storage reservoirs this asump-
tion is becoming invalid and with a complex pumping cost structure

it is impossible to say that one source is always the cheapest source.

The form of control presented here moves away from the metho-
dology of control described above. The original research, carried
out at Birmingham University, England (Harwood, 1980), was born out
of an idea that possibly the control rule need not be fixed. In-
deed if some form of forecast could be made as to future inputs to
the system, then perhaps this should be taken into account at the
present time in controlling the system. Of course, the forecast
would be inaccurate, but if the control was only followed for a
short time in relation to the forecast and then the system was up-
dated, it is possible that this would lead to a more flexible, and
in some circumstances better, form of control than that at present

used.

In this adaptive real-time method, the control of a system is
based upon a computer management model. The model contains no con-
trol rule for the system but is itself the system's control. The
computer model is run at certain time intervals, supplied with de-
tails of past system data and the present state of the system. From
these data future inputs to the system are forecast. The manage-
ment part of the model then calculates the cheapest control policy
for the system over the forecasting time horizon using a dynamic
programming algorithm. This is passed back to the operator as a
control rule for the system. The system is controlled by this rule
for one time period after which the whole sequence is repeated.
Hence, the output from the running of the computer program is the

control rule for the system.



2.2. Algorithm

Many problems which can be divided into a number of stages
or subproblems, where the decision taken at one stage affects the
later stages, can be solved by the dynmaic programming technique
(Bellman, 1957). The stages are described by a stage variable
which is given the values 0,1,2, ... and is usually time. Two other
variables are also used in dynamic programming: the state variables
describe the condition of the problem at any stage, and the decision
variables are chosen to obtain an optimal solution of the problem

at each stage.

Dynamic programming unlike any other optimization techniques,
always gives a global optimal solution. However, the computational
effort increases rapidly with the number of state variables since
a k-dimensional search is required to find an optimal policy for
each stage with k state variables. This problem of dimensionality
presents a serious obstacle in solving large problems and usually
k is restricted to three to four. Other methods have been put for-
ward in an attempt to alleviate this problem. Notable amongst these
is Larson's state increment dynamic programming (Larson, 1968). It
is particularly useful for problems of high dimension since the com-
puter storage requirement is always reduced when compared with the
conventional procedure. The reduction is obtained by the introduc-

tion of two new concepts:

(i) The time interval over which the control is applied,
§t, is not set equal to the time interval for which
optimal control is required, At. Instead it is chosen
so that the change in any state variable, X5 is at
most one increment Axi. Hence, the next state is al-~-
ways close to the present state, in fact:

t

X, = Ax, <

xF+6t < xt + AX,
i i

i — 71 i

where xz is the state of variable i at time t. There-
fore, when finding a path through the network, only the
minimum costs at the points of an N-dimensional hyper-
cube need to be stored.



(ii) The computations are not carried out according to
the stage ordering but in units which Larson calls
blocks. In the conventional procedure all state re-
lationships at one stage are investigated before
looking at the next stage. State increment investi-
gates the state/stage space on block at a time. These
blocks include a few states over many stages. All state
relationships within a block are investigated before

moving to another block of equal size.

The reduction in storage requirement for this procedure is
dependent on both of these modifications being used. 1If the block
format is introduced but the control time is unrestricted then the
path from one state might go outside the block at the next stage.

If the control time restriction is used but not the block format
then all minimum costs would still need to be stored. By combin-
ing these two concepts the storage requirement is reduced from one
location for every state in the state/stage space to one location
for every state in a block.

For the purpose of calculating the control policy in the method
described in section 2.1., the inputs, which have been forecast over
a finite time horizon, are assumed accurate. Also, the current state
of the system is known so that the problem can be formulated as for-
ward, deterministic programming. However, for use in real-time con-
trol this method would normally be programmed on a mini-computer with
limited storage. For this reason the standard dynamic programming
algorithm has not been used as this requires a computer storage loca-
tion for every state at every stage. However, the state increment
algorithm was felt to be unsatisfactory as this requires the same
storage on some form of background storage. Only one block is used
in the computer store at any one time but all the other values need
to be stored so that an optimal policy may be found. It is not al-
ways possible to obtain background storage in this way with a mini-
computer. Hence, a modified algorithm is used which requires a

minimum of storage in the computer and no background storage.

The algorithm used is based upon the block notion of state in-
crement dynamic programming. This concept allows the whole state/
stage space to be analysed although only one block is analysed at

any one time. Large savings in storage are possible if the technique



can be made iterative with only one block being analysed at each
iteration. This is achieved by redefining a block. For state
increment programming it is defined as a few states over many
stages: 1in the algorithmused here it is defined as a few states
over all stages. If an initial feasible policy is found, then a
block is centered on this policy and only controls that keep the
state within the block are investigated. The optimal policy with-
in a block is found and this becomes a new initial policy, a new
block is defined and the process continues in an iterative manner.
In this way the only storage required at any one time is for all

points within a block.

The major problem with this algorithm is to restrict the move-
ment from stage to stage such that a new state is never outside
the block. State increment programming achieves this by restrict-
ing the time interval over which control is applied so that the
change in any one state variable is at most one increment. How-
ever, this allows movement to states on the block boundary and
movement between blocks. For the algorithm used here the range
of the control variables has been restricted such that the path
always stays in the defined block. The restriction is achieved
by only analysing control which is within one control increment
of the initial policy control. The increment need to be given
and its relationship with the state increment needs to be calcu-
lated a priori. This relationship is such that if the control
variable altered by one increment at each stage then the block

boundary would be reached by the last stage.

For example, consider a single state variable X and a single
control varialbe U. For the initial feasible policy control vector

(u1, u ...uT) there corresponds a state vector (x1, X

> 2 ...xT).
The relationship between the state increment, Ax, and the control

increment, Au, is such that:

X.]+

N~

(ut4-Au) < xT + AX

t=1

Then, having decided a state increment size, the control increment
size on a can be calculated from the equational form of this rela-
tionship. However, the algorithm contains two heuristic procedure

to alter the relationship if problems occur:



(i) The block, at any stage t, is defined as

*
xt - Ax < xt < xt + Ax

A
where Xy is a new policy being analysed at time t.
This space is split into three states so that the block consists
of three states over every stage. The choice of three states here
is arbitrary. The use of more states might be more accurate but
would increase the computer storage requirement. The states are

of equal size defined by:

State 1 x, — Ax < x* < X - Ax
t -t t 3
State 2 X, - %? < x: < x ot %% i
State 3 X, + %; < x: < Xy + Ax
The intial policy is defined by the control vector (u1,u2... uT)

and the state vector (2 2...2). This is because the intial policy

always lies in state 2 since:

Ax <% < x o+ 4x

Xe © t 3

t 3

The intial policy control is altered at each stage by the control
increment in such a way that three control levels are analysed:

ut - Au, ut and U, + Au. Of every control is investigated at every

stage and xi

is too large in comparison with the control increment. In this

never becomes states 1 or 3, then the state increment

case the state increment is reduced by a factor of 0.75 and the

process continues.

(ii) If the path of a new policy moves rapidly to the block
boundary then the control increment is too large in comparison with
the state increment. In this case the state increment is increased

by a factor of 1.25 and the process continues.

The iterative process of moving through the state space, in-
vestigating one block at a time, stops when the new policy found

is the same as the initial policy. For the defined block size an



optimal policy has been found. The state and control increments
are then reduced by a factor of 0.75 and the process continues.

The process finally halts when the control increment is reduced
below a threshold value. The best policy is now the overall op-
timal policy. Using this modified algorithm a discretization of
the state space is possible that would be unusable with the stan-
dard procedure. For a system used to test the algorithm (Harwood,
1980, p.100) the modified algorith, required 108 storage locations.
With the initial state increment size the standard procedure would
have required 56088 locations and with the final increment 1804032
locations. With a general system of n state variables, discretized
to M levels over T stages, the modified algorithm, require53n>cT

locations compared with MYxT.

3. CASE STUDIES

The testing of the methodology and algorithm described in sec-
tion 2 has been carried out on two systems. Most of this work was
an investigation into the operation of a pumped-storage used in con-
junction with an aquifer. The work, carried out at Birmingham Uni-
versity, England and reported in detail elsewhere (Harwood, 1980),
analysed the sensitivity of the method to certain conditions--for
example errors in the forecasts and low flow situations--and com-
pared the results with a standard method of operation of pumped-
storage reservoirs used in England. A schematic representation
of the simplified system, based on Rutland Water and the Lincolnshire
Limestone aquifer in Eastern England, is shown in Figure 1. The
second part of the work, carried out by the author at ITASA, was a
brief investigation into the feasibility of using the method on a
more complex multi-reservoir system and to demonstrate its use.

A schematic representation of the simplified system, based on the

Upper Vistula river system in Poland, is shown in Figure 2.

3.1. Rutland Water/Lincolnshire Limestone

The reservoir known as Rutland Water is the major component
of a pumped-storage scheme operated by the Anglian Water Authority.
It is situated in Eastern England, approximately 32 kms. East of
Leicester. The reservoir is over 8 kms long, with a perimeter of

39 kms and a water surface area, when full, of 1260 hectars. It



has a volume of 124 million cubic metres and on commissioning was
the largest man-made lake in Britain. A very small proportion of
the reservoir intake comes from the catchment area upstream of
the dam which is only 90 kms in area. The main reservoir intake
comes from abstraction points on two rivers. The furthest river
is 17.1 kms away from the reservoir and there is a total hydraulic
lift from this river of 75.5 metres.

The primary objective of the scheme is water supply. However,
the large potential for recreation and amenity at the reservoir is
being developed. These dual purposes create a conflict because re-
creation dictates that water should be available in Summer when
water for supply is at its scarcest. Hence, as well as the usual
reliability constraint on the system, an amenity constraint must
also be included.

The aquifer of the Lincolnshire Limestone is an area of the
South Lincolnshire in Eastern England and that has been extensively
developed for water supply. The limestone is generally between 20
and 30 meters thick and is confined in the West. Recharge occurs
in the unconfined area (approximately 250 square kms) and is on
average of the order of 31.5 million cubic meters per year. In-
vestigations of the aquifer have taken place over many years and
further details can be obtained elsewhere. (Downing and Williams,
1969).

For this work the system has been simplified (see Figure 1)
so that the reservoir and aquifer are used conjunctively to supply
a single demand. Certain points of interest about the simulation
are:

(1) the aquifer is managed within the conjunctive use

scheme by a simple rule whereby maximum abstraction

within a certain time period is restricted;

(ii) the intricate cost structure of the pumping stations
has been accurately modelled by including the actual
three-tier electricity tariff used when estimating

cost;

(iii) the reliability and amenity constraints on the reservoir

have been imposed by the use of penalty functions.
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In the simulation two metheds of control have been included
for comparison purposes: the adaptive real-time control, and the
method of keeping the reservoir storage up to a certain level as
long as possible. The latter method is a standard control rule
for pumped-storage reservoirs as it maximizes the reliability of
the system. However, with an electricity tariff which varies
throughout the year this rule can prove to be very expensive espe-
cially after a series of low flows when the reservoir has been
drawn down. An example of this is shown in Figure 3 where the
cost of pumping a million gallons (approximately 4.5 M1l) is given
for one of the pumping stations for each month of a simulation.

The data used for this simulation were historic flows with months

21 to 24 replaced by low flows (that is, a four month drought).

It can be seen from Figure 4 that after the drought the control

rule refills the reservoir (up to 105 million cubic meters) as
quickly as possible. This restricted maximum storage has been

used for comparison because the reservoir storage rarely increases
above this value using the adaptive control method. Allowing the
pump whenever possible case to completely fill the reservoir would
increase initial costs and hence could bias the conclusions. The
costs of pumping per million gallons shown in Figure 3 are high
because the reservoir is being continually 'topped-up' by the con-
trol method irrespective of the cost involved. These costs should
be compared with Figure 5 which shows the costs associated with the
adaptive control rule supplied with perfect foreknowledge of inputs.
It can be seen that the large costs associated with pumping a small
amount of water have been eliminated. In fact the total cost of

the three year simulation has been reduced from £512 46" to £402 343.
This saving has been effected by altering the pumping pattern. It
can be seen from Figure 6 that the adaptive rule slowly increases
the reservoir storage before, and slowly refills the reservoir after

the drought. 1In this way overall costs are reduced.

In the investigation of the Ruland Water system many simulations
were carried out using five different data sets, two demands and a
number of forecasting techniques including: perfect foreknowledge,
systematic errors applied to perfect foreknowledge, the use of aver-
ages as forecasts, Box-Jenkins' type forecasts (Box and Jenkins,
1976) and Kalman filter forecasts (Kalman, 1960). The adaptive



method worked well with all the data sets and there seemed to be
little data dependency in the control. Many of the simulation runs,
using the real-time control, produced solutions that were economically
better than the strategy of keeping the reservoir as full as possible.
Overall, the largest savings occurred when the system was being used
the most, that is when there was a large demand on the system or at
times of drought. The algorithm was programmable on a mini-computer
although for this investigation all work was carried out on a CDC 7600.
On this machine a weekly control rule was calculated in an average of
three seconds. The benefits to be gained from the method definately
depended on the accuracy of the forecasting technique used. However,
the investigation showed that the method is worthy of consideration

as a means of controlling a water resource system.

3.2. Upper Vistula System

The Vistula River is the largest river in Poland. It flows
North to the Baltic Sea from its headwaters in the Carpathian Moﬁn-
tains. The total catchment area within Poland is 168 000 square kms.
Of importance in this study is the reach from Goczalkowice Reservoir
on the Small Vistula River to its confluence with the Skawa River.
This reach and the whole Vistula basin are described in detail else-
where (Laski and Kindler, 1976). A simplified system, equivalent
to that used by Kindler (1977), based on the Upper Vistula system

and shown in Figure 2 has been used.

The primary objective of the scheme is water supply for the
large industrial and municipal users in the region. Also, flows
must be maintained at six points in the system as the problem of
water pollution is severe, and the reservoir must provide flood
control as the flood hazard is high. This latter problem has not

been taken into account in this work.

Work on the operation of multi-reservoir systems has been one
area of study at IIASA over the past few years and the Upper Vistula
system has been one of the case studies (Kindler et al., 1979). It
was decided that the feasibility of using the method described in
section 2 on this complex system would be tested as part of this
work. A complete simulation of the simplified system has been

programmed using FORTRAN IV, see Appendix 1, and this program has
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been run on a mini-computer (a PDP 11/70 running under the UNIX
operating system). However, although the use of the iterative
algorithm allows the method to be loaded on a mini-computer the
complexity of the control variables means that run-time increases.
It is evident at present that the calculation of a monthly control
rule for the reservoirs is feasible but the running of a complete
simulation of many months takes too long to the PDP 11/70. Appendix
2 shows the iterative steps the method goes through when calculating
the control required at the next time step in order to move from the
initial policy to an 'optimum' policy. It should be noted that to
reach the point shown required more than ten hours computer time

on a PDP 11/70 and fourteen minutes computer time on a CDC 7600.

It can be seen from Appendix 2 that the forecasting time horizon
used for the method was six time steps. Reference should be made to
Figure 2 in order to understand the results. The initial policy was
calculated as one solution from the family of feasible solutions.
Taking the forecasts to be correct the storages and releases from
the three reservoirs are shown over the forecasting time horizon.

The demands at centres A, B, ..., F and G and the flows into the
three reservoirs are given. The initial policy is shown as the
quantity of water, in cumecs to be pumped through the ten pipe-
lines and the total cost of such a policy. The control increment
used in this work was 0.25 cumecs and it can be seen that after

one iteration a new policy has been found which decreases the over-
all cost and alters some of the pumpings by this increment. The
method continued finding cheaper policies until a minimum cost
policy was found. The results shown in Appendix 2 do not extend

tc this minimum cost policy. The different policies found are highly
dependent on the penalties introduced for drawing down the reservoir
and not meeting demand. It can be seen in the final iteration that
certain demands are not met and hence different penalties would need
to be used in order to overcome this deficit. Work is continuing on

testing the simulation of the system.

A number of points of interest have emerged from demonstrating

the use of the adaptive method on a more complex system:

(i) as the complexity of the system analysed increases

it is the run-time of the program and not the com-



puter storage requirement that is the limiting

factor in its applicability;

(ii) minimizing a penalty for not meeting demand is

not enough on its own for an objective function.
The feasible initial policy required by the algo-
rithm has, for the data tested, always met demand
and hence the penalty is zero. Realistic pumping
costs are required so that the method can calculate
the cheapest policy, expecially when more than one
abstraction satisfies one demand. Also, reservoir
penalty functions are required to inhibit reservoir

drawdown:;

(iii) the relationship between the costs and penalties in
(ii) needs careful analysis as this relationship is

important to the final policy chosen;

(iv) the relationship of the three reservoir state incre-
ments relative to each other is very important. It
is necessary to find a relationship whereby feasible
policy routes spread evenly throughout the state space.
The heuristic procedures incorporated in the algorithm
alter all increments by the same amount. Hence, the
relationship needs analysis beforehand so that it can
be set correctly. It may be necessary to incorporate
in the algorithm a procedure to alter the relationship
but this has not been attempted here.

Further study into the possibility of the use of the method
on the Upper Vistula system would need to analyse these points care-
fully. However, work is continuing to investigate certain aspects

of the method's application to this system.
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Appendix 1

Vistula Simulation Computer Program



AAOYTOOOOOO OO0 0

DIMINSICHY DCTY, C(2A), C10), F(3?), »3(3,12), nL(3,53), nu(),
KAF(5), w(2)

KEAL FPAF(E,12)

LOGICAL ZGUAL, ZEi0

COMMON /SLOCKY/ F9 ,

COMMON /ELOCK2/ MAF, ®HM, w251, wI32, %3S3, L5, DS, o, oL31, OLS
*p1LS3, DLT, OI

COMMON /2LOCK3/ AF, P, C, R

ZQUALCA,E) = ABS(A=R) LT,6.00001

7ERGC(A) = ABSCA).LT.C.0CCGH

MAIN PROGRAM SIMULATZS BEHAVIOUR OF UPPER VISTULA SY57

READ IN DATA =

L =0, 1 OR 2 DEPENDINGS ON THc CONTRCL RULZ TIws §7¢ge

REQUIRED, O = DAY, 1 = WEEK AND Z = MONTH,

LS = FORECASTING TIMZ HORIZON.

IT = NUMBEIR OF SIMULATION TIME ST:=PS.

MAF(I,J) = MININMUM ACCEPTALE FLOW AT °PNENT I IN MONTY J,
.DSCI,d) = DIKZICT SUPPLY KZAIUXREID FRO4 WEIZTVOIV [ 1IN

MONTH J. '

DIX) = DIMAND I,

P¥(IY = MAXIMUM® STORAGE FO2 azZssznuniz I,

RISN = STARTING STORAGE FOR REISERVOIR M,

DLSN = STATZ INCHREMEMT FOR RESERVOLIN Ng

DLT = CONTROL INCRZIMENT,

QICI,J) = FLOW IN RIVER I IN TIMZ 2ZRI0D 4,

READ (1,59%3) L
999y FGRMAT (15)

FG = 26400,0

IF (L.2G.1) F9

IF (L.38.2) F9

READ (1,9599) L9

REZAD (1,9995) IT

bO 1 I=1,% ’

RIAD (1,9992) (M&F(I,J),J=1,12)
9998 FORMAT (12F6.2)
1 CONTINUE
b0 2 J=1,3
READ (1,9998) (DSCJ,1),I=1,12)
2 CONTINUE

NEAD (1,9998) (D(1),I=1,7)

READ (1,5997) (RM(I),I=1,3)
9997 FORMAT (3F13.2)

READ (1,7%%7) R2S1, RZSZ, RES3

KEZAD (1,9997) OLS1, DLS2, BLS3

RZAD (1,9992) bLT

60420C .0
24192060



DO X 1=1,47 .

READ (1,3%338) (91dJ,1),4=1,3)
7994  FORMAT (2FT7.2)

3 CONTINUE

¢
C VARIARLZS OF THZ FORHW APIAN AND PHN (E .G. AP4E) AND AwWAYS
¢ PMNI (S,Ga PAGI(J)) RELATE TO THZ QUANTITY JF WATER PUMPid
C FRC™ & T0 N, THE CODBES ARE
¢ .
c. 3A = FROM RIVEk 3 TO DEMAND A
c 18 = FROM RIVER 1 TO DEMAND B
c 3B = FROM RIVER 3 TC DEMAND R
¢ 3C = FROM RIVER 3 TO DEMAND C
c 4C = FROMK RIVER 4 TO DEMAND C
¢ 3D = FROM RIVER 3 TO OEMAND D
c &t = FROM RIVER & TO DEMAMD E
c 1F = FROM RIVER 1 TO DEMAND F
c 4G = FROM RIVER & TO DEzMAND G
o 21 = FROM RESERVQOIR 2 TO RESERVOIR 1
¢ , .
¢ DEMAND A = D(1), +ee , DEMAND G = D(7).
c :
C DEMAND A AND F KELATEZ TO THzZ SAMz DIMAND CEMTRE £35 0O C AND
¢ Do THIS IS BESCAUSE ALTHOUGH THZY REILATZ T0 THZ 3447 23IM:4)
¢ e THZIY HAVE DIFFZRINT PENALTIZS ATTACHZID,
¢

AP1F = (.0
Ae3A = 0.0
Ae18 = (.0
AP3E = 2.0
AP3C = C_.0
AD!)C = C.O
APZp = (0
AP’#E = C".O
Arz1 = G,0
A246 = (,.C

WRITE (4,9
9995 FORMAT (20

995)

X, 31HRESERVOIR STORAGES AND RSLZASSS/2x, 2451, 17X,
*2HR1, 10x, 2HS2, 10x, 2H4re, 10X, 2HSZ, 13X, 2HR3//)

WRITE €5,3994)

5994 FORMAT (24X, 28HFLOWS AND MAFS AT SIX POINTS//)
WRITE (3,5993) - _

9993 FORMAT (23X, 30HTEN CONTROL PUMPINGS AND COSTS/15H  ®#21 213
*62H P3P PIF  ©3A P46 P3D P3C 24c  PaT cosT/
/)
DO & I=1,IT

¢

c CALL MANAGZMENT SUBRCUTINZ.

¢

CaLL vsTPOL(X, AP1F, AP3A, AP1R, AP3I3, AP3C, AP4LC, APID, A3

C o~
(1]



OO

P A

* AP21, AP4G)

Do & 4=1,3 : .
FCJ) = alcd, DD

CONTINUE

#9 = MCD(L,12)

IF (¥5,320,0) w9 = 12

MAKZ DICISION ON PUMPIN® USENG CONTROL ~ULZ CALCULATID.

A = ((&A(1)=RESTI/FF) + DS(1,HD

IF (A CTL(RES2/F9)=DS(2,F9)) A = (KRES2/FF) = DS (2,”?)
IF (R.GT.AP21) A = AF21 :
IF (A.LT.0.02 A = 0.0

P(9) = A

A = REST/FS

IF (A.ET.AP13) A = AP1R

IF (A.LT.0.0) A = 0.0 _

P(3) = A .

A = (RES2/F9) = P(9)

IF (A.GT.AP3B) A = AP3R :

IF (A+P(3).GT.D(2)) A = D(2) = ?2(3)

IF (A.LT.0.0) A = C.0

P(&) = A

B = (RES2/F9) = P(?) = °(4)

IF (A.GT.APZA) A = APZA

IF (A.LT.C.0) A = 0.0

P(2) = A : .

A = (RSSZ/F3) = P(3) = P(4) - 2(2)

IF (A.GT.AP3ID) A = AP3D

IF (A.LT.C.0) A = (.0

P(T) = A

A = (KRESZ/FY) = P(5) = P(4) = 2(2) = 2(7)

IF (A.GT.AP3IC) A = AP3C

Hﬁ A.ﬁl—-ﬂﬂOlOV A " 0.0

P(5S) = A

A = (RESY1/F3) - P(2)

IF CA.GT.APIF) A = AP1F

IF (A.LT.Q.0) A = C.0

P(1) = A

A = HKESI/FO .
IF (ALGTLAPLT) A = APA4C ‘

IF (A+F(S5) 6T.D(3)) A = D(3) = 2(3)

IF (A.LT.0.0) A = 0.0

P(6) = A ,

A = (RES3/FP) = P(d)

IF (A.GT.APLE) A = AP4E

IF (A.LT.0.C) A
P(R) = A

A = (RESZI/IFP) = P(H) = P(8)
IF (A.CT.APLG) A = B4C

"
o
°
(@]
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IF (2,1tTa.Cad) A = 0.0

P(10) = A

R(1) = P(1) + P(3) + #HAF(1,149)

IF (H(1) GT.RPEST/FSY R(1) = h=2S1/FS

AF(1) = R(1) = 2(1) = P(3)

R(Z) = F(2Z) + P(4) + P(7) + MAF(Z, MP)

IF (RQ2) LT.P(2)+P (L) +P(TI+P(BI+AAF(3,i16)=0,18) R(Z) = P(2) +
* P(4) + P(7) + P(5) + MAF(3,19) = (.16

IF (P(2).6T(RE3I2/FP)=P(3)) K(2) = (RESZ2/F3) = 2(&)

AF(2) = R(2) = R(2) = P(4) = »(P

AF(3) = AF(2) + Q.16 = P(5)

R(3) = MAF(4L_ MF) _ ‘ .

IF (R(3YLTMAF(S M) +P(8)+P(2)+D(10)~0,25) R(3) = ¥AF(5,M3) +
* P(6) + P(8) + P(10) - G.25 ’
CIF (RC3) .GT.RES3I/F9) R(3) = RES3I/F?Y

AF(&) = R(3)

AF(S) = AF(4) + (0,25 ='P(6) = P(8) = 2(10)
AF(6) = AF(1) + AF(3) + AF(3) + P(1C) + 16.08
"RES1 = REST + ((P(F9)+F(1)=k(1)~DS(1,M3))*FI)
RES2 = RZS2 + ((F(2)=-P(9)=R(2)=DS(2,MF))*F7)
REST = RES3 + ((F(3)=R(3)=DS(3,49))*F?)

€ST = C.C

DO 5 J4=1,10
CALL COST(J, PCL), €I
C3T = C3T + C(P)
5 CONTINUE )
WRITZ (4,9992) RES1, R(1), %2$2, R(2), RES3, (%)
9992 FORMAT (1X, 3(F164.2, F2.3)) .
WRITZ (5,9991) (AF(J) ,HAF(JI,183),d=1,8)
791 FORMAT (1%, 1276.2)
WRITZ (3,999C) (P(J),.J=1,1C), CST
3530 FORMAT (1X, 10F7.3, F7.2) )
6 CONTINUE
STOP §
END
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SURKOUTINE VSTPOL(NI, AP1F, APZA, AP12, AP3a, APZC, APA4C, 423D,
*APAE, AF21, APGLG)

DIMINSION TC(27,7), P17FX(4), PIAI(S), P12X(L), R(2), RAC(Z),
*TCIC(7), PI2I(8), P3CI(3), PACI(AY, 23IDI(S), PLZI(A), 2211(5),

*P4ETCA), GI(3,62), Q(3,5), D(T), C(2%), SH(27,3,7), 2:C(27,13%,7),

*P(1C), AF(46), DS(3,12), S(3), RI(5,3)
REAL HAF(6,12)

INTEGER T, $S1€27,7), S2¢27,7), 383(27,T)
LOGICAL EQUAL, 7ERO

CoMHQN /RLOCY¥1Y/ FG

COMMON /BLOCKZ2/ MAF, kK™, RESt, RE€ESZ2, RZS3, L9, bS, D, OLS1, DLSZ,

#DLLS3, DLT, QI

COMMON /BLOCK3/ AF, P, C, R
EQUAL(A,B) = ABS(A=B).LT.0.00001
ZEROCA) = ABS(A).LT0:00301

K9C(I,J,K) = ((XK=1)*3) + ((J=1)*»3) + I

SUBROUTINE CALCULATES CONTROL RULE.

00 2 J=1,3
po 1 I=1,5%
QCJ,1) = QICI, NG+I=1)
CONT INUE
CONTINUE
WPITE (2,9599)
FORMAT (1X/////32H RESEWVOIR STOKAGZS AND RZLIASES/)

INITIALIZE ARRAYS,

0o & X=1,27
DO 45 J=1,L9+1
TC(1,J) = =-1,0
CONTINUZ
CONTINUE
TC(14,1) = 0.0
TCI1¢(1) = 0,0

CALCULATE INITIAL POLICY.

S(1) = RES1
S(2) = R=S2
$(3) = k:IS3

0O 3 T=1,L9

NE = N% + T

M9 = MCD(NE,12)

IF (#9.22.0) M9 = 12
P21X(T) = 0.0

A = S(2)/F9

IF (ALCGTaD(E)) A = D(C2)
IF (A.CGT.5.5) A = 5.5
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BFCI) = AF(2) = P3CI(T) + 0,16

AF(4) = R(3)

AF(5) = R(3) = P4CIC(T) = P4EI(T) = PASI(T) + 0,25
AF(A) = AF(1) + AF(3) + AF(3) + PAGI(T) + 16.0¢
ho 46 1=1,3

SH(14,1,T+1) = 5(I)
RICT, 1) = R(I)
CONT INUZ
WRITE (2,9998) (SC(I),R(I),I=1,3)
FORMAT (1X, 3(F15.3, F7.2))

po 7 1=1,6
J = 1+ 10 |
CALL FMPEN(MAF(I_ M%), AF(I), CW)))
CONTINUE ~
b0 8 I=1,3
J =1+ 16
CALL SEENCRM(I), S(I}, C(J))
CONT INUE
PC1Y = PIFI(T
P(2) = P3AT(T)
P(3) = PIBI(T)
P(4) = P3RTI(T)
P(5) = PICI(T)
P(8) = P4CI(T)
PC7) = P3IDICT)
P(R) = PLEI(T)
P(9) = P21I(T)

P(10) = P4EI(T)
DO 9 1I=1,10
CALL CosT(I, P(I), CC(D))

CONTINUE
PC1) = D(1) = P(2)
P(2) = D(2) = P(3) = P(4)
P(3) = D(3) = P(5) = P(5)
P(L) = D(&) = P(T7)
P(5) = D(5) = P(8)
P(8) = B(6) = PIFI(T)
PCT) = D(7) = PC1)
00 1C 1=1,7

J =19 + 1

CALL DPENCI, PCI), C(J))
CONT INUE

TCICT+1) = 0.0
DO 11 1=1,26

TCI(T+1) TCL(T+1) + C(D)
CONT INUZE :
TCICT+1) = TCI(T+1) + TCI(T)

S 81(14,7+1) = 2
$2(146,7T+1) = 2
$3€14,7+1) = 2



DO OOO

39G7
3996
14

9995

9994
15

9992

15

17
18

19
26
21

CONTINUE
WRITS OUT INITYAL POLICY.

WRITE €2,9997)
FORMAT(IX///22X DEMAND S , 34X, HOFLOWS/)
DO 12 I=1,L9 ‘
WRITE (2,5996) (D(J),Jd=1,7), (a¢<,1),k=1,3)
FORMAT (1X, 7F7.2, SX, 3F7.3)
CONTINUZ . :
WRITE (2,9995)
FORMAT (1X///14HINITIAL POLICY//30R P21 P18 P
*39H ©3p  P3C DP&C P&4E P45 - COST/)
DO 16 T=1,L9
TEMP = TCI(T+1) = TCIC(T) ,
WRITE (2,9994) P21I(T)Y, P1RI(T), P3RI(T), PIFI(T), PIAI(T),
* P3DICT), P3CI(T), P&LCI(T), PLEICT), P4RI(T), TEme
FORMAT (1X, 10F6.3, F12.3) '
CONTINUE -
WRITE €2,9993) TCICL9+T)
FORMAT (1X///27H COST OF INITIAL POLICY IS , F12.3)
TOTC = TCI(LI+1)

P1F

i~
A)

SH(14,1,1) = RESH ' g
SH(14,2,1) = RESZ
SH(14,3,1) = RESZ

HPNTRT =

.TAKE INITIAL POLICY AND INVZSTIGATE ALL CONTZOLS +/=- DILT
FROM THz INITIAL CONTROCOL THAT K&EzPS PATY WITHIN RLCCK.

T =1

N8 = T + N

M9 = MQB(N5,12)

IF (M9.89.0) M9 = 12

I1 = 3 »

12 = 1

13 = 1 ,

IF (ZERCETC(X9(X1,12,12),T))) 50 TO 22
IF (TC(X9(I1,12,I3),T)aLT-.0.0) 60 TO 42
DO 15 I14=1,3

A1 = SH(K9(I1,12,13),1,T)

AZ = SH(K9(X1,I2,13),2,T)

IF (ZEZRG(P2IIC(TI) .AND: I4.5Q0,1» GO TO 41
IF (ZQUAL(221I(T) _10.0) LAND. I4.E59.3) GO TC 41
IF (E3UAL(P21I(T) A2/F9) .AND. 14.%52.3) GO TO 41

P3A,

CIF CEQUALCP21I(T) , (kM (1)=A1)/FI)=Q(1,T)) .AND, 14.50.3) 50 TO 41

P21 = F21I(T) + (14=2)*DLT
IF (P21.6T7.10.0) P21 = 10,0
IF (F21.GT.A2/F9) P21 = AZ2/F9

IF (P21.GT.((RE(1)-AT1D/FGY=Q(T,T)) P21 = ((RM(1)=AV)/FF) - 3(1,T)
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IF (P21.LT.0.3) P21 = C.C
PO 41 (5=1,3
A1 = SH(x9(11,12,I2),1,T)
IF (ZER0O(PI2I(T)) LAND, IS.ER.1) G50 TO 44
IF (SGUALCPIBIC(T) , 10.0) oAND, IS5.E7,.3) GO TO 4°C
IF (ZQUAL(PIRI(T) ,A1/FF) LAND, I3.20.3) 53 TO &3
P18 = PIBI(T) + (IS=2)=DLT
IfF (P12.6T7.10.0) P1e = 1C.0
IF (P12.GT.A1/F%) P18 = A1/F9
IF (P1R.GT.D(2)) P18 = D(2)
IF (P1B.LT.0.0) P18 = 0.0
DO 40 I16=1,3 :
A2 = SH(K%(I1,12,13),2,T)
IF (ZERO(P3BI(T)) LAND.. 16.EG.1) GO TO 36
IF (GQUAL(P3RI(T),5.5) .AND. I6.EQR.3) GO TO 39
P3B = P3BI(T) + (I6=2)4DLT
IF (F3B.6T.5.5) P38 = 5,5 |
IF (F3B.GT.(A2/F9)=-P21) P38 = (A2/F9) = P21 -
IF (P3B.GT.D(2Y=P1R) P38 = D(2) - P1%
IF (P3B.LT.0.0) P38 = 0.0
b0 39 I17=1,3
A = SH(x3(31,12,13),2,T)
IF (ZZRO(PIAICT)) LANDs I7.23,.1) GO TOH 3%
IF (EQUAL(PIAIX(T),0(1)) .AND. I7.89.3) GO 7O 32
P3A = P3AI(T) + (I7=-2)*DLT
IF (P3A.GT.(A2/FF)=P21~P3B) 23A = (A2/F7F) = P21 = 223
IF (P3A.6T.0(1)) P3A = D(1)
IF (PTA.LT.0.0) P3A = 0.0
b0 38 18=1,3
A2 = SH(K9(Z1,12,13),2,T)
IF (ZERJ(P3IDIC(T)) oAND, I%24E2,1) GO0 TO 37
IF (ZQUALC(PIDI(T) ,DC(4)) . AND. IB8.E0,.,3) GO TO 37
P3D = P3DI(T) + (I8=2)*DLT
IF (P3D.GT.(A2/F9)-P21=~P3R=23A) P3D = (A2/F5) = P21 = 2383 =
P3A :
IF (P3D.5T.D(4)) P3D = D(4)
IF (PSD aLT.OoO) \P3D = 0.0
bo 37 I19=1,2
A2 = SH(K9(I1,12,13),¢,T)
IF (ZZRO(P2ICI(T)) LAND. I%.ER.1) €0 TO 3o
IF (EQUAL(RP3CI(T) ,D(3)) .AND . XIP.22.3) GO TO 35
P3C = PICI(T) + (I9=2)*DLT
IF (P3C.6T.(A2/F9)-P21-P3R=P3IA=P3ID) P3IC = (A2/F%) - P21 =
P38 = P3A = P3D
IF (P3CaGTHD(2)) P3IC = D(3)
IF (°3C.LT.0.C) P3C = 0,0
be 34 I11=1,3
A1 SH(K2(I1,12,13.,1,T
L2 SH(K%(11,1I,13),2,T)
IF (ZEZRC(PIFI(T)) .AND, I11.2G,1) GO TO 35
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IF (ZQUALCPIFIC(T) , DCE)) JAND. T11.E3.3) GC Tou 1=
F1F = PIFIC(T) + (I11=2)#*OLT

1F (P1F.GT.(A1/FS5)=1R) P1F = (A1/F%) = tB1m

IF (P1F.GT.D(8)) P1F = D(%)

IF (P1F.LT.C.0) P1F = 0.0

F(1) = P1F + P18 + MAF(1,43%)

IF (R(1) .GT.AVT/FS) RC1) = A1V/FS

S(1) = SH(KI(X1,12,13),1,T) + ((A(1,T)+221=-R(1)=D5(1,M3) )+
FG)

IF (EQUALC(SC(1) ,R”(1))) GO TO 23

IF (S(1) .LT.RM(1)) 60 TO 23

RC1) = R(1) + ((SCN=RM(D)/FF)
SC1) = RM(1)
JIF (ZERO(S(1)) oORe $(1).5T.0.0) 50 TO 22
RC1) = RC1) + S(D)
sC1) -= §.0

JF (S(1) oGT.SH(KI(I1,12,13),1,T+1)+DLS1) GO TO 35
IF (S(1).LT.SH(K9(I1,12,13),1,T+1)=DLS1) GO TO 33
AF(1) = R(1) = P18 = P1F .

"R(2) = P3A + P38 + P3D + MAF(2,49)

IF (R(2)wLToP3A+P3B+P3C+PID4MAF(3,9)=0,16) ®(2Z) = PIA +
PIR + P3C + P3D + MAF(3,M9) - 0.15

17 (R(2) .GT.C(A2/F9)=P21) R(2) = (A2/F$) - P21

S€2) = SH(KP(I1,12,13),2,T) *+ ((5(Z,TI-P21-K(2)=DS(2,#9) )+
F3) |

IF (ZQUALC(S(2) ,RM(2))) 60 TO 24

IF (S(2).LT.RM(2)) GO TO 24%

#(2) = R(2) + ((S(2)-RHC(2})/F9)

S(2) = RM(2)

IF (ZERO(S(2)) -oaORe S(2)5T.0.,0) GO 70 24
R(2) = R(2) + S(2) :

S(2). = 0.0 :

IF (S(2) .GTLSH(KS(I1,32,13),2,T+1)+DLS2) A0 TH 35
IF (S(2) .LT.SH(KS(I1,12,1%),2,T+1)=-DLSZ) GO TO 353
AF(2) = R(2) = P3A = P3B = P3D
AF(3) = AF(2) = P3C + 0,15
DC 35 I14=1,3
A% = SH(K9(X1,12,13),3,D
IF (Z2R0O(P&CIC(T)) . AND. I14.E9.1) GO TO 34
IF (EQUAL(PACI(T) ,AZ/F?) AND, I14,3G4,3) GO TO 34
PLC = PACIC(T) + (I14&=2)*DLT '
IF (P&4C.GT.A3/F3) P&LC = A3/FS
IF (P4C.GT.D(3)-P3C) P4&C = D(3) = P3C
IF (P4C.LT.0.0) P4C = 0.
DO 346 115=1,2
A3 = SH(x9(11,12,13),3,7)
IF (ZERO(PAETI(T)) JAND. I15.82.1) GO T¢C 37
IF (EAUALCPLEI(T) D(S5)) JAMND. I15.304.3) GO TO 33
P4E = PLEI(T) + (I15=2)%DLT
IF (P&E.GT.D(5)) PLE = D(5)



25
C
c
c
26
27
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1
s
[

P4C) 24 = (A3/FS) -

IF (PAZ.GT.(A3/FS)~
PHE = 0.)

IF (P&ELLT.0.D)

DO 33 X14=1,3

A3 = SH(K9(I1,12,13),3,T)
IF (7:R0(°QGI(T)) ANDa I14.50,1) 6 TO ¢

IF (ZOUAL(P&GLC(T),D(7)) .AND. I15.38.3) GO 70
P4G = PLGI(T) + (I16=2)#DLT

IF (P4HGE.GT.D(7)) P&S = DCT)

IF (PAG.6T.(A3/F3)=PLE=PLC) P46 = (AZ/F3F) - 24E = PAC
IF (P4G.LT.0.0) P4G = 3.0

R(3) = MAF(4,M9)

IF (MAFChH,M9) uLT MAF (5, M) +P&CH+PLE+P 4G =0,25) R(3) = PA&C
+ PGE + PAG + MAF(5,MG) - 0.25 -
IF (R(3).GT.A3/F9) R(3) = A3/F9

S(3) = SH(K9(I1,I2,13),3,T) + ((3(3,T)=R(3)=D5(3,49))+
F9)

IF (EQUALCS(3),RM(3))) 60 TO 25

IF (S(3).LT.RH(3)) 6O TO 25

R(3) = R(3) + ((S(3)=RM(3))/F?)

S(3) = RM(3)

IF (ZEROCS(3)) wOR. S(3).6T.0.0) GO TO 25

R(3) = R(3) + 5(3)

S(3) = C.0

IF €5(3) (6TaS4(KO(I1,X2,13),3,T+1)+DLS3) 50 T
IF (S€3) .LT.SH(KS(I1,12,1T ),’,T*1)-DL>7) co T

N
[aP]

IN N

[AVIFAN ]

AF(4) = R(%)
AF(5) = AF(4) = P&LL = P4E - pﬁu + 0.25
= AF(1) + AF(3) + AF(D) + pPé&c + 16,02

AF (8)

CALCULATE COST OF ANY FEASIEBLE °ATHS.

P(1) = P1F
F(2) = P3A
P(3) = P18
P(4) = P3P
5(5) = P3¢
PC&) = P&C
PC7) = P3D
P(8) = P4E
P(9) = P21

PC10) = P4G

b0 32 1=1,10 \

CALL COSTC(I, PCI), CCI))

CONTINUE

b0 24 I=1,4

J =1 + 10

CALL HPENC(KAF(I, ®M3), AFCI), C(J))
CONTINUZ

Do 27 1=1,3

J =1 + 16
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CALL S®zN(R™M(I), S(I), CWJI))

CONTINUE

P(1) = DC1) = P(2)

2(2) = D(2) = P(2) = E(4)

5(%) = D(3) = ©(5) = P(5)

P(4) = D(4) = P(7)

°(5) = D(S) = P(S8).

P(8) = D(&) = PIF

(Y = B - 2(10)

po 28 1=1,7

J =1+ 19

CALL DPENCI, P(I), C(I))

CONTINUE

A = S(1) = SH(XS5(X1,12,13),1,T+1)
- 121 = 2
;- IF (A.6T.DLS1/3:,0) £z1 = 3

IF (A.LT.(0.0-DLS1)/3.3) 171 = 1
A = S(2) = SH(KS(X1,I2,13),2,T+1)
122 = 2 -

IF (A.GT.DLS2/3.,0) 122 = 3 }
IF (A.LT.(0.0-DLSZ)>/3.0) 1712 = 1
A = S(3) = SH(K9(I1,I2,L3),%2,T+1)
173 = 2

IF (A.GT.DLS3/3:,0) 123 = 3 A
IF (A.LT.(0.3-5LS3)/3.2) 173 = 1
THCST = 0.0

b0 29 I=1,26 - .

TMCST = TMCST + €(I)

CONTINUE S

THCST = THCST + TC(KS(X1,I2,13),7)

IF NEW POLICY CHEAPER THAN ANY OTHEZR TO THZ SA#Z STATS 0R
NO OTHER ROUTE TO THE SAME STATE ZXISTS THEN RZCCRD ROUTZ.

I91 = xk9(X21,122,123)

IF (ZERO(CTC(IY1,T+1))) GO TO 32

IF (TCCI9T,T+1)LT0.0) GO TO 31

IF (ZQUALCTC(I?1,T+1),TACSTY) GO TO 3z
IF (TMCST.GT.TCC(I®1,T+1)) GO TO 32
TCCI%1,T+1) = TMCST

$1(191,7+1) = I1
SZ(I131,T+1) = I2
S3(I91,7T+1) = I3

DECCIY1,1,T+1) = P21
DEC(I%®1,2,T+1) = P18
DECC(IS%Y,3,T+1) = PIB .
DEC(I®1,4,T+1) = P3A
DEC(I®1,5,T+1) = P3D
DECCI®1,46,T+1) = P3C
DECCIFT1,T7,T+1) = P46
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35
36
37
38
39
40
41
42
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DECCEPY,3,T+1)
DEC(L31,5,T+1)
‘DEC(IF1,10,T+1)
DECCIFT,11,T+1)
DECCIGT,12,T+1)
DECCIST,13,T+1)
SHCI91,1,T+1)
SH(X%1,2,T+1)
SH(I91,3,T+1)
CONTINUE
CONTINUE
CONTINUE
CONTINUE -
CONTINUE
CONTINUE
CONTINUE
CONTINJE

CONT INUE

CONTINUE

I3 = 13 + 1

S1F

H u
o
PN
(9]

P4 E
R(1)
K(2)
R(3)
SC1)
5(2)
S(3)

. IF (ISoLEo}) GO To 21

9992

OO

43

L4
&3
66

12 = 12 + 1 )
IF (I2,LE.3) &0 TO 20

I1 = 11 + 1

IF (I1.LZ.3) G0 TO 19

WRITE (6,9992) T, (TCCI1,T+1),11=1,27)

FORMAT (1X, 5H TIMZ, I3, 10H COSTS ARE/(1X, AF12.3))
T =T +1 '

IF (T<LE.L9) GO TO 18

FIND CHEAFEIST POLICY.

DO 30 I1=1,3
DO 66 I2=1,3
BO 45 13=1,3 )
191 = K9CI1,12,13) . '
IF (I1eE002 oANDw I20E@a2 oANDa I3.20.2) GO TO 44
IF (ZEROCTCCIO,L9+1))) 6C TO 43
IF (TC(I91,L9+1).LT.0.0) 60 TO 44
TEMP = TCCL91,L9+1)

1Iz1 = 11

122 = I2

173 = 13

GO TC 54

CONTIMIE
CCNT INUE
CONTINUZ

IF (TCC14,L9+1) LT.0.0) GO TO 43
IF (CAUAL(TC(14,L5+1),TOTC)) GO TO 63
IF (TC(14,L9+1) .GT.TOTC) GO TO 47
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iz1 = 2
172 = 2
173 = 2
TEMP = TC(14,L9+1)
GO TI 55

47 DLS1 = CLS1%0,75

" DLS? = DLS2*0.L.T5-
DLS2 = DLS3I*0.75

WRITZ (&,9991) DLS1, DLSZ2, DLS3
$991 FORMAT (11X, 19H 1 DLS DECREASED TO, 3F13.3)

60 TO 49 |
48 DLS1 = DLS1*1,25 . , )

DLS2 = DLS2+%1.25

DLS3 = DLS3*1.25

WRITE (6,9990) DLS1, DLS2, DLS3Z
9990 FORMAT (1X, 17H DLS INCKEASED TO, 3F13.3)
49 DO 395 T=1,L9+1 -
DO 46 11=1,3
DO 53 12=1,3
DO 52 13=1,3 _
TC(K9(11,12,I3),T) = =1.0
50 CONTINUE
51 CONTINUE
52 (CONTINUE
53 CONTINUE
TC(14,1) = G0,
60 TO 17
54 b0 51 11=1,3
DO 50 I2=1,3
BO 58 13=1,3
191 = k9(11,12,13)
IF (ZZROCTCC(I91,LG+1))) GO TO 535
IF (TC(I91,L9+1).LT.0.0) GO TO 36
IF (EQUALCTEMP,TC(IF?1,L3+1))) GO TO 55
IF (TEMP.LT.TC(X%1,L9+1)) GO TO 56

55 - 1721 = IN
122 = I2
173 = I3

TEMP = TC(I91,L9+1)
56 CONTINUE
57 CONTINUE
58 CONTINUE ,
IF (ZQUALCTEMP,TOTC) LAND . IZ21.E9.2 4AND. I72.ER.2 JAND,
*I173.56.2) GO TO 69
IF (ZQUALCTE¥®,TOTC) wAND'e MPNTR1.5Q.2) GC TO 49
IF (EQUAL(TEMP,TOTC)) MPNTR1 = MONTR1 + 1
IF (TEMF.GT.TOTC) GO TO 47 -
GO TO 6C :
5% bL31 = DLS1*C.75
DLSZ =.D0LS2*C.75
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BLSZ = ALS3*0.75
WRITE (&,5925) DLST, 0LS2, CLS3
9989 FOKFAT (1X, 19H 2 DLS DICKEASED TO, 2F12,7?
60 191 = k5(Iz1,172,123)

YF NZW PCLICY CHEAPER THAN INITXAL °0LICY THEN IT 23COM:S3
THE IMITIAL -POLICY AND THE PROCZ3S CONTINUZS.

be 57 1=1,L?
J = L9 -1 +1
TC(14&,3+1) = TC(I91,0+1)

PZ1X(J) = DEC(191,1,4+1)

PIRXI(J) = DEC(I%91,2,J+1)

PIRI(J) = DECC191,3,J+1)

PIAI(J) = DECCI®1,4,J+1)

PIDI(J) = DECCI9T,5,J+1)

P3CI(J) = DEC(I%1,6,4+1) ,
P4GI(J) = DEC(191,7,4+1) '
P1FICJ) = DEC(I%1,8,J+1) \

P4CI(J) = DECC(I91,9,0+1)

PLEX(J) = DEC(I®1,10,J+1)

SH(14,1,3+1)
SHC14,2,d+1)
SH(14,3,J+1)

SHCXI1,1,0+1)
SH(I91,2,J+1)
SH(I91,3,J+D)

RICJ,1) = DECCI?1,11,3+1)
RX(J,2) = DECCIS1,12,J+1)
RICJ,3) = DECC(I?1,13,J+1)
18 = 1IN

I91 = K9C(S1(I8,J+1),S2(I8,J+1),33(12,5+1))
61 CONTINUE _
WKITZ (6,9988) TOTC, TEMP
5985 FORMAT (1X, 7H OLD C=, F12,3, 7H NZW C=, F12.3)
WRITZ (2,9999)
DO 56 I=1,L9 -
. WKLITE (2,9998) (SH(14,J,1+1),RI(I,4),4=1,3)
62 CONTINUE
WRITZ (2,99287)
9987 FORMAT (1X///11H NEW POLICY//33H P21 P13 ° F2R  P1F  PIa
*36HP3D - P3C  P4C  P4E  PAG COST/)
b0 &1 1=1,L9 :
TMP = TC(14,I+1) - TC(14,D) :
WRITE (2,9994) P211(I), P13I(I), P3RICI), PI1FI.YI), P3AICD),
* PIDICI), P3CICI), P4CICI), PLEICI), PAGI(Y), THMP
63 CONTINUE
WRITZ (2,9986) TC(14,L9+1)
3986 FORMAT (1X///22H COST OF Niw POLICY IS, F12.3)
TCTC = TEMP
DO 425 T=1,L9+1
TCI(T) = TC(14,T)
50 62 11=1,3
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67

63

9985

YOO

69
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DO 63 12=1,3
Lo 67 13=1,3
TC(xS(I1,12,12),T) = =1,0°
CONTINUE
CONTINUE
CONT ENUE
CONTINUE
TC(14,1) = 040
G0 TO 16
DLS1T = DLS1%0.75
DLS2 = DLS2%0.75
PLS3 = DLS3*0.75
WRITE (6,9985) DLS1, DLS2, OLS3 :
FOKMAT (1X, 19H 3 DLS DECKEASED TO, 3F13.3)

. IF THE NEW POLICY IS THE SAME AS THE INITIAL PQLICY THEN
REDUCE ALL THE DELTAS I.E. DLT, DLS1, DLSZ2 AMD DLS3.

IF (DLT..LT.0.05) GO TO 70
DLT = DLT*0.75

DLSY1 = bpLS1*0.75
bLS2 = DLSZ2*0,.75
DLS3 = DLS3#0,.,7>

WRITE (46,9984) OLT
FORMAT (1X, 15H OLT RZDUCSED 7O, F7.3)

60 TO 16
APYF = P1FI(Y)
APIA = FIAI(D)
" AP1B = F1BI(1)
AP3B = F32I1(1)
AP3IC = E3ICICY)
AP&LC = F4CIC(T)
APID = F3IDIC1)
AP4E = F4ELIC1)
AP21 = F21I(1)
AP&LGC = F4GI(1)
RETURN

END
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SUBROUTINZ MPINCA, -5, C)
LOGICAL ENUAL
ZQUAL (A,P) = ABS(A=R) .LT.G.003001

SURKOUTINE CALCULATES THE PENALTY ASSOCIATZID WITH NOT
CONTROLLING THE M,A F.'S IN THZ RIVIRS,

IF (EQUALC(A,Q)) GO T9 1
IF (Q.6T.R) GO 70 1

C = (A=-Q)*13,0

RETURN

¢t = 0.0

RETURN

END
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SURROUTINE SPER(K, S, £)
COmMMON /2LOCKT/ FS

SUBROUTINEZ CALCULATES THZ PENALTY
ESEWVOIR STORAGE.

C = ((K=S)/F9)I)*4GC L0

RETURN

END

ASSOCIATZID WITH THE
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SUEBROUTINA DPZNCI, D, ©)

SUBROUTINZ CALCULATES THZ PIVALTY ASSOCIATID WITH NOT
MIETING DEMAND,

T = 159GC,0

IF (I.80.1 oORo I.3Q0,3) T = 1305,2
IF (X.28.5) T = 500.0 '

IF (I.20.2) T =.5006.0

C = D=7 :

RETURN

END
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~

106

11

SUBKOUTINE COST(L, P,

CoMMON /RLOCK1/ F9
SURROUTINE

0 TG (1, 2, 3, &,

T = 009
60 TO 11
T = C.06
G0 TO 11
T = 0.06
GO TO 11
T = 0.10
60 TO 11
T = C:.D
G0 TO 11
T = 04,10
60 T0 11
T = 0.06
GO TO 11
T = 0'00
60 TC 11
T = 0,1C
G0 TO 11
T = 0.06
C
c
RETURN
END

i

5,

c)

z

Q,
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CALCULATES THE COST OF PUMPING.

7, 8, 9, 1O, 1

CCCP*F9) /5,5) *T) /103.0
C+0.75
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Appendix 2

Vistula Simulation Specimen Results



RESZRVOIR STORAGES AND RELEASES”

141184512.000
125508096.C00
1091546304.000
130443264.000
120331C08.C00
98769472.000

2.500 13,900
2.500 13.906
2.5C0 13.9%0
2.5G0 13.7C0
2.50C 13.5C0
2.5390 13.3G0

INITIAL POLICY

P1e
8.4CC
8.4C0
8.40C0
8.4C0
2.4C0
3.400

P21
0.03C
6.000
0.030
0.C00
0.000
0.000

P3R
34500
5.500
5.300
3.500
5.500
5.5C0

9.800
9.800
9.800

9,300
9.800
9.800

1 DEMAN
5,900
'S.

5.
5.
S'o
5.

D'.?
C.7
_ O'o?
0.7
0'07
0.7

900
902
9GCG
S0C
9043

P1F
0.%C0
0.9C0
0.9CGC
0.500
0.70G
0..900

647537446 .,00C
87443456 .000
95556160,000
126841600.0C0
126341600.000

" 126841600.000

DS :
6-.000
6.C0C
6,000
€.C00

B 4

50
50
50
50
50
50

P30
C.750
0.750

P3A
2.300
2+5C0
24500 0,750
2,500 C.750
2.500 0.750
2300 0:..750

0.%00
0.930 .
0 _'"o; 0 D
0 .30¢0
0230 .
0.530

2.950
2,950
2,950
24950
2.950
2,950

43 -

14.540
14 .540
14,540
23.664
312650

24.120

23¢

CoOST OF INITIAL POLICY IS 338393.,0%4

1.000
1.000
1,000
1.000
1.00C
1.200C

24C P
2.750
2.95C
2.750
2,950
2931

1258354816.032
140966784.039
137386368,000
209478528,000D
272958336,000
273611520.000

3.34C
4.480 2

- 4,220
19,800
572G
130

b

°

<

[}

O
- ed e = b oh
‘e o0 e 0 s U
LS5 I eon A0 I i B o Y b IO
CIEI O DOy’
LAV

FLOWS
15.530

4

15,313
374301

32,143
24,500

11.820
11.820
11,830 -
11.360
11,806
11.373

8.060
18.400
13.%9¢C
62.,2CC
32,720
12.23C

220

® - -

¢osT
70747 .29
57177 .21
59127 .29
43521 .06
30637.956
43121.06 -



RISZIRAVOIT STORAS
141134512 .C5C
1249032268, 070
103347504 ,CC6
1¢5¢2E58 4,000
119726208.CC0

$2384£72.C00

"

-
-

Qs OOt QU ) O 3>

Y
OOCHhO

O ) O 0TV O

0
OO0 Do

*NZW POLICY
P21 P1R
0,000 8.400
0.000 8.650
C.00C 8.400
0.000 8.400
0.000 8.400
0.0C0 8.40G0

P3R
5'0500
5.250
5.500
5.500
5.500
5.500

P1F

£0ST OF NEW FOLICY IS

JESSRVOIX STORAGES AND
14057?9712.0C0 10.050
1249103296.000 9,260
105549504,CC0 9,200
125833464 .0CC 9.300
123331008.3C0 9.%0C

98769572.000 9,300

MIWw POLICY
P21 P1e P38

0.0C0 84650 5,250
0.0C0 E.4CC 5.500
0.00C 2.400 5.5C0
J.G00 8,400 5.5C02
250 2,600 5.500
J.0C0 &.400 5.5C0

P1F
0.9C
0.90

£NST O0F MZw ECQLICY IS

C.900
0.9C0
09GN
Co7C0

RIL.ZASIS

85404544 .,500
R30N43256,.007
000G
GT .08
12624816CCCG7
1262416802 .00C

$55%H1
1265414

P3A

0.9C0 24250
0.900 2,500
0.900 24500
6.9C0 2.500
0.900 2500
0900 24508

P3D
C.750
0,750
0.750

6.750"

C.750
0.750

332142.554

RELEASES
66616144 000 13,750

288048256.0C0
54921360,60C
126841600.0G90
12684160C,C00
126846160C.0C7C

P3a
0 2.000
2.5CC
2500
2.5CC
2 SCD

P3ID
0,750
0a.750
C.750
0.750
0.750
Ca750

334395,425

VNN AN DN = ad

44

- OhGamim N

LAY IR SR AN C I Y0
(% R N 2 I & I @D )

WO N

P3C .
20,950
2,200
3,200
1.200
3200
3.200

15,342
1 50040
23 .414
312445
24,123

P3C . P4 P&t P45
2,730 24450 5,500 14330
3.450 2,450 5,750 1,070
3.450 2.450 6.0CC 1.37¢C
3,450 2,450 6,00G 1,000
3,450 2,450 6.2CC 1,223
32450 2,450 6,600 1,233

P&C
2.7C0 5,.,75GC
2.,7C0
2.70G
2.700
2.7C0
2.7030

127566418.007
1%2781184.275
135503%43,77070
212502582%, uﬁu
’7’01132b.-4u
2?5&511)2Fo 3al

P &G
1500
6.,0G0 1.30&
6,000 1.C0CD
6.GC0 1.3%
6,000 1,200
6.000 1,833

P&E

127%774C146,03572
145200324532
142829568 .,000
216121328.4932
2736115200005

273611520,0703

11.3%%
1155
11337
11,355

12.7;(
12.2%

S o-

1f‘

\493 JC

J
D

-COST

71117 .21
66751 .39
63533 ,70
43154 .76

3972276

£32564 .75

11,335

11,356

11,393

14,2937
12,245

cos7
71232 .41
94603 .71
57433 .%90
7651 .45
.33522,26
53081 ,4%5



KISERVOIW STCRAGTIS AND RELEASES
1299746%12,000 10,300 67323746 .030 13,299 1233723816,257 17.530
1249C3296,000 9.800 B35423256.000 15,265 144403954,003 12,320
109759104.000 ?7.550 $37%1740.300 15,250 14585356%,030 19.533
131063564 .C0C 9.500 126R4160C.303 22.914 2157460128.7°C 11.373
1209255808.,000 9500 126%241600.000 31,860 273611520200 15.773

95574272.CCC 9.800 126841600.000 244120 273611520,030 124,243

NIW POLICY . o \ DR ,

P21 P18 P38 P1F P3a  P3D P3C  P4C P&LE T4 cosT
0.000 8.900 5.000 0.,9C0 12750 G.750 2.950 2.450 5.250 1,003 71301.82
7.250 8.400 5.500 0.9C0 2.5C0 0.750 3.700 2.200 5.750 1.00C 46403.91
0.250 8.400 5.500 0.650 2.500 0.750 3.700 2.200 5.750 0.750  AS475.43
C.000 8.400 5.500 0.900 2+500 0.750 3.700 2.200 6.000 1,000 4654%.15
0.000 8.400 5.500 0.9C0 25500 0,750 3.700 2.200 6.000 1.0C0 39315.17
0.000 8.400 5.500 0,900 245500 0750 3,700 2.200 6,000 1,000  42842.15

COST OF N:EW FOLICY IS 335090..656

RZSERVOIR STCRAGES AND RELZASES
1352370112.000 10.55C  693033344.007 12.790 129983616.070 12.330
124298496,000 9.800  88653056.000 15,540 147619584.030 12.5%D
1091542064 ,000 9.80C 94386560.,000 15,040 1452437468,030 11,380
131062064000 9.300 . 12684160G.000 22,914 215780128,030 13.300
120935308.000 9.800 126841600.000 31.690 273611520.000 15.7280C
10C179072.000 9.300 1288416G0.,000 23.870 273611520.000 12.240

NEW POLICY _

P21 P1B P38 PIF P3A PID P3IC  P4C P4T  PAC €OST
0.00C 95150 42750 0.900 1+500 0750 2,950 2,450 5,000 1.000  71371.02
G.250 R.400 5.500 04900 24W500 0.750 3.950 1.950 5,757 1,320 66395 .13
0.500 8.4CC 5.5C0 0,900 2<500 Ca750 3.450 2.450 4,000 1.°00  6%235,50
0.250 &€.400 5.500 0.9C0 Z2.500 0.75C 3.950 1.950 4.000 1.G00 46545 .55
5.000 83.400 5.50C §..900 22500 0,750 3.950 1.950 6,000 1,000  39212.%24
C.250 8.4C0 5.300 0900 2,500 0.750 3.950 1.95C 6.0C0 1,000 42745 .85

COST OF NEW FOLICY IS 334205.781
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RTSIRVOI% STCNAGES AND KEILEASES
132785212000 10,8063 TU2429646 307 12,293 13238%3416,272 12.39)
1226363 6,000 10,C5C GOLATAESE 000 175560 147F29124,507 13,373
107339554 .000 9Q.20C 95598160300 18,295 167LA31£68,°20 11,2358
129832464 ,000 G830 126241600000 23,164 '2227%4128,000 15,3272
1193726208 ,C00 9,300 1286%41600.000 31.893 273811320007 17,733

95384572000 9,800 12624618C0,00C 26,122 273811520.T00 12,249
 NEW POLICY ‘ : .

P21 P13 P3IB  P1F P3A P30 P3C P4C PAE PLG CIST
L.000 9,600 4,500 04900 1,250 0,750 2.950 2.450 4,.75C 1.530 71643 .21
0.000 8.650 5.25G 0.900 2.500 04750 4,200 1.720 5.750 1.30) 65543 .18
0.500 8.4C0 5.500 G.9Q0 2%500 0,750 3,700 2,200 €.0CC 1,020 67325 ,.70
0.500 8.400 5.500 € .900 2,500 02750 €.200 1.703 5.,75C 1,034 56347 .65
C.000 B8.600 5.500 0.9C0 2.500 0750 4.2C00 1,730 6,000 1,029 33307 .56
0,000 8.40C 5,500 0.900 2.500 0.750 4.200 1.700 6.,00C 1.552 £2%41 .56 ;

COST OF NZW FCLICY IS 333534.875

RESEKVOIR® STCRAGES AND RELEASES :
138160G%12.0C0 11.050 714525464 ,30C 11;790\_1311?3216,333 Fe320
121274496 .000 10,300 9¢231856,000 15,253 153022 784,005 13,3%40
105525504 .000 9,300 - 97410560.000 15.540 14R8T7562.G00 10.202
1286228R64.000 9.200 1268461800000 23,864 224352828, 050 12,3730
115516608.C00 9,800 1268416C0,000 31,5857 273811520.0925 17,753

FT155072.000 9,800 126348160C0,.C00 24,127 2738611520.055 12,242

NEW POLIXCY - :
P21 P1EB P3B P1F P3A P3D - P3IC P4C P&E P4LG COST
0000 9,650 4£.250 0903 1,000 C.75C 2,750 2.450 4,500 1,320  71RC5 .42
C.000 c¢.9CC 5.000 0900 2.25C Q0750 §.450C 1 .450 3.752 1,209 65391 .57
D.250 8.40C 5.500 04900 2.5C0 0750 3,950 1,952 6.0C0 1,500 474628 .10
0750 8.4600 5.500 0.9CGC 2.300 0.750 4.450 1.450 6.000G 1,332 L5140 .85
C.000 6.400 5.500 0.900 2500 G750 5,459 1,450 ¢,020 1,800 33405 ,26
C.UD0- 8,400 5,500 C.900 2.500 G750 4.430 1.450 &£.,2CC 1,203 2333 .08

£3ST OF NcW FOLICY IS 332807,.2R1



STLPAGZS AND R
11.3G00
1G.3C0
9,830
3,207
7.300
?.8C0

PISERVOILY
1295557124008
1226496984000
155525524.C00
122362%86 4,000
115121458 .600

97759272.0C0

NzW POLICY
P21 P18
0.0C00 9.900
0.cGC 8.9G0
0.500 8.4G0
6.750 8.4C0
0.250 8.400
0.000 8.4C0

P3e
4.000 0.900
5.000 0.900
5.500 0.900
5.500 0.909
5.500 04900
5.500 0.,9G0

COST OF NEW FOLICY IS 3

REZSIRVOIR STCRAGES AND R
137313792.C0C 11.400
121C032%76.C60 10.05C
105283584.0C0 9.80C
12778214464.C00 S.8G0
118879488 ,C0C 9.8CC

97517552.CC0 9800

NEW POLICY
P21 ?1B
3.03010.,500
v.G0C 8.650
U.2¢50 8.4C0
C.500 8.4C0
2.500 3.400
0.000 5.4C3

P1F
0+.900
0.900
0.900
0.500
34900
0.9CG

P38
3900
5.250
5.500
5.500
5.500
5.503

Is 3

(]
o]
(V2]
-4

0F NZW FOLICY

PIF -
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ELZASES
72862144 .,000 11.2%0 1317923016.%738
32221356.00C0 15,790 152457384,000
9620556L.00C 15,795 131320156%,2235
120241800000 23,184 223522123,0513
126841800 .03C 31,640 27351132C.0G37
1262414800.,0C0 24,129 2736118204003
P3A P3D P3C P4C P4E P45
0«?50 0750 2950 2.450 4.,250 1,000
2500 0.750 %5700 1.200 5.5G< C,.750
22500 0.750 4,200 1,700 6,400 1,090
‘2.5C0 0.750 4.700 1.200 S5.7%0 1.000
2500 0750 4,700 1,200 6.0G0 1,6CO
2500 0,750 6,700 1,203 6.G00 1,000
31423 .5394%
ELEASES
73508864 .000 10,9403 1324025164220
91918976 .000C 16,29C 153062784,00C
95333080,000 16,040 153111148,.3532
1268416C0.000 23,264 233C41723.038
126841600.00C 31,190 273511520.C23¢C
12684160C.00C 24,120 273811520.302
P3A P30 P3cC P4C DLET P&E
0,500 Ca?50 24350 2,450 4,300 167330
2500 G750 44750 24952 5.,53C0 1,028
22500 0750 4.450 1,452 6,000 1.320
2.500 G.750 4.950 D.950 6.0C0 1.0232
2:a5C0 G750 4,950 2,950 6.2C0 1.023
2ehCd 0750 4.930 30953

30320 .46

6.0C0 1,039
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COST
71573 .41
© 65223 ,27
67118 .10
45459 .85
39203 .76
42724 .96
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. COST
71572 .01
AT TR
53311 .50
45373 .26
323461,25
42571 .65




RESZRVIL~ STLRAGLES AND RE
137213792880 11.40C
1218637274, 0CC 9,200
1058887¢4,u00  7.200
12&921766.,000 90,5040
1206322282 000 9,200

57332352,00C F.500

NEW POLICY T

P21 P18 P3iB P1F

G.,00010.0080 3,900 0.%900C

C.000
0.250
0.75C
L.75C
0.0CO

COST OF NEW FOLICY 1S

RISERVOIR
137313732.7CC
121C32576.050
105283324 .CCC
123991744 ,.C00
1212958488 ,CC0
'39937152.C0C

NEW POLICY

P21 PiE
¢.CJ010.000
0.000 2.650
0.250 £.4G0
1.000 8.4CQ
1.C00 8.4G0
G.0GG B.4G0

CHNST OF

STCRAGES AND
11,430

p3e
32900
5.250
5.500
5.5C0
5.500
5.5C0

fZw FOLICY

8.4C0 5.500 0.9C0
8.400 5.5C0 0.9G0
8,400 5.50% 0,900
B.400 5500 0.900
8.400 5.,5C0 0900

3

R

10.050
9330
9.800
%800

P1F
G o909
0.960
0.9C0
0.9G0
0.506C
0.900

Is °3
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1.2 2548
7611358845 ,.,200
§1312176 008
?h6z5450C 000

12634143C ,000

1286R414C0 ,0C0C

126234146GCG 052

’

Y
2500
245C0
2 .500
2500

P3d
C.750
0.750
0‘9750
0.750
0,750
0.750

23655.125

SLEASES
74712464 .00C
92523776090
952%328C.000C

12684160C .00cC

1268415600 ,303

1262841600.000

P3A
C.000
2.250
2'n SGO
2.500
2500
ZOSGO

P2Dp
0.75C
G750
0.750
0,750
G750

2751%.312

13,692 13720076816.737 -
14,753 1840723°%4,°76G
15,293 1354323%63,307%
22.514 23248354&,770
33,963  273&11520,0320
26,120 273611325.730
P3C D& p4hE P4LG
2950 2.450 3.750 1,000
5.200 3.700 §.50C 1.202
4.700 1.200 6.0C0 1,303
5.200 0.700 6.30C 1.320
4,952 0,952 6,000 1.0C2
5.200 0.700 6,000 1.000
10460 133612416.000
16.564 155431954, c:a
16540 1546726568,2330
22 4514 233484544,300
30,650 2736115820,05¢
24.120 273611%20.€3)

JE

P3¢ P4C - 246
24950 2,650 2,500 1,338
3650 34650 5,306 1,332
$.950 0.550 é.000 1,910
5.450 D.450 £.750 1.7
4:950 Ge?SO 6;9‘:’ 1oJU3
5.433 0,650 46,000 1, 3:3
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71721.53
64425 .29
65505.70
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39142.04
62268 .34
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545228 .69
45097 .20
$44521,75
32142 %
542365 .06



STCRAGES
11
1¢

9

xZSekVOLV
137313752 .2C0
120&627v 746,000
104678724 .0CC
123991744 ,000
121903428 ,0G0
108541552.C0G0

Ay

-

9

NEW POLICY
P21 P1R
0.06010.G00
0.000 8.900
0.250 8.400
1.250 2.400
1.250 8.400
0.006 3.400

P38
3.900
5.000
5.500
5.5C0
5.50G
5.500

COST OF NEW FOLICY

PISZAVOIR STCRAGES

)

m

AND

<6 0U
300
«EGG
90
9500
«3CO

RC3

PIF

0.9C0

0.900"

0.9C0O
0,900
0.900

C.900

Is 3

AND

137313792.000 11.4C32

120427776.C00 10
104073534.,000
122991764 ,CC0 9
1225082238, 000
101146752 .C.0C

HEW POLICY
P21 B1m
N.0CZ1C.CL0
U.CU0 2.9CC
C.CCO 8.400
1.500 38.400
1.55C 2.4C0
C.000 8.4020

P3R
3.900
5.0C0

5.500

5.500C

CNST OF nEW FOLICY

9.

9.

5.500
5.500

«330
«800C
«3200
9.200
.300

P1F
0.900G
G900
0.900
G500
0.3C0
0.900

)

Is 3
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P3A P3ID
0.00C CG.750
2500 0,750
2500 0,750
20500 0L.750C
2.250 0.750
2500 0.750

28344,054

RELEASES
741136646,00C

$0R30336,.30C

92935040 .00C

126341460C.000
1263461600 ,308
126841600.000

P3A
0.250-
25C3
2..50¢
2,500
2.50Q
2570

#3D
0.750
D'o ?50
0".750
0.750
G.750
G750

25517,625
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5,900

10190 134217218,202  3.573
148.792 157901124.00) 7 ,0%2
18,750 155763G&2,..30  3457)
22,314 22585085 44.000 T 3,250
0,660 2736115320.5370 23.33%%
24,120 27361%11820.333 12,243
“P3C ©4C P&Z pAS CasT
2.700 2,450 3,250 1.002 725681 .C0S
5.700 0,200 5.,25GC 0,750 £4025 .08
‘5,200 3.700 6.0C0C 1,520 655894 ,1C
5700 0,200 6,000 1,305 £3472 ,20
5.200 0.700 6.000 1.0030 12229 .89
5700 0,200 6,000 1.0C2 41281 ,.75
10,650 134R22614,075 7,390
14.990 1377%32246.,002 2,373
17060 ~1832867808,703 5.3.7
21,0646 2462081424,370 2.53D3
30,190 273611520,930 2%.1°43
24,123 273611520.050 12.243
PIC P&C P&Z PAS CST
2.932 Z.45%0 3.0GC 1.9C02 71341 .53
5,500 0.080 5.5C0C 1,020 53303 .62
5450 0,453 €.000 1 232 787 .50
5Sa?00 J3.030 5, 7Jb 1,083 47357 3,
$.200 9.7C00 6.3C0 1.220 33341,
D007 6,000 1,223 415?9,12



KISZRVOIN STCPAGES AND RELEZASES
128823392,200 11.150 75323264 .00 9,264C 135424%14.220 2,370
121032576 ,CLC 10,550 G2346T73E6 320 16,740 1387235024,0°7  =,372
106376 136.000° 7,500 Q4144460307 17,263 13814%TL05,700  7.030
125550564 ,000 94800 126241600.507 21.364 :330686224.7°530 2,373
1237173223000 9,300 126534108070 .000 29,947 2736115200700 24,475
102356352.000 9.800 126341600200 24,127 27361152G.73%0 124242

NEW POLICY : -
p21 P1R P3B P1F P3A P3D P3C P&C P4LE = P&G cosT

0.25010.000 34900 00650 0,000 0,830 2,700 2,450 2,750 1,000 72533 ,%9 .
0,000 9.150 4.750 0.900 2.500 0.750 5.900 3.0C3 5.5C0C 1.200 63263 .09
0.C00 8.400 5.500 0.900 2500 0.750 5.700 0.,200 6,000 1,000 §518%81,70
1.500 £.,400 5.500 0.900 2.5C0 0.750 5.900 0,002 6,0C0 1.300 4235346 .,37 .
1.75C 2.400 5.500 04?00 2.500 0,750 5,450 C.450 6,000 1,000 IFRIR A5
0.000 §.4C0 5.500 0.9C60 2.500 0.750 5.%00 0.23C0 6.000 1.000 414??.12

COST OF NZIW SOLICY IS 324423,344

RESEXKVOIY STCRAGES AND KELEASES . :
137313792.C00 11,400 75323266 ,0C00 104,130 133423814,0.50  R,059
121032576,CCC 19,300 91435136,300 16,990 15898GR24,327 8,143
104075734,C000 9,800 92451132.000 17,490 153150542,7C0) 2,403
123991744.C00 5.300 1262341600.000 21.114% 242375664.007 §.337
12250G8288.000 9,800 1268616800,.000 30,190 272611320.930 25,137
101146752,000 9,800 126%241600.000 26,120 27361152C,.000 12,243

NIW POLICY :

P21 12  P3B P1F P3A P3D P3C P4C P&4: PAG cosT
0.C0010.00C 2,900 C.900 0.06C 0,750 2,700 2.793 2.520 1,380 72075 .35
0.250 .500 5.000 0.900 2.5G0 0,750 5,900 0,300 5,250 1,300 32829 .22
0.00C 8.400 5.5C0 N.900 2.5CG0 0.75C 5.900 0.,0C0 5%.750 1..72 85217 .C6
1250 8.4070 5,500 04500 2o5C0 06750 5.900 0,030 6,000 1.2CQ 42753 .5
1.5300 8,600 5.500 0.900 209370 04750 5,700 2.2C00 4,000 1,320 37334 86
C.U00 8,405 5.500 0%920 26500 Co?50 50903 2,380 ¢.0G0 1,290 $£1573 .12

COST OF MEW FOLICY X3 324155,4G6
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[ZSERVIOIF STLZRAGES AND RSlLz4a35:8

13¢312792.000 11,400 (532720M°JDE 153190 135420%18,000 7,057
1210373704000 104050 S0230335.00C 17.242 1R~g°40c4.u33 Fe.250
1052823534.0530 9,307 51340392 JCu 17,690 132755848,000  2.40¢0
123991744 ,000 9,800 12684160C.0030 21114 243585%2484,000 8,870
1215034628 ,03 5300 126&41600.,000 30,460 27361132C8.290 25,3835
1005461952.CC0 72.80C 126341600.000 24.120 273611520.020 12.240
NEW POLICY ’ ,
P21 P1R P3R P1F P3A P3D P3C P&C PhZ PLG COST

G.00010.000 3.900 0.900'0.C00 0.750 2.700 2.953 2.250 1.C00 720352 .65
0.250 3,653 5.250 0.900 2.500° 0%750 5.900 0,000 5,000 1.C00 83687 .54
0.GCC 8.400 5.500 04900 2.5C0 0L.750 5,900 0,300 5,750 1,833 63117 .36
1.000 8.4C0 5.500 0,900 2°%.5G0 0,750 5.900 0.000 5.750 1,300 2577 .75
1.250 3.400 5.500 0.9C0 2.500 0.750 5.900 0.003 6.0C0 1.300 38751 .12
0.000 8.400 5.5060 0.900 25500 Cw750 5.900 0.000 6,000 1,290 41773 .12

COST OF NZW FOLICY IS 323%967.221

RESZRVOIXK 3TCRAGES AND RELEASES )
137313792.000 11,400 75323264 .0C0 10,190 135031514,022

7302
122242176 .C00 9.8G0 90225536000 17.690 1508C4224,070 7.6C0
105238358400 104050 91846392.000 17.240 183570043,033 2,350
129596544 ,000 9,800 126241600.000 20.86% 2454036084.000 8,670
123113023,000 92800 124841500.,000 33,190 273611520.052 256.323
124240

101731552.C000 9.800 12624160C.000 24,120 273611520.C30

NTW POLICY : '

P21 £1a o039 P1F P3a P3D P3¢ P&C P4E P45 OST
CaGUC10.0CO 3.5C0 0,900 0,000 0,750 2,700 2,953 2.G00-1,050 72372 .63
0.250 8 400 5.500 0.900 2.500 C.750 5.9C0 2,000 4.7:2Q 1.330 53847 85
' 0.0G0 8,650 5.250 0900 2°500 C.750 5900 CL.0CO S5.,5CC 1.7C0 543%5 .75
1.250 8.4G00 5.500 0.900 2.500 047530 5.900 0.C03 5.75C 1.9 O 422%1 .37
1.500 §.4600 5.500 06990 2,500 0.750 5.850 0,250 4,300 1.3 37753.21
0.00C 3.4CC 5.500 0.9C0 2.500 0.750 5.900 0.300 6.GC0 1.990 41577 .12

COST OF NIW FOLICY XS 323234.,687



