Humanities & Social Sciences

Communications

ARTICLE B creck o vesatn

https://doi.org/10.1057/541599-023-01838-0 OPEN

Systematic meta-analysis of research on Al tools to
deal with misinformation on social media during
natural and anthropogenic hazards and disasters
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The spread of misinformation on social media has led to the development of artificial intel-
ligence (Al) tools to deal with this phenomenon. These tools are particularly needed when
misinformation relates to natural or anthropogenic disasters such as the COVID-19 pan-
demic. The major research question of our work was as follows: what kind of gatekeepers (i.e.
news moderators) do we wish social media algorithms and users to be when misinformation
on hazards and disasters is being dealt with? To address this question, we carried out a meta-
analysis of studies published in Scopus and Web of Science. We extracted 668 papers that
contained keyterms related to the topic of “Al tools to deal with misinformation on social
media during hazards and disasters.” The methodology included several steps. First, we
selected 13 review papers to identify relevant variables and refine the scope of our meta-
analysis. Then we screened the rest of the papers and identified 266 publications as being
significant for our research goals. For each eligible paper, we analyzed its objective, sponsor’s
location, year of publication, research area, type of hazard, and related topics. As methods of
analysis, we applied: descriptive statistics, network representation of keyword co-occur-
rences, and flow representation of research rationale. Our results show that few studies come
from the social sciences (5.8%) and humanities (3.5%), and that most of those papers are
dedicated to the COVID-19 risk (92%). Most of the studies deal with the question of
detecting misinformation (68%). Few countries are major funders of the development of the
topic. These results allow some inferences. Social sciences and humanities seem under-
represented for a topic that is strongly connected to human reasoning. A reflection on the
optimum balance between algorithm recommendations and user choices seems to be
missing. Research results on the pandemic could be exploited to enhance research advances
on other risks.
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Introduction

ake news is old news: different forms of misinformation

have occurred repeatedly throughout history (Novaes and de

Ridder, 2021). Nevertheless, the impact of different com-
munication technologies on content, production, distribution,
and consumption of misinformation—and hence, its dissemina-
tion—has changed over history (Posetti and Matthews, 2018). In
the age of social media, misinformation spreads at a fast pace: the
pervasive nature of misinformation in the digital age is being
reinforced by both technical and socio-psychological factors
(Dallo et al., 2022).

The speed of diffusion influences the amplitude of negative
impacts which, because of their cascading effects, can be expo-
nential in the context of disasters (McGee et al., 2016). The
COVID-19 “infodemic,” as the World Health Organization
(2022, p. 1) defines it, had various negative impacts; these include
psychological consequences (such as anxiety, depression, or post-
traumatic stress disorder), reduced trust in public authorities and
health institutions, adoption of inadequate protective measures by
the population, and increased purchases of medical supplies and
other products which stresses on the market (Pian et al., 2021).

Misinformation can also occur in relation to natural disasters;
for instance, during and after the Hurricane Irma disaster which
hit the Caribbean in September 2017, several rumors spread,
among others, fake news concerning the number of deaths on the
French territory of Saint Martin. According to the rumors, there
were between over 100 and over 1000 dead, while the real death
toll was 11. This fake news continued to circulate for more than a
year, negatively impacting the territory’s social cohesion and
post-hurricane reconstruction (Moatty et al., 2019).

In the last two years, numerous studies have been carried out to
develop artificial intelligence (AI) tools that can deal with mis-
information in risk management contexts that require a very fast
response. The very recent and fast development of research efforts
on this topic necessitates a timely and efficient review of the
current research trends. In this study, we conduct a meta-analysis
of the literature to identify the main research gaps and to answer
the following question: what kind of gatekeepers (ie., news
moderators) do we wish social media algorithms and users to be
in terms of dealing with misinformation on hazards and dis-
asters? This meta-analysis will contribute to developing a com-
munication model based on social media moderation and
recommendation practices that are aligned with human rights
and journalism ethics.

Background

The spread of misinformation on social media. Misinformation
has ancient origins. According to Kaminska (2017), one of the
earliest records of misinformation goes back to 30 BCE, to the
time of hostilities between Mark Antony and Octavian over the
leadership of the Roman world. Across history, the impact of
misinformation has changed with the evolution of technology: for
instance, the invention of the printing press led to the first large-
scale news hoax (Thornton, 2000). In the digital age, the dis-
semination of misinformation is so greatly amplified that, since
2018, several governments have started to introduce regulatory
measures at the national level to combat fake news (Posetti and
Matthews, 2018).

Various definitions are proposed in the literature to define
different kinds of information disorders. Lazer et al. (2018, p. 2)
define fake news as “fabricated information that mimics news
media content in form but not in organizational process or intent
[and] overlaps with other information disorders, such as
misinformation (false or misleading information) and disinfor-
mation (false information that is purposely spread to deceive
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people).” Ireton and Posetti (2018, p. 43) recommend using the
terms “misinformation” and “disinformation” to indicate infor-
mation disorders, and to avoid using the term “fake news” as it
has been “politicized and deployed as a weapon against the news
industry, as a way of undermining reporting that people in power
do not like.” In this study, we refer exclusively to misinformation,
as this is frequently used as a general term in the scientific
literature to include different information disorders, such as
disinformation, rumors, misinformation, and hoaxes.

Misinformation on social media and risk management. Social
media contribute to the social representation of hazards and
disasters (Sarrica et al, 2018); in other words, they shape the
population’s perception and attitude regarding hazards and dis-
asters. Ng et al. (2018) compare traditional media with social
media and highlight that the latter has a stronger effect in terms
of increasing their readers’ risk perception. Tsoy et al. (2021)
suggest that social media can shape hazard experience in two
ways: either by amplifying risk perception or reducing it.

In this context, misinformation can strongly affect risk
management. One example is the spread of rumors and hoaxes
on social media that followed the 2017 Manchester Arena
Bombing (Qiu, 2017). In particular, the news that unaccompanied
children had been sheltered in hotels was a false rumor; this
illustrates how such misinformation can misdirect the affected
population and cause confusion and chaos (Hunt et al., 2020).
Obviously, other examples can be taken from the COVID-19
pandemic. The significant impact of misinformation during the
pandemic led the United Nations to urge countries to take action
to combat the “infodemic,” defined as “too much information
including false or misleading information in digital and physical
environments during a disease outbreak. It causes confusion and
risk-taking behaviors that can harm health” (World Health
Organization, 2022, p. 1).

This research addresses both hazards and disasters—concepts
that are related, but distinct. According to the United Nations
Office for Disaster Risk Reduction (United Nations Office for
Disaster Risk Reduction (UNDRR), 2023) and the Federal
Emergency Management Agency FEMA (2023) of the United
States, a hazard represents a potential threat, while a disaster is
the actual damage caused by a hazard. Misinformation can
impact both hazards and disasters and can hinder efforts to
prevent and reduce risks associated with these events.

The need for AI tools to deal with misinformation. In the last
decade, a wide variety of data mining tools have been developed
to gauge public opinion by exploring big digital communication
datasets. It has become possible to automatically detect mis-
information thanks to natural language processing, machine
learning, and deep learning (Ayo et al., 2020; Hossein and Miller,
2018; Murfi et al, 2019). Machine learning and deep learning
algorithms (Fig. 1)—two subsets of the broader category of arti-
ficial intelligence—are two of the most common approaches to
automating the process of classifying unreliable or reliable news
(Varma et al., 2021).

Over a decade ago, Grzywinska and Borden (2012) stated that
social media were replacing traditional media as the preeminent
information source and the main player in public agenda-setting.
This trend has strengthened to such an extent that newspaper
headlines frequently quote social media items as sources of
information (Paulussen and Harder, 2014). Along with the
increasing importance of social media, AI tools are playing a key
role in our society to deal with the rapid spread of misinforma-
tion, while guaranteeing the right of access to information
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Fig. 1 Concept map outlining the various techniques used for detecting fake news detection, as proposed by Varma et al. (2021). The authors focused
their study on Machine Learning (ML) and Deep Learning (DL), which are two of the most commonly used approaches for classifying misinformation. ML
algorithms can be divided into two subfields: supervised learning and unsupervised learning. The former includes techniques such as Naive Bayes, support
vector machine, and logistic regression, while the latter includes K-Means and DB-Scan among others. Ensemble Learning is a type of Supervised Learning
that is both accurate and innovative, according to the authors. It encompasses techniques such as AdaBoost, XGBoost, decision tree, and random forest. DL
algorithms are also effective in detecting misinformation. The most popular DL techniques include convolution neural network (CNN) and recurrent neural
networks such as long short-term memory. LSTM is a widely used technique.

mentioned in Article 19 of the Universal Declaration of Human
Rights (United Nations, 1948).

Toward a new communication model. The traditional role of the
press as “gatekeepers” has weakened, as journalists no longer hold
exclusive rights to select, extract, and disseminate the news in the
digital age (Canter, 2014, p. 102). Within the context of social
media, content recommendation algorithms and individual media
users have taken on a “gatekeeping function” (Napoli, 2015, p. 755).

Within the expanding and diverse area of studies dedicated to
AT tools to deal with misinformation, scientists cannot discard the
following question: what kind of gatekeepers do we wish
moderation and recommendation algorithms—and also social
media users—to be? This question addresses fundamental human
rights and journalism ethics, such as freedom of expression, the
right of the public to be informed, accuracy, and differentiation
between fact and opinion, privacy protection, hate and dis-
crimination prevention, and plagiarism prevention. For instance,
Jorgense and Zuleta (2020, p. 52) point out that social media
constitute a public space where freedom of expression is
vulnerable, given that these platforms are “governed by private
actors operating outside the direct reach of human rights law.”

According to the two authors, European Union policies
encourage content moderation by private companies, but their
“over-removal” practices are rarely aligned with the principles of
“strictly necessary” and “proportionate” limitation that are
mentioned in the international human rights law (Jergensen
and Zuleta, 2020, p. 59).

Methodology

Data for analysis. We extracted our corpus of abstracts from
Web of Science and Scopus, two platforms that provide access to
abstract, reference, and citation data from academic journals. The
abstracts were all studies published up until 1 July 2022. We
extracted the corpus of studies on the basis of the following key
terms related to the research area of Al tools to deal with mis-
information on social media during hazards and disasters.

Corpus selection based on keyterms included in abstracts
(Web of Science & Scopus)

Abstract =(disaster) OR (emergenc*) OR (hazard) OR
(disaster) OR (flood) OR (earthquake) OR (industrial
accident) OR (terrorist attack®*) OR (COVID) OR (pan-
demic) OR (wildfire) OR (Coronavirus)
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Fig. 2 Our data selection process, guided by the PRISMA 2020 flow diagram, which outlines the steps involved in conducting a meta-analysis and the
corresponding information flow. This diagram serves as a useful tool for documenting the number of documents that were selected, assessed, deemed

eligible or ineligible, as well as the reasons for exclusion (Page et al., 2021).

AND

Abstract =(social media) OR (Twitter) OR (WhatsApp) OR
(Facebook) OR (Instagram) OR (YouTube)

AND

Abstract =(detect) OR (monitor) OR (prevent) OR (screen)
OR (AI) OR (artificial intelligence)

AND

Abstract =(fake news) OR (misinformation)

The Boolean operator “OR” means that the selected abstracts
must include one of the keyterms. The Boolean operator “AND”
means that the selected abstracts must combine two search
queries. A search query always starts with “Abstract” = in order
to search for keyterms included in the abstracts.

The search keyterms include different anthropogenic and
natural hazards. As discussed in section “Introduction”, mis-
information can affect both anthropogenic and natural hazards
and disasters. Furthermore, the Horizon 2020 CORE project
(European Union’s Horizon 2020 research and innovation
program, 2023) highlights that the practitioners (e.g., civil
protection), who have to cope with different types of hazards
and sometimes have to face multiple overlapping risks, are
requesting a dedicated strategy to deal with risk misinformation
in different contexts.

The search keyterms include “social media” and the names of
popular platforms: “Twitter,” “WhatsApp,” “Facebook,”
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“Instagram.” We used these keyterms in order to include studies
with a focus on one of these platforms.

We then used the PRISMA 2020 flow diagram (Fig. 2) (Page
et al., 2021) to report which papers were selected and included
in our study. After extracting 246 abstracts from Web of
Science and 422 abstracts from Scopus, we removed 163
duplicate records and 37 review papers. We then manually
screened the remaining 468 abstracts and excluded 205 of
them, as they did not refer to one of the following topics as
central subjects of the study presented in the corresponding
paper: anthropogenic or natural disasters and hazards,
misinformation, social media, and AI methods. Finally, we
manually assessed for eligibility 289 articles, excluding 23
papers that did not refer to the above-mentioned topics as key
topics for the study. As a result, 266 studies were included in
the meta-analysis.

Literature review. Our initial corpus of studies on Al tools to
deal with misinformation on social media during hazards and
disasters included various review papers. These papers were
examined to establish the current state of the art for our
research topic. The corpus of studies, presented in the section
“Data for analysis”, includes 37 review papers, of which 24
were excluded for not being central to our literature review.
The 24 review papers in question did not indeed consider the
following themes to be central to their literature review:
anthropogenic or natural hazards and disasters, misinforma-
tion, social media, and computer-aided methods. This left us
with 13 review papers that were directly relevant to our
research topic.
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We analyzed these 13 review papers to achieve two goals:

1. Verify if they covered all of our research themes, namely all
the search key terms used to select our paper corpus or only
a part of them;

2. Identify any research variables that were not addressed in
these papers.

Other
methods

To begin, we identified all the research themes and variables
proposed in the 13 review papers. These are listed in the two
tables (Tables 1 and 2).

Different research themes are addressed in each of the 13
papers to select the corpus of documents for the review. Table 1
summarizes and compares these research themes. The authors of
the reviews also propose different research variables. We present
and compare the main research variables in Table 2.

We used the research themes and research variables identified
in Tables 1 and 2 to elicit the following observations, which are an
important step for our research:

Computer-aided
methods

X X X X X <

literacy

1. All the review papers focus on the COVID-19 crisis or other
disease outbreaks. None of the 13 review articles cover other
types of natural or anthropogenic hazards. Hence, using a
meta-analysis of a corpus covering both anthropogenic and
natural hazards, we opened up the scope of our study
compared to other reviews. Indeed, there does not seem to be
a precedent for a meta-analysis covering such research themes.

2. With regard to the research variables, four review papers
(Ansar and Goswami, 2021; Gabarron et al,, 2021; Himelein-
Wachowiak et al, 2021; Varma et al, 2021) focus on
reviewing the main Al tools used to deal with misinformation.
Varma et al. (2021) compare different AI methods and two
different publication periods (before and after the pandemic).
Ansar and Gaswami (2021) compare the AI methods,
misinformation origins, and contents. Gabarron et al. (2021)
compare misinformation contents and impacts. Himelein-
Wachowiak et al. (2021) specifically focus on bots and
compare their origins, topics, and dissemination patterns.
What appears to be missing as a research variable, however, is
a wider reflection on the different research objectives in the
literature on the topic of “tools to deal with misinformation on
social media related to hazards and disasters.”

3. As well as the research variable objectives of the study, three
other research variables seem to be missing:

Bots Health

news

xX X X X xX X X X xX X

Detect Hesitancy Fake

Digital
media

media

- The research areas covered by this topic;

- The natural and anthropogenic hazards covered;

- The location of the funding sponsors,

These research variables define the scope of our meta-analysis.

Vaccine Social

Methods of analysis. The proposed meta-analysis aims to explore
the 266 studies according to the research themes and research
variables identified above: research area, type of hazard, research
objective, and location of the funding sponsor. We also con-
sidered the “publication year” in order to comprehend how
relevant the recent increase in publications is and if it is correlated
with other trends. For each research question we applied different
methods of analysis: descriptive statistics (for the year of pub-
lication, research area, type of hazard, sponsor’s location), net-
work representation of keyword co-occurrences (for the type of
hazard and the related topics), and flow representation of
research rationale (for the objective of the study).

COVID Disease
outbreak

X
X
X
X
X
X
X
X
X

Year of publication. Scopus and Web of Science automatically
provide the information on the year of publication in a separate
column of the abstract dataset (in CVS format) that can be
exported from both websites. The number of publications per

Each row corresponds to a review paper (the references are indicated in the first column on the left of the table) and each column corresponds to a different theme.

Table 1 Research themes described in the review papers.

Himelein-Wachowiak et al. (2021)
Ansar and Goswami (2021)

Gabarron et al. (2021)

Alamoodi et al. (2021)
Bin Naeem and Kamel Boulos

Garett and Young (2021)
(2021)

Varma et al. (2021)
Joseph et al. (2022)
Chowdhury et al. (2021)
Liu and Xiao (2021)

Tsao et al. (2021)
Ivarez-Galvez et al. (2021)
Salehinejad et al. (2021)
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Table 2 Research variables proposed in the review papers.

1 2, 3. 4. 5. 6 7 8, 9 10. n 12 13
Varma et al. (2021) X X X X
Himelein-Wachowiak et al. (2021) X X X
Ansar and Goswami (2021) X X X
Gabarron et al. (2021) X X
Alamoodi et al. (2021) X X X X X X
Garett and Young (2021) X X
Joseph et al. (2022) X X X X
Chowdhury et al. (2021) X X X X
bin Naeem and Kamel Boulos X X X X
(2021
Liu and Xiao (2021)
Tsao et al. (2021) X X X
Alvarez-Galvez et al. (2021) X X X X X
Salehinejad et al. (2021) X X X X

misinformation?

Each row corresponds to a review paper (the references are shown in the first column on the left of the table) and each column corresponds to a different research variable. Research variables: 1. Which
diseases are the subject of misinformation? 2. What are the sources of misinformation? 3. What kind of content is subject to misinformation? 4. What are the patterns of misinformation dissemination?
5. What are the channels of misinformation dissemination? 6. What factors are correlated with misinformation? 7. What solutions can help to detect misinformation? 8. What solutions can help to
combat misinformation? 9. What are the main computer-aided methods able to deal with misinformation? 10. What are other quantitative and qualitative methods of dealing with misinformation
described in the literature? 11. How can health literacy be developed? 12. What geographical area/years of publication are covered by existing research papers? 13. What are the impacts of

year can easily be extracted and visualized with a bar chart
(available in Microsoft Excel for descriptive statistics).

Research areas. Web of Science automatically provides the
research area of each paper as part of the abstract dataset, in the
column entitled “WoS categories.” Scopus does not include
information on the research area in the exportable abstract
dataset. The list of research areas is, however, available on the
search result webpage of Scopus as part of the filter tool entitled
“Subject Area.” This search filter makes it possible to organize
and extract the abstract from the dataset in different subsets
corresponding to different research areas.

The next step was to refine the research area classifications
proposed by Web of Science and Scopus. The list of research areas
is indeed rich, but it is not uniform in Scopus and Web of Science,
and an important number of the studies are associated with more
than one research area. We thus simplified the list of research areas
by merging neighboring disciplines and synonymous terms. We
obtained a single simplified list of 12 research areas.

We used the following scoring system to calculate the portion
of studies that refers to each research area. We assigned 12 points
to a research area when a study referred to it as its sole research
area; 6 points when a study referred to it plus a second research
area; 4 points when a study referred to it plus two other research
areas; and 3 points when a study referred to it plus three other
research areas.

We summed the points assigned to each research area. We
then converted the total scores, corresponding to each research
area, to a percentage. To illustrate the distribution of studies
across research areas, we created a bar chart with Excel.

Type of hazard and related topics. We manually screened the
abstracts and articles to identify which hazard each study refers
to. We identified six types of hazards (multiple hazards, disease
outbreaks, COVID-19, floods, earthquakes, and hurricanes) and
we counted the number of articles referring to each type of
hazard. We finally calculated the percentage of studies referring to
each type of hazard.

To further develop the analysis, we tried to explore other topics
covered in each study and their relation to the type of hazard that
we had previously identified. We followed different steps to
explore these topics. First, we extracted the author keywords and

6

Table 3 After extracting the author keywords and the index
keywords listed in each article of our corpus, we merged the
synonyms presented in this table.

Keyword Replaced by

machine-learning

coronavirus disease 2019

Lstm

Coronaviruses

fake detection

social media platforms

social networks

social networking

social networking (online)
natural language processing sy
natural language processing systems
machine learning models
machine learning processing

machine learning

covid-19

long short-term memory
coronavirus

fake news detection

social media

social network

social network

social network

natural language processing
natural language processing
machine learning

machine learning

Nlp natural language processing
Pandemics pandemic
Humans human

Except for the first line, each line in the table specifies a label (in the "keyword” column) and an
alternative label (in the “replaced by” column), meaning that the label was replaced by the
alternative label.

the index keywords associated with each article (which were
provided by Scopus and Web of Science in two dedicated
columns of the abstract dataset). We merged the synonyms
presented in Table 3.

In the next step, we produced a network representation with
VOSviewer (Centre for Science and Technology Studies, 2022)
based on the list of keywords and their co-occurrence in each
paper. In the resulting network, each node corresponds to a
keyword. The size of the node depends on how many papers refer
to the keyword: the bigger a node, the greater the number of
papers that cite it. A link between two nodes (i.e., between two
keywords) appears if two keywords co-occur in the same paper. A
color code is used to identify different node clusters. The only
nodes and clusters that appear in the network representation are
nodes with at least 5 co-occurrences and clusters with at least 5
nodes.
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Fig. 3 Growth in research on "Al tools to deal with misinformation on social media during hazards and disasters". The number of publications per year
began to increase in 2020, with 32 articles and experienced a significant peak in 2021 with 148 publications.

The objective of the study. Manual screening made it possible to
identify 5 general research objectives and 21 research sub-
objectives. Given that several studies in our sample refer to
more than one general objective or sub-objective, we used the
following scoring system to calculate the portion of articles that
covers each general objective or sub-objective. We assigned
1 point to a general objective/sub-objective referred to in a study
as its sole general objective/sub-objective. We assigned 0.5 points
to a general objective/sub-objective referred to it in a study as a
general objective/sub-objective plus a second general objective/
sub-objective. We summed up the points assigned to each general
objective and sub-objective. We then converted the total scores
assigned to each general objective and sub-objective to a percen-
tage. We created a Sankey plot, a flow diagram, with Sankey-
MATIC (Bogart, 2022) to illustrate the distribution of studies
across the 5 general objectives and the 21 sub-objectives.

The geographical location of the sponsor. When an article refers to
the organization that funded the study, Scopus and Web of Science
provides this information in a dedicated column of the abstract
dataset. Of the 266 papers that constitute our corpus, 90 refer to a
funding organization. We labeled each of the 90 papers manually
with the location of the funding organization. The location corre-
sponds to a country or a region (in the case of studies funded by the
European Union). We identified 33 different countries. We counted
the number of studies associated with each sponsor’s location and
identified 7 ranges of values: (i) 25 papers; (ii)at least 14-16 papers;
(iii) at least 12-13 papers; (iv) 11 papers; (v) 6 papers; (vi) at least
3-4 papers; and (vii) at least 1-2 papers. We defined a color code,
with 7 different colors corresponding to the different ranges of
values, so that we could use a map to illustrate which countries are
associated with which value ranges.

We then wanted to verify if the research efforts vary in each
country because of varying degrees of COVID-19 impact. Hence,
we compared the number of publications per country with the
local number of deaths due to COVID-19 (number of deaths per
1 million population reported by Worldometer (2023)).

Results and discussion

This study consists of a meta-analysis of 266 eligible studies on
the topic of Al tools to deal with misinformation on social media
during hazards and disasters. As described in the previous

section, for each eligible paper we analyzed its objective, the
sponsor’s location, the year of publication, the research area, the
type of hazard, and its related topics according to different
methods. In this section, we present the results obtained for each
of our five research variables.

Year of publication. Figure 3 illustrates how many studies in our
sample have been published each year since 2010. We can observe
that the number of publications per year starts to increase in 2020
with 32 articles, and an important peak follows in 2021 with 148
publications. Given that the papers were collected up until 1 July
2022, we cannot observe the results for the full current year. One
study is dated 2023 because it was published before the journal
revision process was finalized. These results confirm that since
2020 there has been a fast and significant development in the
number of studies dedicated to AI tools to deal with mis-
information on social media during hazards and disasters. We
can infer that this trend is due to the COVID-19 pandemic.
Indeed, this research topic is strongly connected to the infor-
mation disorders that occurred during the pandemic.

Research area. Figure 4 shows the per research area distribution of
the studies included in our sample. The chart highlights that the
largest portion of papers (50.3%) concerns studies in the field of
“Computer Science”; “Engineering” (12.8%) and “Medicine”
(12.4%) appear as the second and third most relevant research areas
in our corpus. We can also observe that “Social Sciences” (5.8%),
“Humanities and Communication” (3.5%), “Business, Management
and Decision Sciences” (3%), and “Psychology and Neuroscience”
(1%) seem underrepresented, given that these last four research
areas are strongly connected to human reasoning. This result could
be explained by the use of different terminology in different sci-
entific fields: it is possible that the research areas that are under-
represented rarely use terms such as “detect,” “monitor,” “prevent,”
“screen,” “Al,” “artificial intelligence,” namely the search keyterms
that we used to select our corpus of studies.

» «

Type of hazard and related topics. Figure 5 illustrates the per
hazard type distribution of the studies included in our sample.
The chart clearly shows that a striking majority of studies concern
COVID-19. This result seems to confirm our hypothesis that the
context of the pandemic strongly contributed to the rapid
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Fig. 4 Chart showing the distribution of research areas in the corpus of studies. It is clear from the chart that the largest share of papers (50,3%)

pertains to studies in the field of “Computer Science".
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Fig. 5 Distribution of hazard types in the corpus of studies. The corpus covers various types of hazards, and the figure displays the percentage of papers
pertaining to each hazard. Notably, the vast majority of studies focus on COVID-19 (92%).

increase in publications. On the other hand, studies that concern
other types of hazards (ie., floods, earthquakes, hurricanes,
multiple hazards, and disease outbreaks other than COVID-19)
seem underrepresented in our corpus.

Figure 6 shows a network representation with 71 nodes and
four clusters of nodes. The network links highlight if two
keywords (the nodes of the network) are cited in the same paper.
One of the biggest nodes corresponds to the keyword “COVID-
19”7, which means that many papers in the corpus refer to this
keyword. This finding confirms the result presented in Fig. 6 (i.e.,
the majority of the studies in our sample concern COVID-19).
This is also confirmed by 16 smaller nodes related to the topic of
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COVID-19, while other types of hazards are not covered by the
keywords that appear in the network. We can also observe that
another relevant node is “social media.” This result is because
“social media” is among those key terms that we used to select
our corpus; the vast majority of papers in our sample thus include
this key term.

We can observe four clusters of nodes: each cluster brings
together the keywords that frequently co-occur. Most of the
keywords included in the red cluster (with 21 nodes) and the blue
cluster (with 15 nodes) refer to the research scope. For instance,
the blue cluster includes keywords such as “coronavirus,”
“infodemic,” “public health,” and “information dissemination,”
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language of “Computer Science”.

and the red cluster includes keywords such as “rumor detection,”
“vaccine hesitancy,” and “Twitter.” Both clusters include key-
words referring to COVID-19 (6 keywords in the red cluster and
8 keywords in the blue cluster), while other hazards do not appear
among the keywords. The red cluster includes four keywords that
refer to Al methods (“machine learning,” “supervised learning,”
“topic modeling,” and “sentiment analysis”), but the number of
keywords of this type is small in comparison to those in yellow
cluster and the green cluster.

Indeed, the yellow cluster (with 15 nodes) and the green cluster
(with 20 nodes) include a majority of keywords referring to
methods of analysis and more specifically to AI techniques. These
keywords (25) come from the jargon of “Computer Science.” This
result is consistent with the data in Fig. 4 which highlight that
“Computer Science” is the most prolific research area on the topic
of Al tools to deal with misinformation on social media during
hazards and disasters.

We can also observe that the yellow cluster does not include
any keyword referring to hazards, while the green cluster includes
only two words related to COVID-19.

The cluster structure highlights that part of our sample studies,
through the keywords selected by the authors and the editors, is
identified as a contribution to the research on COVID-19
information. Another part of the study is identified for its
contribution to the development of new or improved AI methods.

The objective of the study. Figure 7 is a Sankey plot that illus-
trates, on the left, the research general objectives and, on the
right, the corresponding sub-objectives, which are covered by the
studies included in our corpus. We can see that a huge variety of
general objectives are covered: from the detection of mis-
information, impact assessment, and content analysis to the
identification of the causes of misinformation and combating
misinformation. The sub-objectives are also very diverse: from
multilingual detection or bot-debunking to dissemination pattern
monitoring or the analysis of the heuristic process, etc.

The plot highlights that most studies in the corpus refer to
“detecting misinformation” (68%) as a general objective and to
“classification” solutions (52%) as a sub-objective. These studies
provide solutions to identify unreliable information but do not
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Fig. 7 Sankey plot displaying the distribution of studies across general and sub-objectives. The plot was created using sankeymatic.com (Bogart, 2022):
it provides a summary of the diverse range of general objectives and sub-objectives covered in our corpus. Additionally, it highlights that the majority of
studies focus on “detecting misinformation” (68%) and “classification” solutions (52%) as their general objectives.

directly deal with the question of “combating misinformation,” a
general objective that only 6% of the studies have.

Location of the sponsoring organization. According to Fig. 8,
few countries are major funders of research on the topic of Al tools
to deal with misinformation on social media during hazards and
disasters. The United States is the most frequent funder (with 25
papers), followed by China, Spain, and Italy (with between 14 and
16 papers) in second position. The countries that have between 11
and 13 papers are all located in the European Union and can
therefore access the programs funded by the European Commis-
sion. The number of sponsored papers per country is also presented
in Fig. 9 and compared with the number of deaths due to COVID-
19 per million population in each country (Worldometer, 2023). As
we can see in Fig. 9, three countries (United States, Italy, and Spain)
with the highest number of publications (between 14 and 25) are
among the countries with the highest number of deaths due to
COVID-19 per million population (between 2500 and 3500),
leaving aside China which undercounts COVID-19 deaths
according to the World Health Organization (Wang and Qj, 2023).
Nevertheless, we can also notice that other countries with a very
high number of deaths due to COVID-19 per million population
(such as Brazil, Mexico, and Slovakia) have a very limited number
of publications (between 1 and 4).

Conclusions and perspectives
This study aims to provide new insight into the research gaps that
need to be filled on the topic of AI tools to deal with
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misinformation on social media during hazards and disasters.
Such a meta-analysis will contribute to developing a commu-
nication model based on social media moderation and recom-
mendation algorithms that are aligned with human rights and
journalism ethics.

The results confirm that after the COVID-19 pandemic, there
was a marked acceleration in the number of scientific publications
per year on the topic of Al tools to deal with misinformation on
social media related to hazards and disasters. This trend mainly
concerns papers on COVID-19, while other risks are covered by a
minor share of publications. We suggest that results developed in
the framework of research on the COVID-19 pandemic could be
exploited to enhance research advances on other risks. On the
other hand, caution should be taken when interpreting the results.
The trends we describe below characterize the studies on COVID-
19 that are dominant in the sample we examined, and they cannot
be generalized to the studies on other risks, as these are under-
represented in the sample.

The results suggest that research in the fields of social science,
decision science, psychology, humanities, and communication is
underrepresented if we consider that the topic, “Al tools to deal
with misinformation on social media during hazards and dis-
asters,” is strongly connected to human reasoning. This result
may be because social scientists rarely refer to detection, mon-
itoring, prevention, screening, or artificial intelligence. This trend
may be indicative of the limited involvement of social scientists in
the design of AI detection tools.

There is a gap to be filled by supporting these research areas
that are essential to enhancing the protection of human rights and
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countries are major funders of research on “Al tools to deal with misinformation on social media during hazards and disasters.".

journalism ethics. For instance, these research areas contribute to
reflections on the regulatory, digital, or educational solutions that
support digital inclusion and critical thinking.

The results also highlighted that most of the studies are dealing
with the issue of detecting misinformation. This remark opens up
new research questions: is the decision to filter the news left to the
discretion of individual users? Are the individual user’s con-
sidered active actors in the attempt to combat misinformation?
Do researchers and practitioners have the same vision? A
reflection on the optimum balance between algorithm recom-
mendations and user choices seems to be missing.

Finally, the results section shows that there are a few
countries, the main one being the United States, that fund
research on the topic of “Al tools to deal with misinformation
on social media during hazards and disasters.” We can suppose
that the high impact of COVID-19 contributed to increasing
the research efforts on the topic. Nevertheless, this was not the
only factor that determined the number of publications per
country, as not all the countries that have been strongly

affected by COVID-19 also have
publications.

In the future, it would be interesting to compare these results
with other data on digitalization trends at the national level—for
instance, in the industry or education sectors—to verify if this
trend is correlated with the leadership of a few countries in the
field of digitalization.

The major research question of our work was about the kind of
gatekeepers (i.e., news moderators) we wish social media algo-
rithms and users to be when we are dealing with misinformation
on hazards and disasters. In our view, gatekeeping should be
based on communication standards that are aligned with inter-
national human rights and journalism ethics. These general
principles need to be translated into operational guidelines that
are tailored to the context of social media and its rapid evolution.
Here, future research can play a key role by providing the
knowledge required to develop and implement these operational
guidelines. However, several research gaps must be filled on this
topic, as we highlight in our study.

a high number of
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Fig. 9 The line chart displays the number of papers sponsored in each country, compared to the number of COVID-19 deaths per million population in
each country. The x-axis lists the countries and the y-axis at the top indicates the number of publications, while the y-axis at the bottom indicates the
number of Covid-19 deaths per million population. Three countries (United States, Italy, and Spain) with the highest number of publications (between 14
and 25) are among the countries with the highest number of deaths due to COVID-19 per million population (between 2500 and 3500), leaving aside
China which undercounts COVID-19 deaths according to the World Health Organization (Wang and Qi, 2023). Nevertheless, we can also notice that other
countries with a very high number of deaths due to COVID-19 per million population (such as Brazil, Mexico, and Slovakia) have a very limited number of

publications (between 1 and 4).

Given these considerations, it seems to us essential that
policies and programs encourage research on the topic of Al
tools to deal with misinformation on social media: 1) about
risks other than COVID-19 2) in the fields of social science,
decision science, psychology, and humanities 3) with particular
attention to the complementary role played by algorithms and
users in gatekeeping, 4) as well as to the less digitally compe-
titive countries. This policy framework would be essential to
develop a communication model based on social media mod-
eration and recommendation practices that are aligned to
human rights and journalism ethics.

Data availability

The data that support the findings of this study are available from
Scopus and Web of Science but restrictions apply to the avail-
ability of these data, which were used under license for the
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current study, and so are not publicly available. Data are however
available from the authors upon reasonable request and with
permission of Scopus and Web of Science.
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