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PREFACE 

I f  w e  adhere  t o  E i n s t e i n ' s  d ic tum t h a t  " imagina t ion  i s  

more impor t an t  t h a n  knowledge,"  t hen  i n  t h e  cou r se  of r e s e a r c h ,  

methods f o r  enhancing o u r  imag ina t i on  may be more impor t an t  

t h a n  methods t h a t  on ly  g e n e r a t e  o r  " encapsu l a t e  " knowledge. 

With t h e  adven t  of computers  p o s s e s s i n g  s t r o n g  g r a p h i c  

c a p a b i l i t i e s ,  methods f o r  enhancing o r  s imply  u s i n g  t h e  n a t u r a l  

human g i f t  of  imag ina t i on  have become popula r  ( f o r  example i n  

computer-aided d e s i g n ) .  

Th i s  working pape r  i s  a  c o n c i s e  d e s c r i p t i o n  of work done 

by D r .  Kozo Sugiyama and h i s  c o l l a b o r a t o r s  a t  t h e  I n t e r n a t i o n a l  

I n s t i t u t e  of  Advanced S t d u i e s  o f  Systems In fo rma t ion  Sc i ences  

of t h e  F u j i t s u  Corpo ra t i on  i n  Japan  and work performed d u r i n g  

D r .  Sugiyama's  s t a y  a t  IIASA. I t  i s  concerned w i t h  t h e  impor t an t  

problem of s t r u c t u r a l  a n a l y s i s  of complex sys tems.  The method 

l a b e l e d  v i sua l -Q-Analys i s  h e l p s  t o  r e v e a l  some f e a t u r e s  o f  

s t r u c t u r e  by " h i e r a r c h i z i n g "  i t a n d  t he r eby  p r e p a r i n g  it f o r  

v i s u a l  exposure  and a n a l y s i s .  



This method has  been app l i ed  t o  t h e  a n a l y s i s  of  impor tan t  

innova t ions  of t h e  f u t u r e  ( e  . g . ,  t h e  f i f t h  gene ra t ion  of  

computers) a s  documented i n  o t h e r  working papers  by t h e  au tho r .  

The a t t empt  t o  apply  t h e s e  methods t o  an 1/0 a n a l y s i s  of  

an economy shows t h a t  Visual-Q-Analysis i s  a  promising method 

f o r  innovat ion management r e sea rch .  

Tibor  Vasko 

Task Leader 

Innovat ion Management Task 



FOREWORD 

SKETCH sys tem i s  a  handy-typed machine drawing system of  a  

f i n i t e  l a b e l e d  d i r e c t e d  g r a p h .  A p r o t o - t y p e  of  SKETCH sys tem 

( a l g o r i t h m s  and programs) was developed and a p p l i e d  t o  v a r i o u s  

* problems by t h e  p r e s e n t  a u t h o r  and h i s  c o l l e a g u e s  a t  t h e  I n t e r n a t i o n a l  

I n s t i t u t e  f o r  Advanced Study of S o c i a l  I n f o r m a t i o n  S c i e n c e ,  F u j i t s u  

L imi ted ,  Japan.  I n  o r d e r  t o  u t i l i z e  f o r  t h e  I n n o v a t i o n  Management 

Task of IIASA, t h i s  sys tem h a s  been i n s t a l l e d  on FORTRAN-77/UNIX-7/ 

VAX780 by t h e  p r e s e n t  a u t h o r ,  where s p e c i f i c a t i o n s  f o r  i n p u t / o u t p u t  

have been modi f i ed  t o  f i t  t h e  new environment ,  t o  improve t h e  

e a s i n e s s  of  o p e r a t i o n s  and t o  advance t h e  e f f e c t i v e n e s s  o f  r e p r e s e n -  

t a t i o n s .  Moreover, s e v e r a l  a p p l i c a t i o n s  r a n g i n g  from s imple  ex-  

amples t o  p r a c t i c a l  problems have been c a r r i e d  o u t  by u s i n g  t h e  

new system. 

T h i s  paper  i s  b r i e f  b u t  o v e r a l l  i n t r o d u c t i o n  t o  SKETCH sys tem.  

Our v i e w p o i n t ,  a l g o r i t h m s ,  d e s i g n ( s p e c i f i c a t i o n )  and a p p l i c a t i o n s  

a r e  shown t o  demons t ra te  t h e  u s e f u l n e s s  of SKETCH sys tem f o r  

s c i e n t i s t s  and e n g i n e e r s .  

* )  D r .  Mi t suh iko  Toda 

D r .  S h o j i r o  Tagawa ( c u r r e n t l y  A s s i s t a n t  P r o f .  

of  Chiba Univ.)  
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1. Introduction 

In social sciences, natural sciences and engineering, we can 

find the widespread use of structural concepts and diagramatical 

representations of them,i.e., scientists and engineers frequently 

utilize block diagrams, flowcharts etc. to express ideas, views, 

procedures, model structures, relationships among system elements, 

results of analyses etc. in every phase of research activities such 

as analysis, synthesis, building mental models, discussion, presen- 

tation and documentation. These facts show that the diagrammatical 

representations are widely recognized as a convenient medium to 

communicate structural information among researchers and audiences. 

This is because 

(i) the sense of sight is quick in searching and understanding, 

and both analytical and synthetic, 

(ii) no special visual literacy is required to "read" diagrams. 

Consequently we can grasp the holistic image of structures readily 

at a glance, if, of course, they are drawn in a visually under- 

standable ("readable" or "legible") way. However, it is troublesome 

to draw a lot of diagrams effectively even when they are not 

complicated; moreover it is extremely difficult to draw confused 

diagrams manually. Therefore a handy-typed drawing system by 

machine is desirable. Such the system is of great assistance not 

only to representations but also an efficient analysis of complex 

problems where the readable maps can be utilized as a graphical 

language for interactive use of a computer. 

Although a variety of empirical structures is almost endless, 

we can employ directed graphs as the abstract notion of the 

structures, where vertices and edges of the graphs correspond to 



empirical entities and relationships among them, respectively. 

SKETCH system has been developed to draw, by machine, 

a finite, labeled and directed graph (or digraph) G which is ex- 

pressed by 

G = ( V, El fVt fE t  LVt LE) 

where V : vertex set 

E : edge set 

LV : set of possible interpretations (labels) of vertices 

LE : set of possible interpretations (labels) of edges 

fE : E ' LE. 

By SKETCH system we can obtain (two dimensional) diagrams of the 

graphs in a visually understandable form (we call them "readable 

maps" for simplicity) on a graphic display and/or a XY-plotter only 

by simple operations; Fig.1 shows an example where 

(i) we are not required to know the numbers of vertices and edges, 

and the numbers of characters and lines of the labels, 

(ii) we are also not required to give input data assigning arrange- 

ments of vertices and routings of edges to the system, 

(iii) we can easily specify shapes of vertices and kinds and 

orientations of edges (lines) by input parameters. 

Algorithms for SKETCH system were developed and implemented 

on FORTRAN-H/OS-IV/FACOM M190,  and many applications were carried 

out by the present author and his colleagues at the International 

Institute for Advanced Study of Social Information Science, Fujitsu 

Limited, Japan. These results have already been presented and 

published elsewhere; most of them are listed in Appendix. The 

present author has installed SKETCH system on FORTRAN-77/UNIX-7/ 



I P I :  IDENTIFICRTION OF 
RERDRBILITY ELEMENTS 
[OBJECTIVES1 1 

SPECIFICRTION OF 
BASIC RULES OF DRRWING 
[CONSTRRINTS) 

P3t  FORMULRTION RS R MULTI-STRGE, / MULT I-OBJECT IVE PROBLEM 1 

P4: THEORETICRL RND 
HEURISTIC RPPRORCHES 

F i g . 1  P r o c e d u r e s  t o  approach t h e  problem. 

( a )  i n p u t  f i l e  ( b )  o u t p u t  (drawing)  



VAX780, IIASA where input/output modules have been modified to fit 

to the new environment, and the easiness of operations and the 

* 1 effectiveness of representations have been considerablly improved. 

Further, several applications ranging from simple examples to 

practical problems have been carried out with the use of SKETCH 

system. 

This paper is intended to introduce all aspects of SKETCH 

system briefly. First, we represent how to approach the problem 

of generating a readable map, where discussions on readability in 

drawings of graphs and rules of drawing are important. Second, 

after some preparations, the heuristic algorithm used in SKETCH 

system is introduced by using examples although we developed both 

theoretical and heuristic algorithms. Third, the use of the 

system is explained by describing the specifications of input/ 

output. Finally, in showing several applications we demonstrate 

the usefulness of SKETCH system for various fields and purposes. 

In the sections in which descriptions are based mainly upon 

the previous work listed in Appendix, reference numbers are shown 

by [ ] following the headings of such sections. 

*)  In the implementation of SKETCH system on VAX11/780 we utilize 

the graphic subroutine package prepared by Bernhard Schweeger, Com- 

puter Services, IIASA. 



2. How t o  Approach t h e  Problem [12 ,13]  

W e  a n a l y s e ,  f o r m u l a t e ,  and s o l v e  t h e  problem o f  g e n e r a t i n g  a  

r e a d a b l e  map o f  a  d i g r a p h  by t h e  p r o c e d u r e s  i l l u s t r a t e d  i n  F ig .1 .  

2.1 I d e n t i f i c a t i o n  o f  r e a d a b i l i t y  e l ements  

To b e g i n ,  we s h o u l d  c o n s i d e r  " r e a d a b i l i t y "  i n  t h e  v i s u a l i z a t i o n  

( two-dimensional  drawing)  of  a  d i g r a p h ,  and i d e n t i f y  e lements  of  

t h e  r e a d a b i l i t y .  S t r i c t l y  s p e a k i n g ,  t h e  r e a d a b i l i t y  may depend 

upon problems s t u d i e d  and ,  more i n t r i n s i c a l l y ,  upon t h e  a u d i e n c e s  

o f  a  map. The purpose  o f  t h i s  a n a l y s i s ,  however, i s  t o  c o n s i d e r  

common a s p e c t s  of  t h e  r e a d a b i l i t y .  T h i s  i s  because  t h e  c o n s t i t u t i o n  

o f  a  d i g r a p h  i s  e x t r e m e l y  s i m p l i f i e d  and t h e r e f o r e  i t  seems t h a t  

t h e  ambigui ty  i n  i d e n t i f y i n g  t h e  r e a d a b i l i t y  e l ements  i s  s u f f i c i e n t l y  

low. W e  c o n s i d e r  t h a t  i n  g e n e r a l  i t  i s  d i f f i c u l t  t o  g r a s p  t h e  

s t r u c t u r e  of  a  d i g r a p h  r e a d i l y ,  

A )  u n l e s s  v e r t i c e s  a r e  l a i d  o u t  i n  some r e g u l a r  form ( e . g .  

c l u s t e r e d  l a y o u t ,  l a y o u t  on a  l a t t i c e ,  l a y o u t  on c i r c l e s ) ,  

and 

B )  u n l e s s  edges a r e  drawn i n  such a  form t h a t  p a t h s  can  be 

r e a d i l y  t r a c e d  by human e y e s .  

S i n c e  a  d i g r a p h  c o n t a i n s  a  h i e r a r c h i c a l  s t r u c t u r e  i n h e r e n t l y  

w i t h i n  i t s e l f ,  it seems t o  be  n o s t  n a t u r a l  and c o n v e n i e n t  t o  

l a y o u t  v e r t i c e s  i n  a  h i e r a r c h i c a l  form, where o f  c o u r s e  we shou ld  

r e s o l v e  c y c l e s  by some a p p r o p r i a t e  method such a s  c o n d e n s a t i o n ,  

f i n d i n g  feedback edge s e t s  e t c .  Consequent ly  t h e  former c o n d i t i o n  

A)  i s  r e p l a c e d  by t h e  f o l l o w i n g  r e a d a b i l i t y  e l ement .  



e l e m e n t  a  : " H i e r a r c h i c a l "  l a y o u t  o f  v e r t i c e s .  

Here it i s  i m p o r t a n t  t o  p o i n t  o u t  t h a t  t h e  f o r m e r  c o n d i t i o n  A )  

c a n  b e  f u r t h e r  a p p l i e d  t o  v e r t i c e s  o n  a  l e v e l  i n  t h e  h i e r a r c h i c a l  

l a y o u t , i . e .  v e r t i c e s  c a n  b e  c l u s t e r e d  o n  e a c h  l e v e l  i f  n e c e s s a r y .  

The l a t t e r  c o n d i t i o n  B )  i s  b roken  down i n t o  t h e  f o l l o w i n g  

f o u r  r e a d a b i l i t y  e l e m e n t s .  The g r e a t e s t  d i f f i c u l t y  i n  t r a c i n g  

p a t h s  i s  l i n e - c r o s s i n g s  a n d  t h e r e f o r e  w e  have  

e l e m e n t  b  : " L e s s - c r o s s i n g s "  o f  l i n e s ( e d g e s )  . 
S i n c e  it i s  e a s y  t o  t r a c e  s t r a i g h t  l i n e s ,  w e  have  

e l e m e n t  c : " S t r a i g h t n e s s "  o f  l i n e s .  

T h i s  e l e m e n t  i s  f u r t h e r  b r o k e n  down i n t o  " s t r a i g h t n e s s "  o f  one-  

s p a n  e d g e s ( e 1 e m e n t  c , )  and  " s t r a i g h t n e s s "  o f  l o n g  span  e d g e s  

( e l e m e n t  c 2 ) .  I n  t r a c i n g  p a t h s ,  it i s  d e s i r a b l e  t h a t  p a t h s  a r e  

s h o r t .  So ,  w e  have  

e l e m e n t  d  : " C l o s e "  l a y o u t  o f  v e r t i c e s  c o n n e c t e d  t o  e a c h  

o t h e r .  

F i n a l l y  it i s  a l s o  d e s i r a b l e  t h a t  t h e  s t r u c t u r a l  i n f o r m a t i o n  on  

b r a n c h i n g  and j o i n i n g  o f  p a t h s  i s  drawn c l e a r l y .  T h i s  i s  e x p r e s s e d  

e l e m e n t  e : "Ba lanced"  l a y o u t  o f  l i n e s  coming i n t o  o r  g o i n g  

f rom a  v e r t e x .  

T h i s  e l e m e n t  c a n  be  e x p l a i n e d  by t h e  f o l l o w i n g  example ,  where  

d r a w i n g s  a r e  more d e s i r a b l e  i n  t h e  o r d e r  o f  ( a ) < ( b ) < ( c ) .  



The above five readability elements are different in impor- 

tance. In this paper elements 2 and b_ are considered to be more 

important than the other elements. Koreover the elements are not 

independent;i.e. some elements are cooperative and some are 

competing, which are shown by several examples. 

(i) The dependence between element b and element & is suggested by 

the following example: 

(a) (b 

where the drawing (b) is obtained from the drawing (a) by 

reducing the number of crossings. As the result we can see 

that the vertices connected to each other are laid out close- 

ly. 

(ii) The trade-off relation between element b and element c is 

known from the following example: 

(a) (b) 

where it is found that we can not attain both no-crossings 

(the drawing (b) ) and the straightness of lines (the drawing 

(a) ) simultaneously. 

(iii) The following example shows the complicated competition 

among element a, element b and element c: 



( a )  ( b )  ( c )  

where e l e m e n t s  _a_ and c a r e  a t t a i n e d  i n  t h e  d rawing  ( a ) ,  e le-  

ments  2 and b i n  t h e  d rawing  ( b )  , and e l e m e n t s  b and c- i n  t h e  

d rawing  ( c )  . 

2 . 2  S p e c i f i c a t i o n  o f  b a s i c  r u l e s  o f  d rawing  

B a s i c  r u l e s  t o  draw a  h i e r a r c h y  a r e  s p e c i f i e d .  I n  o r d e r  t o  

draw a  h i e r a r c h y ,  w e  s h o u l d  d e t e r m i n e  a  l a y o u t  o f  v e r t i c e s  and  how 

t o  draw e d g e s .  W e  s p e c i f y  t h e  b a s i c  r u l e s  r e g a r d i n g  t h e s e  two 

a s p e c t s  a s  f o l l o w s .  

Rule  a )  Vert ices a r e  p l a c e d  on  h o r i z o n t a l  l i n e s  i n  e a c h  

l e v e l  o f  t h e  h i e r a r c h y  w i t h o u t  o v e r l a p p i n g .  

Ru le  B )  Each e d g e  i s  drawn w i t h  a  s t r a i g h t  l i n e .  

The p r o b l e h  i s  s i m p l i f i e d  by t h e  s p e c i f i c a t i o n  o f  t h e  b a s i c  r u l e s  

f o r  d rawing .  W e  have  o n l y  t o  d e t e r m i n e  h o r i z o n t a l  p o s i t i o n s  o f  

v e r t i c e s  which a t t a i n  r e a d a b i l i t y .  I t  s h o u l d  b e  n o t e d  t h a t  Ru le  

a )  and  Rule  B )  c o r r e s p o n d  t o  e l e m e n t  - a  and  e l e m e n t  c , r e s p e c t i v e -  
-1 

2 . 3  F o r m u l a t i o n  o f  t h e  problem t o  g e n e r a t e  r e a d a b l e  maps 

The problem t o  g e n e r a t e  r e a d a b l e  maps i s  f o r m u l a t e d  a s  a  

m u l t i s t a g e  m u l t i o b j e c t i v e  problem.  P r o c e d u r e s  i n  t h e  whole a l g o -  



r i t h m  developed a r e  shown i n  F i g .  2. The a l g o r i t h m  i s  c o n s t i t u t e d  

from s i x  s t e p s  a s  f o l l o w s .  

S t e p  I ( s t e p  f o r  r e s o l v i n g  c y c l e s )  : I f  a  g i v e n  d i g r a p h  ( o r  a  

g i v e n  s e t  o f  d i r e c t e d  p a i r w i s e  r e l a t i o n s  among e l e m e n t s  

of  a  sys tem)  i s  c y c l i c ,  t h e n  t h e  d i g r a p h  i s  t r ans fo rmed  

i n t o  a  a c y c l i c  d i g r a p h  a s  a  f o r m a l i z a t i o n .  How t o  

r e s o l v e  c y c l e s  depends upon t h e  r e s e a r c h e r ' s  view and 

t h e  problem s t u d i e d .  

S t e p  I1 ( s t e p  f o r  t h e  h i e r a r c h i z a t i o n )  : We g e t  a  h i e r a r c h y  

by a s s i g n i n g  a  l e v e l  o f  each v e r t e x  i n  t h e  oba ined  

a c y c l i c  d i g r a p h ,  where e l e m e n t s  i s  a t t a i n e d .  

S t e p  I11 ( s t e p  f o r  g e t t i n g  a  " p r o p e r "  h i e r a r c h y )  : I f  t h e  

h i e r a r c h y  h a s  l o n g  span  e d g e s ,  it i s  c o n v e r t e d  i n t o  a  

p r o p e r  h i e r a r c h y  by add ing  dummy v e r t i c e s  and e d g e s .  

S t e p  I V  ( s t e p  f o r  r e d u c i n g  t h e  number o f  c r o s s i n g s )  : The 

number o f  c r o s s i n g s  depends o n l y  upon o r d e r s  o f  v e r t i c e s  

i n  each l e v e l .  I n  o r d e r  t o  a t t a i n  e lement  b  t h e  number 

o f  c r o s s i n g s  o f  edges  i n  t h e  p r o p e r  h i e r a r c h y  i s  reduced 

by permut ing  o r d e r s  o f  v e r t i c e s  i n  each  l e v e l .  

S t e p  V ( s t e p  f o r  d e t e r m i n i n g  p o s i t i o n s  o f  v e r t i c e s )  : Hori-  

z o n t a l  p o s i t i o n s  o f  v e r t i c e s  a r e  de te rmined  by c o n s i d e r -  

i n g  t h r e e  e l e m e n t s  c2, d and s ,  where t h e  o r d e r  of  t h e  

v e r t i c e s  de te rmined  i n  S t e p  I V  is  g i v e n  a s  c o n s t r a i n t s  

t o  p r e s e r v e  t h e  reduced number o f  c r o s s i n g s .  Each 

v e r t e x  i s  t r e a t e d  a s  a  s q u a r e  t o  draw t h e  l a b e l  o f  t h e  

v e r t e x .  

S t e p  V I  ( s t e p  f o r  drawing)  : A ( two-dimensional )  p i c t u r e  o f  

t h e  h i e r a r c h y  i s  drawn by machines ,  where t h e  d u m y  
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v e r t i c e s  and e d g e s  a r e  d e l e t e d ,  t h e  c o r r e s p o n d i n g  l o n g  

s p a n  e d g e s  a r e  r e g e n e r a t e d ,  and t h e  f e e d b a c k  e d g e s  

d e t e r m i n e d  i n  S t e p  I are e x p r e s s e d  by t h e  a r row w i t h  t h e  

o p p o s i t e  d i r e c t i o n .  

I n  t h e  a b o v e , S t e p s  I V  and V a r e  main s t e p s  f o r  t h e  whole a l g o r i t h m .  

2.4 T h e o r e t i c a l  and h e u r i s t i c  a p p r o a c h  

Both t h e o r e t i c a l  and  h e u r i s t i c  a p p r o a c h e s  i n  d e v e l o p i n g  a l g o -  

r i t h m s  a r e  c a r r i e d  o u t ,  s i n c e  t h e  t h e o r e t i c a l  methods are  u s e f u l  

i n  r e c o g n i z i n g  t h e  n a t u r e  o f  t h e  problem,  and  t h e  h e u r i s t i c  methods 

make it p o s s i b l e  t o  e n l a r g e  t h e  s i z e  o f  h i e r a r c h i e s  w i t h  which  w e  

c a n  d e a l .  W e  d e v e l o p e d  t h e  a l g o r i t h m s  f o r  S t e p  I V  and  S t e p  V as 

f o l l o w s  : 

S t e p  I V  S t e p  V 

t h e o r e t i c a l  : P e n a l t y  M i n i m i z a t i o n  B a r y c e n t r i c  (BC)  

(PM) m e t h o d [ 1 2 , 1 9 , 2 2 ]  method 

h e u r i s t i c  Q u a d r a t i c  Programming P r i o r i t y  (PR 

(QP) method [ 6 , 1 2 , 1 3 ]  method 

S i n c e  t h e  c r o s s i n g  p rob lem i s  c o m b i n a t o r i a l  i n  n a t u r e ,  t h e  minimum 

s o l u t i o n s  r e q u i r e  e x t e n s i v e  u s e  o f  comput ing  t i m e .  T h e r e f o r e  w e  

have  d e v e l o p e d  a  h e u r i s t i c  a l g o r i t h m  c a l l e d  BC method. I t s  use -  

f u l n e s s  i s  j u s t i f i e d  by t e s t i n g  t h e  pe r fo rmance  of  t h e  a l g o r i t h m .  

The problem t o  d e t e r m i n e  t h e  h o r i z o n t a l  p o s i t i o n s  o f  t h e  v e r t i c e s  

which a t t a i n  e l e m e n t s  c2, d and - e i s  f o r m u l a t e d  a s  a  q u a d r a t i c  

programming. The h e u r i s t i c  l a y o u t  a l g o r i t h m  i s  c a l l e d  PR method 

where t h e  computing c o s t  i s  s i g n i f i c a n t l y  less  t h a n  t h e  QP method. 

BC and  PR methods are employed i n  SKETCH sys t em and s o  w e  i n t r o d u c e  

o n l y  t h e s e  h e u r i s t i c  methods  i n  t h i s  p a p e r .  



3. Basic Definitions [I 21 

3.1 n-level hierarchy and map 

An n-level hierarchy (1112) - is defined as a directed graph 

(VIE), where V is called a set of vertices and E a set of edges, 

which satisfies the following conditions. 

1) V is partitioned into n subsets, that is 

where Vi is called the ith level and n the length of the hierarchy. 

2) Every edge e=(vi,v )EE, where v.~V.and V.EV satisfies i<j, 
j 1 1  I 1' 

and each edge in E is unique. 

The n-level hierarchy is denoted by G=(V,E,n). 

An n-level hierarchy is called "proper" when it satisfies 

further the following conditions. 

3) E is partitioned into n-1 subsets, that is 

where Eic V = X V ~ + ~  , i=l , . . . ,n-1 . 
4) An order oi of Vi is given for each i, where the term "order" 

means a sequence of all vertices of V Oi=v1v2.. .v 1 Vi 1 ( I vi 1 denotes 

the number of vertices of Vi). The n-level hierarchy is denoted 

by G=(v,E,~,~) , where o= (Dl , .. . ,On). 
The drawing of a hierarchy is called a map. In a map all the 

vertices belonging to the ith level Vi are arranged on the ith line 

of the n horizontal real lines which are numbered from the top to 

the bottom(Ru1e a)). The coordinate x(v.) of vertex vi on a real 
1 

line is called a horizontal position. Every edge is drawn with a 

straight line (Rule 8)). 



By specifying the rules of drawing, the problem is significant- 

ly simplified since the number of crossings of a proper hierarchy is 

determined by orders a of vertices in each level and vertical co- 

ordinates of vertices are fixed according to the level where each 

vertex is included. In the subsequent sections, discussions are 

restricted to proper hierarchies. Accordingly, a proper hierarchy 

is called a hierarchy for simplicity. 

3.2 Matrix realization of n-level hierarchies 

For an n-level hierarchy G=(V,E,n,a), the matrix realization 

of G is defined as follows. 

i) 1 ) A matrix M( =M(oi,oi+, ) is a v i  1 x /vi+, 1 matrix whose rows and 

columns are ordered according to ai and ai+l, respectively. 

2) Let ai=v l...~k...~ and ai+l=wl...wl...w I . Then the v i  l Ivi+1 
(1) (vk.wl) element of M(i), denoted by mkl , is given by 

(1) = 4 1 if (vk,wl) E E~ 
mkl 

1 0  otherwise 

where M (i) is called an interconnection matrix. 

3) A matrix realization g of G is given by the formula 

g(ol,. . . ,an) = M . l (=g(~,~,n,o)) (3-2) 

An example of a hierarchy and its matrix realization is shown in 

Fig.3. 

3.3 The number of crossings of n-level hierarchies 

Formulas to calculate the number of crossings on the map of 

n-level hierarchies have been given by Warfield(l977). In the 



Fig.3 (a) Four-level hierarchy 
(b) Its matrix realization. 

i) ith interconnection matrix M( = M ( O ~ , O ~ + ~ )  of g, let o.=vl..v ..vk 
1 j 

. .v . Further, let the row vector of M (i) corresponding to a v i  I 
vertex V E V ~  be denoted by r(v), then the number of crossings k(r(v.), 

I 
r (V ) ) produced by the ordered pair of row vectors (r (v . ) ,r (vk) ) is k I 

given by the formula 

where q= 'V I i+l! . Consequently the formula 

gives the number of crossings of M ( ~ )  where p= V .  1 . Similar ex- 
1 

pressions can be obtained starting from ordered pairs of column 

vectors. From (3-4), the total number K(g) of crossings of g is 

given by 

+ ... + K(M (n-1) ~ ( g )  = K(M ) . 



3 . 4  B a r y c e n t e r s  

Here two e x p r e s s i o n s  of b a r y c e n t e r s  a r e  d e f i n e d .  F i r s t  t h e  

fo rmulas  

g i v e  row and column b a r y c e n t e r s  of a  b i n a r y  i n t e r c o n n e c t i o n  m a t r i x  

M ( 1 1  = (m ( i j  
k l  r e s p e c t i v e l y ,  which w i l l  be  used i n  BC method. Second 

u L upper  and lower b a r y c e n t e r s  B ik ,  Bik of upper  and lower v e r t i c e s  
- 

i 
connected  t o  t h e  k t h  v e r t e x  vk i n  t h e  i t h  l e v e l  a r e  d e f i n e d  by 

J 

L - i + l  ( i) L 
Bik - 1 x ( v 1  I m k l  /C ik t  k  = l t - - - t ~ v i ~  

where p= Ivi - I and q= l ~ ~ + ~  1 , and x  ( v )  i s  t h e  h o r i z o n t a l  p o s i t i o n  of 

a  v e r t e x  v .  These b a r y c e n t e r s  w i l l  be used i n  t h e  PR method. 

3 . 5  C o n n e c t i v i t y  

i i i I n  an n - l e v e l  h i e r a r c h y  G= (V,E,n,  0) i f  O . = v l . .  . v k .  . . V  
1 

i 
Ivj I f  

i = l  , . . . , n .  t h e n  t h e  upper c o n n e c t i v i t y  cYk of  v e r t e x  v  and t h e  
k  

i 
lower  c o n n e c t i v i t y  cYk o f  v e r t e x  v  a r e  d e f i n e d  by t h e  fomulas k  





4.  B r i e f  D e s c r i p t i o n  o f ' ~ 1 ~ o r i t h m s  [ 8 , 1 1 , 1 2 , 2 3 , 1 8 , 2 4 , 2 7 ]  

4 .1  R e s o l u t i o n  o f  c y c l e s  ( S t e p  I )  

A way o f  r e s o l v i n g  c y c l e s  s h o u l d  b e  c h o s e n  by t h e  u s e r  o f  

SKETCH s y s t e m  a c c o r d i n g  t o  h i s  problem and h i s  p u r p o s e .  W e  c a n  

i n d i c a t e  t h e  f o l l o w i n g  v a r i a t i o n s  a s  t h e  way o f  r e s o l v i n g  c y c e l s .  

( 1  ) C o n d e n s a t i o n  

Each se t  o f  s t r o n g l y  c o n n e c t e d  v e r t i c e s  i s  r e p l a c e d  by a  

r e p r e s e n t a t i v e  v e r t e x  and e d g e s  among t h e  v e r t i c e s  a r e  removed. 

T h i s  way c a n  b e  s e e n  i n  I S M ( i n t e r p r e t i v e  s t r u c t u r a l  mode l ing )  

e tc .  and i s  e f f e c i v e  when a  m a t h e m a t i c a l  e q u i v a l e n c e  among v e r t i c e s  

c o r r e s p o n d  t o  a n  e q u i v a l e n c e  i n  e m p i r i c a l  meanings o f  t h e  v e r t i c e s .  

The a l g o r i t h m  f o r  c o n d e n s a t i o n  i s  found i n  Warf i e l d  ( 1974)  . 
( 2 )  Formal ( o r  p seudo)  r e s o l u t i o n  

I n  o r d e r  t o  r e s o l v e  c y c l e s ,  t h e  d i r e c t i o n s  o f  a  p a r t  o f  e d g e s  

a r e  r e v e r s e d .  However, i n  d rawing  t h e  o r i g i n a l  d i r e c t i o n s  a r e  

u s e d .  T h e r e f o r e  t h i s  way o f  r e s o l u t i o n  is  c a l l e d  " f o r m a l "  o r  

"pseudo" .  The re  a r e  many methods f o r  t h i s  p u r p o s e .  One o f  them 

i s  well-known Minimum Feedback A r c  S e t  problem,  o f  which a l g o r i t h m  

i s  s e e n  i n  Lempel e t  a 1 .  (1966)  . Anothe r  method i s  shown i n  

A p p l i c a t i o n s ( S e c t i o n  6 . 6 ) .  

( 3 )  Double l a y o u t  

I n  o r d e r  t o  r e s o l v e  c y c l e s ,  a  p a r t  o f  v e r t i c e s  c o n s t i t u t i n g  

c y c l e s  i s  l a i d  o u t  d o u b l y  i n  t h e  t o p  l e v e l  and t h e  bo t tom l e v e l  o f  

a  h i e r a r c h y .  T h i s  i s  a  two-dimens iona l  p r o j e c t i o n  o f  t h e  r e c u r -  

r e n t  h i e r a r c h y  which i s  d e f i n e d  i n  [ I  21 . An a p p l i c a t i o n  o f  t h i s  

method i s  shown i n  A p p l i c a t i o n s ( S e c t i o n  6 . 3 ) .  



4.2 Level assignment of a acyclic digraph (Step 11) 

A level assignment in a digraph G=(V,E) is defined as $ : v + 

(1,2,3, ... ) which satisfies 1) (VIVEV, $(v)=l) +, 2) $(v) < $(w) 

for each e=(v,w) E E. We can indicate the following variations 

as the way of level assingment. 

(1) Minimizing the number of levels 

The number of levels is minimized. In this case the number 

of levels is equal to the number of vertices contained by the 

longest path in G. In ISM this type of level assingment is adopted 

(Warfield 1974) . 
(2) Tightly connected hierarchy 

When any two vertices in a hierarchy G=(V,E,n) are connected 

by a path which is formed only by 1-span edges, we say that the 

hierarchy is tightly connected. The algorithm to obtain a tight- 

ly connected hierarchy from a connected acyclic digraph is shown in 

[1 1 1 .  

(3) Level assignment with constraints for the numbers of vertices 

in each level 

This is formulated as the problem to be equivaleAt to PERT 

problem with resource constraints(E1maghraby 1977). 

(4) Level assignment when each edge is weighted 

This algorithm is found in [24,27]. 

4.3 Conversion into a proper hierarchy (Step 111) [18] 

An n-level hierarchy G(V,E,n) is given. If j-i22 - for any 

edge e=(v ,v.), vrVi, V.EV then add dummy vertices W~+~,..,W i I I jf j-1 

to Vi+lt- .tVj-lf respectively, and replace the edge (vi,v.) with 
I 

edges 
+ + . , W v If j-i=l, do nothing. 

I 



4 . 4  Reduc t ion  of  t h e  number o f  c r o s s i n g s  ( S t e p  I V )  

L e t  Si b e  a  set  o f  a l l  p o s s i b l e  o r d e r s  oi  i n  a n  n - l e v e l  

h i e r a r c h y  G=(V,E,n ,o)  and  S=S1x . . . x  Sn ,  t h e n  t h e  problem min imiz ing  

t h e  number o f  c r o s s i n g s  o f  t h e  n - l e v e l  h i e r a r c h y  i s  s t a t e d  by 

minimize  { ~ ( g ( o )  ) 1 ~ E S )  (4-1 ) 

a c c o r d i n g  t o  f o r m u l a s  ( 3 - 2 ) , . . , ( 3 - 5 ) .  T h i s  problem,  however ,  i s  

c o m b i n a t o r i a l  i n  n a t u r e ,  t h e r e f o r e ,  it i s  d i f f i c u l t  t o  o b t a i n  t h e  

optimum s o l u t i o n  when t h e  s i z e  o f  t h e  problem i s  n o t  s m a l l .  

Here w e  show b r i e f l y  a  h e u r i s t i c  a l g o r i t h m  c a l l e d  B a r y c e n t r i c  

(BC) method by u s i n g  examples  f o r  two l e v e l  h i e r a r c h i e s  and 

f o r  n - l e v e l  h i e r a r c h i e s .  I n  t h i s  method r o w s  and columns o f  

m a t r i x ( m a t r i x  r e a l i z a t i o n  o f  t w o - l e v e l  h i e r a r c h y )  a r e  r e o r d e r e d  

a c c o r d i n g  t o  t h e  i n c r e a s i n g  o r d e r  o f  b a r y c e n t e r s .  ( T h i s  o p e r a t i o n  

i s  c a l l e d  " b a r y c e n t r i c  o r d e r i n g " . )  Complete  d e s c r i p t i o n s  o f  

b o t h  t h e o r e t i c a l  and  h e u r i s t i c  a l f o r i t h m s  c a n  be  s e e n  i n  [12]  . 

A .  A lgor i thm f o r  t w o - l e v e l  h i e r a r c h i e s  

The a l g o r i t h m  c o n s i s t s  o f  t w o  p h a s e s ,  Phase  1  and P h a s e  2 .  

Phase  2 u s e s  Phase  1  a s  a s u b a l g o r i t h m .  I n  P h a s e  1  t h e  b a r y c e n t r i c  

o r d e r i n g  o f  rows or  columns i s  r e p e a t e d  i n  t u r n .  I n  t h i s  o p e r a -  

t i o n  f o r  Phase  1 ,  t h e  o r d e r s  o f  t h e  r o w s ( o r  columns)  which have  

e q u a l  b a r y c e n t e r s  a r e  p r e s e r v e d .  However, w e  may be  a b l e  t o  

r e d u c e  t h e  number of  c r o s s i n g s  by chang ing  t h e s e  o r d e r s .  

T h e r e f o r e ,  Phase  2 i s  i n t r o d u c e d  t o  c a r r y  o u t  t h e  o p e r a t i o n  t o  

r e o r d e r  r o w s  (or  columns)  w i t h  e q u a l  b a r y c e n t e r s  j u s t  a f t e r  t h e  

e x e c u t i o n  o f  Phase  1 .  I n  Phase  2 t h e  o r d e r s  o f  t h e s e  rows (or 

columns)  a r e  r e v e r s e d  i n  e a c h  s e t  ( t h i s  o p e r a t i o n  i s  c a l l e d  

" r e v e r s i o n "  o f  rows(or c o l u m n s ) ) ,  t h e n  Phase  1  i s  r e e x e c u t e d  

s t a r t i n g  w i t h  columns ( o r  rows)  . ( S e e  F i g . 4 )  



(1) no is  the  i n i t i a l  interconnection matrix of G 
0' 

( 2 )  By reorder ing rovs b ,c ,d  of No,  ).I is obtained. 
1 

e f g h i  
a i l  1 0  0 011.5 

e f g h i  
a 11 1 o o 011.5 

V A 

(3)  By reorder ing columns f , g , h , i o f  M1 , M2 is  
obtained. (End of Phase 1) 

( 4 )  By revers ing the  order of columns e ,g  of  n2, 
M is obtained. ( S t a r t  of Phase 2) 

3 

e g f  i h  

K ( M 2 )  " 9 K(M3) = 9 
( 5 )  By reorder inq rows a ,d  of H3, M4 is obtained. 

( 6 )  By reorder inq columns f , i  of M 4 ,  M is obtained. 
(End of Phase 2 )  

5 

g e f i h  

K m 4 )  ' 8 K(M5)  = 7 * min. 

F ig .4  An a p p l i c a t i o n  o f  t h e  2 - l e v e l  BC method. 

B .  Algor i thm f o r  n - l e v e l  h i e r a r c h i e s  

The f o r e g o i n g  a l g o r i t h m s  f o r  2 - l e v e l  h i e r a r c h y  g ( u l , . . . , u n )  

( 1  =M ... M ) f o r  1123. - The n - l e v e l  a l g o r i t h m  c o n s i s t s  o f  two 

p r o c e d u r e s ,  Phase  1 and Phase 2 .  Phase  1 c o n s i s t s  of two 

p r o c e d u r e s ,  Down and Up. I n  Down p r o c e d u r e ,  column o r d e r s  of 

i n t e r c o n n e c t i o n  m a t r i c e s  of  g ( u  I f - - -  , a  ) a r e  permuted i n  t h e  o r d e r  n 
( 1 )  (n-1) of  M ,...,M a c c o r d i n g  t o  t h e  b a r y c e n t r i c  o r d e r i n g .  A s  a  

( 1 )  ' (n-1) ' 
consequence ,  w e  have  g ( q ,  ..., u A ) = M  ... PI . I n  Up 

p r o c e d u r e ,  row o r d e r s  of  i n t e r c o n n e c t i o n  m a t r i c e s  of  g ( q ,  ..., 0;) 

(n-1) ' 
a r e  permuted i n  t h e  o r d e r  o f  M . . . P 1 .  Thus Down and Up 



p r o c e d u r e s  a r e  r e p e a t e d  i n  t u r n .  P h a s e  1 i s  t e r m i n a t e d  when a t  

l e a s t  o n e  o f  t h e  f o l l o w i n g  c o n d i t i o n s  i s  a t t a i n e d :  

a )  The same m a t r i x  a p p e a r s  p e r i o d i c a l l y .  

b )  The number o f  t i m e s  o f  i t e r a t i o n  r e a c h e s  a n  i n i t i a l l y  g i v e n  

number. 

When t h e r e  e x i s t  sets  o f  r o w s ( o r  columns)  which have  e q u a l  

b a r y c e n t e r s  j u s t  a f t e r  t h e  e x e c u t i o n  o f  P h a s e  1 ,  P h a s e  2  i s  exe-  

c u t e d ,  where a  p r o c e d u r e  s i m i l a r  t o  Phase  2  of  t h e  2 - l e v e l  a l g o -  

r i t h m  i s  a p p l i e d .  

Phase  2  c o n s i s t s  o f  two p r o c e d u r e s ,  Down and Up. I n  Down 

(Up) p r o c e d u r e ,  t h e  o r d e r  o f  columns ( rows)  i n  l e v e l  i w i t h  e q u a l  

b a r y c e n t e r s  i s  r e v e r s e d  and Phase  1 s t a r t s  w i t h  Down (Up) p roce -  

d u r e ,  where i r u n s  2 t h r o u g h  n (n -1  t h r o u g h  1 ) .  When P h a s e . 1  h a s  

been  t e r m i n a t e d  w i t h  Down (Up) p r o c e d u r e ,  P h a s e  2  s t a r t s  w i t h  

Down (Up) p r o c e d u r e .  ( S e e  F i g . 5 )  

4 .5  D e t e r m i n a t i o n  o f  h o r i z o n t a l  p o s i t i o n s  o f  v e r t i c e s  ( S t e p  V)  

, PR method i s  a  p r a c t i c a l  method which i s  deve loped  t o  r e d u c e  

t h e  computing c o s t  needed  t o  o b t a i n  h o r i z o n t a l  p o s i t i o n s  o f  

v e r t i c e s  t h a t  r e a l i z e  a  r e a d a b l e  l a y o u t  o f  a  g i v e n  n - l e v e l  h i e r -  

i i i a r c h y .  When w e  p u t  x  = ( x l ,  ... . x  ) , t h e  a l g o r i t h m  i s  o u t l i n e d  
lv; I 
I 

i n  t h e  f o l l o w i n g :  

1 )  I n i t i a l  v a l u e s  o f  h o r i z o n t a l  p o s i t i o n s  o f  v e r t i c e s  i n  e a c h  

l e v e l  a r e  g i v e n  by 

2)  P o s i t i o n s  o f  v e r t i c e s  i n  e a c h  l e v e l  a r e  improved i n  t h e  o r d e r  

of  l e v e l s  2 , . . , n , n - l , . . , l , t , . . , n  where t i s  a  g i v e n  i n t e g e r  



(1) g o  FS t h e  i n i t i a l  mat r ix  r e a i i -  

z a t i o n  cf Go. 

( 2 )  By reorder ing  v e r t i c e s  d , e  

(columns d , e  of  M ( l l  and rows d , e  

of M ( ~ )  ) i n  ZO, g l  i s  ob ta ined .  

( S t a r t  of Phase 1-Down) 

(3)  By reozdering v e r t i c e s  g , h , i  
i n  g l ,  c i s  ob ta ined .  - 2 

( 4 )  By reorder ing  v e r t i c e s  j ,k,l 
i n  c 2 ,  c3 i s  ob ta ined .  (End of  

Phase 1) 

(5)  Althougk. v e r t i c e s  j ,k of 
wnich b a r y c e n t e r s  a r e  eqxa l  a r e  
reordered  i n  g 3 ,  same m a t r i c e s  a r e  

ob ta ined  ( G ; ) .  (?base 2-Down) 

(6) By reorder ing  v e r t i c e s  e , d  i n  
p'  is ob ta ined .  ( S t a r t  of  - 3 '  3 4 

(7)  By reorderin: rows a , b , c  i n  
d4 (Phase 1-Up) , g 5  is ob ta ined .  

( 8 )  Sy reorder ing  columns i ,q i n  

s5 (Phase 1-Down) , g 6  is cb ta ined .  

(End of Phase 2) 

Fig.5 An application of the n-level BC method. 



(21th-1). The improvements of the positions of vertices in 

levels 2,..,n and t,..n are called Down procedures, while those 

for levels n-l,..,l are called Up procedure. 

3) Positions of vertices are determined one by one according to 

to its priority number. The highest priority number is given 

to dummy vertices to improve the readability element e. Prior- 

ity numbers of the other vertices are defined according to the 

connectivities given by (3- 10) or (3-1 1) . 
4) The principle to improve the position of a vertex is to 

minimize the difference between the present position of the 

vertex and the upper (or lower) barycenter given by (3-8) (or 

(3-9)) of the vertex in Down(orUp) procedure under the following 

conditions: 

a) The position of the vertex should be integer and can not 

be equal to the positions of other vertices. 

b) The order of vertices of each level should be preserved. 

c) Positions of only vertices of which priorities are less 

than the priority of the vertex can be changed, where the 

distance displaced should be as small as possible. 

The details of the algorithm are illustated in Fig.6. 



Start 0 
Initialization: (1) Given initial values of x 

k I 
O=l,. . ,n;k=l,. . , IV. 1 )  accordinq to (23). 
(2) Given t. 
(3) P u t L = 2 , L = 3  ,.., =n,L=n-l,.., 

1 2  Ln-l n L2n-l=11 
L2n=t,L2n+l=t+1,..,L3n-t-l=n. 

: Item 1) in the outl~ne 

: Item 2) 

k 
In order to specify the ~mr~roved level, put i=L . 

i i 
Put (1) w=J v l,...,v ' and 

lvil i 
(2) P = prlority number of v (k=l ,..,/Vil). 

k k 

( "0. ) 
Fig.6 Flow diagram of t h e  a lgor i thm of P R  method. 

: Item 3) 

Put Mk = xk (k=1, ... ,IVil). 

C 
In order to specify the vertex to be relocated, 

i 
find the vertex v. which has the highest priority 

I 
number amonq the vertices of W. 

1 <, a I n-1 or Down procedure UP 1'rocedure , ,, , Zn-l 
2n n < 3n-t-1 1 4 

U 
Put I = ID . I  

1 1  

D 
Put I = [ B  . I 

1 1  

+ 
\ 

: Item 4 )  

3- J 

Put x; = Mk (k=l,..,IVil). 

k 
w - W - V .  

1 
Q + ,1+l 

w + a  w = 0 
I- 



5 .  How t o  U s e  SKETCH System 

Comands f o r  U N I X  v e r s i o n  o f  SKETCH sys tem a r e  v e r y  s imple :  

% s k e t c h . x  5=input- f i le -name ( c a l c u l a t i o n )  

% c a t  SKETCH ( d i s p l a y  on g r a p h i c s )  

%di-bbc  <SKETCH >SKETCH1 7 
I 

% p  - p r i : b b c  SKETCH1 I ( p l o t  on XY-plot ter )  

Before  u s i n g  SKETCH sys tem we shou ld  p r e p a r e  a n  i n p u t  f i l e  which 

g i v e s  i n f o r m a t i o n  f o r  drawing a s  f o l l o w s .  

A .  Data f o r  t h e  l a y o u t  o f  a  h i e r a r c h y  

ihv  i n t v l h  i n t v l v  lvpara  i a r r  f a c t  
( i 4 )  ( i 4 )  ( i 4 )  ( i 4  ( i 4 )  ( f 4 . 0 )  

( i) ihv = ( 0  I a n  i n t e g e r  e x c e p t  0 )  : T h i s  pa ramete r  s p e c i f i e s  

whether  v e r t i c e s  a r e  a r r a n g e d  h o r i z o n t a l l y  o r  v e r t i c a l l y  on 

a  s c r e e n  o f  a  g r a p h i c  t e r m i n a l .  

0  : h o r i z o n t a l l y  o t h e r w i s e  : v e r t i c a l l y  

(ii) i n t v l h  = a  non-negat ive  i n t e g e r  : The minimum l e n g t h  

between a j a c e n t  v e r t i c e s  on a  l e v e l  i s  s p e c i f i e d ,  where a  

u n i t  i s  s e t  t o  be e q u a l  t o  t h e  wid th  o f  a  c h a r a c t e r  drawn 

i n  l a b e l s  of  v e r t i c e s .  I f  we g i v e  0  f o r  i n t v l h ,  t h e n  a  

d e f a u l t  v a l u e ( = 3 )  i s  s p e c i f i e d  by t h e  system. 

(iii) i n t v t v  = a  non-negat ive  i n t e g e r  : The l e n g t h  between 

a j a c e n t  l e v e l s  i s  s p e c i f i e d ,  where a u n i t  i s  s e t  t o  be e q u a l  

t o  t h e  h i g h t  of  a  c h a r a c t e r  drawn i n  l a b e l s  of  v e r t i c e s .  



I f  w e  g i v e  0  f o r  i n t v l v ,  t h e n  a  d e f a u l t  v a l u e ( = 3 )  i s  s p e c i f i e d  

by t h e  sys tem.  

( i v )  lvpara  = an i n t e g e r  between 0  and t h e  number o f  l e v e l s  : 

T h i s  pa ramete r  s p e c i f i e s  t h e  parameter  t e x p l a i n e d  i n  S e c t i o n  

5 .4 .  I f  w e  g i v e  0  f o r  l v p a r a ,  a  d e f a u l t  v a l u e  3 i s  s p e c i f i e d  

by t h e  sys tem.  

( v )  i a r r  = ~ 0 ~ 1 ~ 2 ~ 3 ~ 4 ~ 5 ~ 6 ) 1 0 ~ 1 1 ~ 1 2 ~ 1 3 ~ 1 4 ~ 1 5 ~ 1 6 ~  : T h i s  pa ra -  

m e t e r  s p e c i f i e s  k i n d s  of  edges  by t h e  numbers o f  t h e  f i r s t  

( a )  and t h e  s e c o n d ( b )  d i g i t s  of  i  a r r  (=axlO+b) a s  f o l l o w s .  

t h e  number o f  second d i g i t  ( h )  

0  : w i t h o u t  a n  arrowhead 

1  : w i t h  a n  arrowhead (down) a t  t h e  lower  end 

2 : w i t h  an arrowhead (up)  a t  t h e  upper  end 

3  : w i t h  two arrowhead (down and up) i n  b o t h  ends  

4 : w i t h  ar rowheads  (down) a t  each  l e v e l  i n  t h e  c a s e  

of l o n g  span  edges  

5  : w i t h  arrowheads (up)  a t  each  l e v e l  i n  t h e  c a s e  of 

l o n g  span  edges  

6 : w i t h  ar rowheads  (down and up) a t  e a c h  l e v e l  i n  t h e  

c a s e  o f  l o n g  span  edges  

t h e  number of  f i r s t  d i g i t  ( a )  

0  : a  r e a l  l i n e  

1 : a  d o t t e d  l i n e  

( v i )  f a c t  = a  r e a l  number between 0.0 and 1 .0  : T h i s  pa ramete r  

s p e c i f i e s  a  r e d u c i n g  f a c t o r  f o r  drawing.  When w e  g i v e  0 .0  o r  

1.0 f o r  f a c t ,  t h e n  f u l l  s c r e e n  i s  used f o r  drawing.  

B .  Data f o r  v e r t i c e s  

The f o l l o w i n g  d a t a  i s  g i v e n  f o r  each v e r t e x ,  where t h e  o r d e r  



of  v e r t i c e s  i s  f r e e .  

name shape l a b e l - 1  
(a31 ( i l l  (a761 

l a b e l - 2  ( c o n t i n u e d )  
(4x1 (a761 

l a b e l - 3  ( c o n t i n u e d )  
(4x1 (a501 

(i) name = any t h r e e  c h a r a c t e r s  i n c l u d i n g  s p a c e s  : T h i s  pa ra -  

meter s p e c i f i e s  a n  i n t e r n a l  name o f  each v e r t e x .  The name i s  

used i n  e x p r e s s i n g  edges  i n  C .  

(ii) shape = C 0 l l )  : T h i s  pa ramete r  s p e c i f i e s  a  shape  o f  each 

v e r t e x .  ( i n  o t h e r  v e r s i o n  w e  p r e p a r e  more k i n d s  of s h a p e s . )  

(iii) labe 1-1 * )  : a  c h a r a c t e r  s t r i n g  (176 - c h a r a c t e r s )  : T h i s  

pa ramete r  s p e c i f i e s  a  l a b e l  o f  each  v e r t e x .  I f  t h e  number o f  

c h a r a c t e r s  of t h e  l a b e l  i s  g r e a t e r  t h a n  76,  t h e n  t h e  l a s t  

c h a r a c t e r  shou ld  be  p u t  "*"  and t h e  s t r i n g  i s  c o n t i n u e d  t o  t h e  

n e x t  l i n e ( 1 a b e L - 2 ) .  

( i v )  l abe  1-2*) = c o n t i n u i n g  c h a r a c t e r  s t r i n g  (576 - c h a r a c t e r s )  : 

I f  t h e  l e n g t h  o f  t h e  s t r i n g  i s  g r e a t e r  t h a n  152,  t h e n  t h e  l a s t  

c h a r a c t e r  shou ld  b e  p u t  " * "  and t h e  s t r i n g  i s  c o n t i n u e d  t o  t h e  

n e x t  l i n e (  l a b e l - 3 )  . 
( v )  t abe t -3*) = c o n t i n u i n g  c h a r a c t e r  s t r i n g  (550 - c h a r a c t e r s )  

* )  A l i n e - c o n t r o l  of l a b e l s  i s  c a r r i e d  o u t  by b a c k s p a c e s ( \ s )  i n  

t h e  c h a r a c t e r  s t r i n g .  I f  a  backspace a p p e a r s  i n  t h e  s t r i n g ,  

t h e  s t r i n g  f o l l o w i n g  t h e  backspace  i s  drawn i n  a  new l i n e .  

The backspaces  a r e  n o t  drawn. 



C. Data for edges 

name-out name-in m i a r r  
(a31 (1x1 (a31 (2x) (i2) 

(i) name-out = name of a vertex : This parameter specifies an 

out-vertex of each edge and so it should correspond to one of 

names defined in B. 

(ii) name-in = name of a vertex : This parameter specifies an 

in-vertex of each edge and so it should correspond to one of 

names defined in B. 

(iii) m i a r r  = ~ 0 ( 1 ~ 2 ( 3 ~ 4 ~ 5 ) 6 ~ 1 0 ) 1 1 ~ 1 2 ~ 1 3 \ 1 4 \ 1 5 ~ 1 6 }  : If we want 
- 

to specify the kind of a edge which is different from the kind 

specified by a parameter iarr, we can use this parameter for 

modification. 

D. Data for specifing levels of vertices 

When we do not give this data, SKETCH system determines the 

levels of vertices according to a standard level assignment method. 

However, we want to give the levels of vertices specially (of 

course, this can not be contradict with a hierarchization), we 

use this function as follows. 

/ / 

: the number of levels 

: the number of vertices on the 
kth level 



: t h e  number of t h e  k t h  v e r t e x  
1 s t  l e v e l  

n n ( l e v , k ) ,  ( k = l , l i ( l e v ) )  
( 1 8 i 4 )  : t h e  number of t h e  k t h  v e r t e x  

l e v t h  l e v e l  



6. Applications 

6.1 Predator-prey ecosystem 

When we express such a relation that A preys B by A -  B, we 

can use a directed graph to represent a predation relation among 

species in a predatior-prey ecosystem. An example is shown in 

Fig.7, which seems to be drawn in a two-dimensional surface manu- 

ally. However, the predation relation contains a hierarchical 

structure within it intrinsically. Therefore it is more reasoa- 

ble to represent the relation in a hierarchical form. For this 

purpose SKETCH system is a very convenient tool and we get Fig.8, 

where input data given to SKETCH system also is shown. From Fig.8 

Key: 
1. Bear 6. Insect 11. Salamander 
2. B~rd  7.  Plant 12. Skunk 
3. Deer 8. Rabbit 13. Toad 
4. Fox 9. Racoon 14 Wildcat 
5. Gartersnake 10. Rodent 15. Wolf 

Fig.7 Predator-prey ecosystem. (Source: Casti 1979) 
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we can easily seen that this ecosystem has 5 levels of food chains, 

that Plant and Rodent do not attack other species and that Racoon, 

Wildcat, FOX, Wolf and Bear are not attacked by the rest. 

6.2 Call structure in a FORTRAN program [lo] 

In FORTRAN programs recurrsion or feedback-call is inhibited 

due to its grammer and therefore the call structures in FORTARN 

programs always are hierarchical. When the program is large in 

scale, it is quite convenient to represent the call structures as 

drawings for modifying or explaining. For example, SKETCH system 

is constituted from a main program and 29 subroutines. This struc- 

ture is drawn in Fig.9, where we can know that the depth of this 

program is 5 levels, that subroutines PLSKTH and PLSKTV are sym- 

metric and that on the whole the structure is well-separated. 

6.3 SD (System Dynamics) diagrams [ I  21 

We denoted a scheme of the double layout in Step I to obtain 

a hierarchy. We present an example of this scheme which can 

illustrate effectively the dependece of the variables of system 

dynamics. The diagram in Fig.lO(a) shows the schematic relations 

of the variables that have been used to simulate the future 

dynamics of the world(Forrester 1971). A two-dimensional diagram 

for system dynamics contains cycles, but a cycle contains at 

least one level variable (e.g. variable denoted by rectangular 

vertices in Fig.lO(a)) due to a constraint imposed by a DYNAMO 

compiler. Therefore, the cycles can be eliminated by drawing the 

level variables twice as described below. 

The digraph can then be represented by a hierarchical map. 



Fig.9 Call structure among subroutines of SKETCH system. 



Fig.10 (.a) Diagram of the world model. 

(b) Hierarchical representations of 
the world model. 



An application of SKETCH system to the map resulted in the drawing 

in Fig. 10 (b) . The bottom vertices (solid line square vertices) in 

Fig.lO(b) denote the level variables at some time, and the top 

vertices (broken line square vertices) are the same variables after 

the unit-time of the sumulation. Since the vertices at the top 

and bottom levels denote the same variables, it is desirable to 

locate the vertices in the same order. The definition of recurrent 

hierarchies in [12] enabled the application of SKETCH system to the 

hierarchy. 

Note that Fig.lO(b) exhibits the order by which auxiliary 

variables(circu1ar vertices) are determined only after all the 

lower level variables have been determined that are connected to 

the variable. 

It may be difficult to determine which figure, Fig.lO(a) or 

(b), is more effective in representing the sumulation model. Con- 

sidering that (a) was manually drawn to communicate the simulation 

model to human readers, and that (b) was automatically drawn by a 

computer, we might justify that (b) is a reasonablly good represen- 

tation of the model. 

6.4 Research trends observed in citations among literatures [1,2] 

Kitagawa et al. [l] proposed a method utilizing citations 

among concerning literatures to recognize the trend of researches 

in a discipline, where the visual representation of the reference 

relations by machine was strongly desired. 

When a set of literatures is denoted by P={pl,p2,..,pn}, 

citations are expressed by a set Q of or$-ered pairs of citing 

literature and cited 1iterat~re~i.e. QCPxP. Consequently, the 



citations can be regarded as a digraph G(PIQ). However, if we 

represent directly the hierarchy obtained from the digraph, it is 

often too complicated to understand the structure embeded in the 

digraph(See Fig.11 (b)). Therefore, we need a method for extract- 

ing a more simplified structure from the digraph. For this 

purpose we extract a skeleton digraph G'=(P,Q1) from G by eliminat- 

ing any edge e=(v,w)&Q if there exists another path(sequence of 

edges) from v to w. Further, GI is converted into a hierarchy 

G' '=(P,Q1 ,n) and any edge e&Q1 is eliminated if a span of e is 

greater than 1. As a c.onsequence we get G1ll=(P,Q",n). 

Asano(Kyushu Univ.) and Sugimura(0oita Univ.) collected a 

set of literatures concerning the theory of successive process of 

statistical inferences, which are ranging from 1944 to 1977, and 

obtained a set of citations (or digraph G) presentd Fig.ll(a). 

When the citations are drawn in a hierarchical form, we get a very 

complicated map shown in Fig.11 (b). We obtain G" and G"' from 

GI and maps of GI' and GI1' are shown in Fig. 12 (a) and (b) , respe- 

ctively. Fig.l2(c) shows a map of a hierarchy obtained by re- 

assigning the levels of GI1' according to the year when each 

literature(vertex) was published. These maps shown in Fig.12 

suggest well the development and the relationships of researches 

in the specific discipline. 

6.5 Earthquake disaster relational model [3] 

Recent industrialization and urbanization change social 

conditions significantly so that the risk potential of earthquake 

disaster seems to become extremely high. It is especially true 

for the Japanese Islands which are located on a highly active 
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seismic zone. 

~t is well known that an earthquake is a natural phenomenon 

and we can not stop its occurrence. We can only have the 

possibility to predict it. On the other hand, an earthquake 

disaster is a social phenomenon triggered by the natural phenomenon. 

Therefore, we can reduce it if we can predict the occurrence and 

cut the chains of propagation of disaster. However, how to express 

and communicate information on earthquake prediction is not easy 

because panics may be caused. Moreover, since the earthquake 

disaster have a very complicated structure, it is very difficult 

to find critical chains. Because the earthquake disaster is 

characterized as the integrated disasters and the time for counter- 

actions is limited. Therefore, it is especially desirable to 

recognize the structure of the whole system, even if we can not 

know quantitative behaviors of the system. 

A qualitative model of relations among forecast, anti-disaster 

actions, occurrence of earthquake, propagation of disasters and 

so on, is developed through the brain-storming and surveys of 

questionnaires, laws, and journals and newspapers describing on 

the disaster due to the earthquake occuring near the Izu Islands 

on Jan. 14,1978(Izu Ohshima Knkai Jishin). This model is composed 

of a set of simple relations between two events such as 

A W B ; { > , < , < > , = )  

where > ( < )  : Event A(B) causes event B (A) or event B (A) is performed 

after event A(B). 

= : Event A is equivalent to event B. 

Nineteen units (forecast unit, policy unit, enterprise unit, home 

unit, etc.) are distinguished and about 300 elemental relations 



among about 170 events are listed up. Further, as an extens'ion 

of the above model we distinguish types of relation according to 

the model of AUB ( $ )  as 

$ E {procedure, causality, operation). 

Since the number of relations is too many and the structure 

is also complicated, a computer-based technique is utilized to aid 

our understanding. For this purpose, the method called ISM(inter- 

pretive structural modeling) developed by Warfield(l976) is 

employed. Given the list of relations to the computer we can get 

a skeleton structure of the model in an hierarchical graphic form. 

Fig.13 shows the skeleton graph of relations in the earthquake 

disaster system where the loss of lives are utilized as an evalu- 

ation index of the risk. From Fig.13 interdependence among events 

and critical events can be found easily. 

0 

0: EARTHQUAKE OCCURRENCE 

G :  5AS STOP 

W: 'MATCR STOP 

E: ELECTRICITY STOP 

D: DATA BANK DOIm 

T: TRAFFIC JAM 

F: REGIONAL FIRE 

L: LOSS OF LIVES 

C: CALL EXPERTS 

I: ISSUE OF WARNING 

Fig.13 Skeleton graph of propagation structure of 

of earthquake disaster relational model. 



6.6 Visual representation of national economy (I/O table) 

I/O(input/output) tables of national economies have been 

prepared periodically according to an international standard form 

in many countries of the world and therefore they might be one of 

most convenient data for analysing and comparing economic structures 

and changes along the time axis or in cross-nations. However, 

since 1/0 tables are composed of many numerical data, it is 

difficult to recognize the structur?.l information embeded in the 

tables readily. A method presented here can serve for representing 

holistic structures of national economies effectively without 

complicated data processing, where SKETCH system is used for drawing. 

1/0 table has the form shown by 

from Tndzstries 
I - t- Final demand 

, - 
1 Total 

where 

' i,jth production sector it1 Fy export of ith product 
or i,jth product 

N number of prodution Fi 
total final demand 

sector 

'ij transfer of ith product d total amount of domestic 
to jth production production of ith product 
sector 

Pi. intermediate demand of x y import of ith product 
ith product 
domestic final con- 
sumption of ith procuct total amount of ith 

product 

and we have PJ 



We e x t r a c t  a  c o r e  s t r u c t u r e  embeded i n  a  1 /0  t a b l e  a s  f o l l o w s .  

1 )  { p i j }  i s  r e a r r a n g e d  i n  t h e  d e c r e a s i n g  o r d e r  a s  

where m=NxN and a  =P 
ikjk 

2 )  We c o n s i d e r  a  t h r e s h o l d  v a l u e  8 ( 0 < 8 ~ 1 0 0 )  - and k g  i s  de te rmined  

by 
t < 8  and tk 2 8  k  -I= 8 8 

where t = ( a l  +a2+.  . . +ak)  / ( a l  +a2+.  . .+am) x 100. 
k  

3 )  W e  form a  h i e r a r c h y  G (V,EIn)  by t h e  f o l l o w i n g  p r o c e d u r e .  

s t e p  1: k : = l ;  V:=$; E:=$. 

S t e p  2 :  v : = v U { k } ;  E : = ~ ~ ' { ( . i ~ , j ~ ) } .  

s t e p  3 :  I f  a  l e v e l  a s s ignment  of  G ( V , E )  i s  p o s s i b l e ,  

d e t e r m i n e  it; o t h e r w i s e  d e l e t e  ( i k I j k )  from E I  

add ( j k I i k )  t o  E and d e t e r m i n e  a  l e v e l  ass ignment  

o f  G ( V , E )  . ( I n  t h i s  s t e p  w e  g e t  G(V,E,n) . )  

s t e p  4 :  k :=k+l .  

s t e p  5: I f  k > k e ,  t h e n  t e r m i n a t e ;  o t h e r w i s e  go  t o  s t e p  2. 

4 )  W e  draw t h e  o b t a i n e d  h i e r a r c h y  where o r i g i n a l  d i r e c t i o n s  of  t h e  

edges  which a r e  r e v e r s e d  i n  s t e p  3  a r e  used .  

Core s t r u c t u r e s  of J a p a n e s e  economy i n  1960 and 1975 a r e  

p r e s e n t e d  i n  F i g . l 4 ( b )  and F ig .15  r e s p e c t i v e l y ,  where w e  u s e  1 / 0  

t a b l e s  w i t h  29 s e c t o r s  a s  f o l l o w s .  

A g r i c u l t u r e ,  f o r e s t r y  and f i s h e r y  
Minifig 
Food, d r i n k  manufac tu r ing  and t a b a c c o  
Sp inn ing  
F i b e r  and t e x t i l e  
Wood and f u r n i t u r e  
Pu lp  and p a p e r  
P r i n t i n g  and p u b l i s h i n g  
Rubber and l e a t h e r  
Chemicals  and medic ine  



M a t e r i a l s  f o r  chemical  t e x t i l e  
O i l  and c o a l  p r o d u c t s  
P r o d u c t s  from s t o n e  and c l a y  
I r o n  and s tee l  and non f e r r o u s  meta l  
Meta l  p r o d u c t s  
Ord ina ry  machinery 
Elec t r ic  machinery 
T r a n s p o r t a t i o n  mechinery 
P r e c i s i o n  machinery 
Other  manufac tu r ings  
C o n s t r u c t i o n  and c i v i l  e n g i n e e r i n g  
E l e c t r i c i t y ,  g a s  and w a t e r  s e r v i c e s  
Commerce 
Bank and i n s u r a n c e  
Real  e s t a t e  
T r a n s p o r t a t i o n  and communication 
P u b l i c  s e r v i c e s  
Bus iness  machinery and pack ing  
O t h e r s  

I n  b o t h  f i g u r e s  edges  drawn by r e a l  l i n e s  mean 60% l e v e l  economy 

( i . e .  8=60 and e d g e s  cor respond ing  t o  a l l  ..., a  a r e  drawn. ) , and 
k60 

edges  drawn by r e a l + d o t t e d  l i n e s  mean 705 l e v e l  economy(i .e .  8370 

and edges  c o r r e s p o n d i n g  t o  a l l  ..., a  a r e  drawn. ) . F u r t h e r ,  
k7 0  

l a b e l s  o f , v e r t i c e s  show names of s e c t o r s ( u p p e r  r o w ) ,  s u p p l i e s  of 

p roduc t s (midd1e  row) and demands of  p roduc t s (1ower  r o w ) ,  and each 

symbol means 

Supply (midd le  row) Demand ( lower  row) 

> : impor t  (c) + : i n t e r m e d i a t e  (P i . )  
i * : domes t i c  p r o d u c t i o n  - : f i n a l  (Fi)  

-7 

e 
> : e x p o r t  (Fi )  

1 1  where one symbol c o r r e s p o n d s  t o  2 . 5 ~ 1 0  yen(nomina1) i n  1960 and 

1 . 2 5 ~ 1 0 '  2yen (nomina l )  i n  1975, r e s p e c t i v e l y .  S i n c e  d e f l a t o r s  i n  

1960 and 1975 a r e  38 and 100 r e s p e c t i v e l y ,  t h e  f i g u r e  o b t a i n e d  by 

r e d u c i n g  t h e  s i z e  o f  F i g . l 4 ( b )  i n t o  0.53 t i m e s  can  be  compared w i t h  

F ig .15  i n  t h e  n e t  b a s e ,  which a l s o  i s  shown i n  F i g . l 4 ( a ) .  Octa-  

gons mean t h a t  c o r r e s p o n d i n g  v e r t i c e s  a r e  i n c l u d e d  i n  s t r o n g l y  



connected components. From Figs.14 and 15, we can see that 

(1) Both structures are almost similar in spite of apparent 

differencies, which means that significant changes in the economic 

structure in terms of 1/0 table did not appear from 1960 to 1975. 

(2) Relative increases in the tertial sectors such as construction, 

civil engineering, commerce, public services and real estates are 

remarkable in 1975 comparing with 1960. 

(3) In secondary sectors it should be noted that productions and 

exports of transportation machineries,and trasportation and 

communication are relatively increased in 1975. 

Finally, though this paper shows only preliminary results, 

the cross-national research based on this method seems to be 

interesting, and therefore it is strongly envisaged as a useful 

application field and a subject suitable for IIASA. 

Fi:. 14 (a) Structure of Japanese economy in 1960 

drawn in comparing with 1975. 



F i g .  14 ( b )  S t r u c t u r e  o f  J a p a n e s e  economy i n  1960.  

e n l a r g i n g  t h e  s i z e  of (a). 





6.7 Visual Q-anal.ysis [14,16,23,29,30] 

A novel method called Visual Q-Analysis(VQA) was proposed to 

analyze structures of complex systems. This method is based upon 

Q-analysis(Atkin 1977) where the structure of a system is represent- 

edhysimplicial complex in topolagy and analyzed in terms of q- 

connectivity. 

Two different types of hierarchies, Q-hierarchy and F-hierar- 

chy, are introduced and algorithms to obtain these are given. In 

order to draw these hierarchies in a visually understandable form 

SKETCH system developed are used. The Q-hierarchy visualizes a 

hierarchical q-connectivity structure among all the simplices and 

the F-hierarchy expresses a structure of face-sharing among the 

simplices in the complex. By inspecting their drawings we can 

grasp the structural information embeded in the complex. 

This method is applied to a structural study of technological 

development of future computers of Japan in terms of relationships 

between social needs and technological requirements(seeds). 

Results of the application not only show the effectiveness of 

VQA to support in planning technological developments but also 

suggest wide applicablities of VQA to various other fields. 

A result has been reported as IIASA collaborative paper[l4]. 



Appendix : Bibliography of SKETCH system 

[I] Kitagawa,T. and K.Sugiyama (1978): A informative method 

for recognizing the research trend, Proceedings of the 

19th Conference of Information Processing Society of 

Japan, pp.863-864. (in Japanese) 

[2] Kitagawa,T.,K.Sugiyama,S.Tagawa and M.Toda (1979): Machine 

drawing of diagrams of citations among scientific liter- 

atures, Proceedings of the 20th Conference of Infromation 

Processing Society of Japan, pp.781-782. (in Japanese) 

[3] Sugiyama,K.,T.Hiramatsu and Y.Shimazu (1978): Toward devel- 

opment of earthquake disaster relational model, Proceed- 

ings of International Conference on Cybernetics and soci- 

ety, Nov. 1978,~okyo and Kyoto, pp.788-793. 

[4] Sugiyama,K.,S.Tagawa and M.Toda (1979a): A method for re- 

ducing the number of crossings in a multilevel digraph 

(Barycentric method), Technical Report of the Institute 

of Electronics and Communication Engineers of Japan, 

vo1.78,no.247,EC78-61, pp.1-21. (in Japanese) 

[5] Sugiyama,K.,S.Tagawa and M.Toda (1979b): A method for the 

visualization of a multilevel digraph, Proceedings of the 

1979 Conference of the Institute of Electronics and Com- 

munication Engineers of Japan, p.1507. (in Japanese) 

161 Sugiyama,K.,S.Tagawa and M.Toda (1979~) : A method for the 

two-dimensional drawing of a multilevel digraph: A vertex- 

layout method after reducing the number of crossings, Pro- 

ceedings of the 5th System Symposium of the Society of 

Instrument and Control Engineers, pp.199-204. (in Japa- 

nese) 

[7] Sugiyama,K., S .Tagawa and M.Toda ( 1979d) : Representations of 

system structures by a multilevel digraph I: Scheme and 

applications, Proceedings of the 18th Conference of the 

Society of Instrument and Control Engineers, pp. 9 7-9 8. 

(in Japanese) 

[81 Sugiyama,K.,S.Tagawa and M.Toda (1979e): Effective repre- 

sentations of hierarchical structures, Research Rep. no.8, 



International Institute for Advanced Study of Social In- 

formation Science(1IAS-SIS), Fujitsu Ltd., 29p. 

Sugiyama,K.,S.Tagawa and M.Toda (1979f) : Effective represen- 

tations of ISM hierarchies, Proceedings of International 

Conference on Cybernetics and Society, Oct. 1979, Denver, 

pp.413-418. 

Sugiyama,K.,S.Tagawa and M.Toda (1980a): Effective represen- 

tations of the citation structures in large-scale computer 

programs, Brainware B1-246, IIAS-SIS,Fujitsu Ltd. (in Jap- 

anese) 

Sugiyama,K.,S.Tagawa and M.Toda (1980b): A conversion method 

of ISM digraph: Conversion of connected multilevel digraphs 

into tiyhtly connected multilevel digraphs, Proceedings of 

the 24th Conference on System and Control, pp.27-28. (in 

Japanese) 

Sugiyama,K.,S.Tagawa and F.Toda (1981a): Methods for visual 

understanding of hierarchical system structures, IEEE 

Trans. SMC, vol.SMC-ll,no.2, pp.109-125. 

Sugiyama,K.,S.Tagawa and M.Toda (1981b): Visual representa- 

tions of structural information: Algorithms for automatic 

drawing of hierarchical structures and its applications, 

Japanese Report no.2, IIAS-SIS,Fujitsu Ltd., 41p. (in Jap- 

anese) 

Sugiyama,K. and M.Toda (1982): Visual Q-analysis: A case 

study of future computer system developments, IIASA Col- 

laborative Paper CP-82-51, 36p. 

Sugiyama,K.,II.Toda and S.Tagawa (1979): Effective layout and 

automatic drawing of ISM digraphs, Proceedings of the 23rd 

Conference on System and Control, pp.77-78. (in Japanese) 

Sugiyama,K.,M.Toda and S.Tagawa (1980): Two-dimensional 

drawing and understanding of structural models, Proceed- 

ings of the 6th System Symposium of the Society of Instru- 

ment and Control Engineers, pp.173-178. (in Japanese) 

Sugiyama,K.,M.Toda and S.Tagawa (1981): Visual Q-analysis 

and its application to a structural study of technology 

innovations, Research Rep. no.19, IIAS-SIS, Fujitsu Ltd., 

28p. 

Tagawa,S.,M.Toda and K.Sugiyama (1979a): Representation of 



system structures by a multilevel digraph 11: Mathematical 

formulation, Proceedings of the 18th Conference of the 

Society of Insrument and Control Engineers, pp.99-100. 

( in Japanese) 

Tagawa,S.,M.Toda and K.Sugiyama (1979b): On a penalty mini- 

mization method in multilevel digraphs, Proceedings of the 
Conference of the Society 05 rlathe~.atics of Japan, pp. 239- 

241. (in Japanese) 

Tagawa,S.,Pq.Toda and K.Sugiyama (1980a): On an algorithm for 

solving minimum feedback ark set problems, Proceedings of 

the Conference of the Society of Mathematics of Japan, pp. 

64-68. (in Japanese) 

Tagawa,S.,M.Toda and K.Sugiyama (1980b): On an optimization 

method for reducing the number of crossings in multilevel 

digraphs, Proceedings of the Autom Conference of the Soci- 

ety of Operations Research of Japan, pp.46-47. (in Japanese) 

Tagawa,S.,PI.Toda and K.Sugiyama (1981): Optimization methods 

for reducing the number of crossings in multilevel digraphs, 

Research Rep. no.12, IIAS-SIS, Fujitsu Ltd., pp.1-20. 

Toda,M. (1982): A method based on structural analysis for 

evaluating strategies of technological developments, Re- 

search Rep. no.31, IIAS-SIS,Fujitsu Ltd.,26p. 

Toda,M. and K.Sugiyama (1982): A structural study of the 

planning of integration-typed technological developments: 

A case study on the fifth generation computer systems 

development, Proceedings of the Ilst Symposium on Technol- 

gy Assessment, (in Japanese) 

Toda,M.,K.Sugiyama and S.Tagawa (1979a): Hierarchization of 

system structures based on a majority decision rule, 

Proceedings of the 5th System Symposium of the Society of 

Instrument and Control Engineers, pp.277-282. (in Japanese) 

Toda,M.,K.Sugiyama and S.Tagawa (1979b): Representations of 

system structures by a multilevel digraph 111: Practical 

methods, Proceedings of the 18th Conference of the Society 

of Instrument and Control Engineers,pp.lOl-102. (in Jap- 

anese) 

Toda,PI.,K.Sugiyama and S.Tagawa (1979~): Hierarchization of 

system strucrues based on multivalued relations and its 

effective representation, Proceedings of the 1980 Conference 



o f  t h e  S o c i e t y  o f  E l e c t r o n i c s  of  J a p a n ,  pp.1662-1663. ( i n  

Japanese )  

[28] Toda,M.,K.Sugiyama and S.Tagawa ( 1 9 8 0 a ) :  An o r d e r i n g  method 

f o r  c o l l e c t i v e  p r e f e r e n c e  based on a  m a j o r i t y  d e c i s i o n  r u l e ,  

Research Rep. no.10,  IIAS-SIS, F u j i t s u  L t d .  

[29] Toda,M.,K.Sugiyama and S.Tagawa (1980b) : An o r d e r i n g  method 

f o r  c o l l e c t i v e  p r e f e r e n c e  based on a  m a j o r i t y  d e c i s i o n  r u l e ,  

P roceed ings  o f  t h e  I n t e r n a t i o n a l  Conference  on C y b e r n e t i c s  

and S o c i e t y ,  Oct.1980,CambridgeI pp.242-247. 

[30] Toda,M.,K.Sugiyama and S.Tagawa ( 1 9 8 1 ) :  An a p p l i c a t i o n  o f  

v i s u a l  Q - a n a l y s i s  t o  t h e  i n t e g r a t i o n - t y p e d  t e c h n o l o g i c a l  

developments  and methods f o r  r e p r e s e n t i n g  t h e  r e s u l t s ,  

P roceed ings  o f  t h e  2 1 s t  c o n f e r e n c e  o f  t h e  S o c i e t y  o f  I n s t r u -  

ment and C o n t r o l  E n g i n e e r s ,  pp.73-74. ( i n  J a p a n e s e )  



REFERENCES 

at kin,^.!^. (1977) : Cornbinatorial connectivities in social systems, 

Birkhauser, Basel. 

Casti,J. (1979): Connectivity,complexity and catastrophe in large 

scale systems, International Series on Applied Systems Analysis, 

Wiley. 

E1maghrab~~S.E. (1977): Activity networks: Project planning and 

control by network models, Wiley. 

Forrester,J.W. (1971) : World dynamics, Wright-Allen Press. 

Lempe1,A. and Cederbaum,I. (1966): Minimum feedback arc and vertex 

sets of a directed graph, IEEE Trans. CT, vol.CT-13,no.4, pp. 

339-403. 

Warfield,J.N. (1974) : Toward interpretation of complex structural 

models, IEEE Trans. SMC,vol.SMC-4,no.5, pp.405-417. 

Warfield,J.N. (1976): Societal systems; Planning, policy and 

complexity, Wiley. 

Warfield,J.N. (1977): Crossing theory and hierarchy mapping, IEEE 

Trans. SMC, vol.SMC-7, no.7, pp.505-523. 


