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Abstract

The principal goal of this paper is to establish a firm fundament of population policy. It is shown how intertemporal optimisation theory can be used to fulfill this important task. In particular, this will be illustrated by calculating the optimal trade-off between the further growth (or shrinking) of a population and the fluctuations of its age-structure generated by the decline (or the increase) of the fertility.

While the system dynamics of the age-structured optimal control model considered in this paper is described by the McKendrick-von Foerster partial differential equation, its objective functional is given by the discounted stream of the adaptation costs of the net reproduction rate (NRR) and the aforementioned trade-off. For the sake of obtaining analytic results the model is reduced to concentrated vitality rates. Its essential results for growing and declining populations are that under-/over shooting of the NRR is optimal for a short time horizon, whereas a fluctuating NRR takes over if the time horizon is extended. Numerical simulations for a stylized population structure show how the change in the NRR carries over to the total population and age-groups along time.

1 Introduction

The main target of population policy is to reach a desirable demographic equilibrium in an efficient manner. Three issues are essential to understand the logic behind this approach. The first ingredient is the objective the politician has in mind. During the sixties and the seventies of the past century, zero population growth was one predominant goal. To reach this goal, certain instruments must be available to the decision-maker, i.e., to the politician. This means that, as a second point, she has to select the values of these decision variables. Thirdly, and this step is essential in the logical framework, the decision instruments have to be connected with the objective. The way in which the former influence the latter is described by a suitable mathematical model. For the dynamic focus of this task, dynamic (i.e., intertemporal) optimization methods are an appropriate way to cope with these population policy problems. The rest of this paper illustrates the proposed approach in a particular case originating in a general discussion some fifty years ago as briefly outlined in the following. In the seventies General W.H. Draper, the representative of the US in the Population Commission of the UN,
formulated the utopian objective of reaching zero population growth for his country by the end of the 20th century, i.e., within 30 years. Soon after Draper’s keen stipulation, Bourgeois-Pichat and Taleb [1] showed that his objective was virtually unreachable. Taking the female part of the fastly growing Mexican population, the two authors illustrated that the fertility rate would exhibit drastic fluctuations. Their calculations underline the fact that the goal of a uniform decrease of the natural growth rate within a few decades is quite unrealistic.

In a follow-up paper, another prominent French demographer, Leridon [19], stresses that fertility is the key variable to be influenced rather than the natural population growth rate. Taking the French female population, Leridon contrasted Draper’s target by a more reasonable objective, namely a final stable population which is reached by a gradually declining fertility. The take-away of both papers consists in the fact that complex problems usually have no simple solutions. General Draper was not aware of how population dynamics really worked, particularly on the inertia of age-structure. In the early seventies, Frejka [14] studied the way of populations to their stationary equilibria for different fertility reduction patterns for all world regions. Essential for all this work is the usage of the classical cohort component method for population projections. The approach proposed in this paper is a different, mathematically deeper method, namely the McKendrick-von Foerster partial differential equation to formulate the dynamics of an age-structured population (see Keyfitz and Keyfitz [17]). The reason for this application is a paradigmatic change from descriptive alternative paths to equilibria to a normative approach proposed in this paper. It should be noted that Masnick [20] in a review of the Frejka compendium can be considered in a certain sense as precursor of the optimization approach if he writes as follows:

> Age structure .. is not given (by Frejka) the attention it deserves. When ... we are shown the unevenness in world age structure that would result from an immediate fertility decline, contrasted with the smooth transition that accompanies a gradual fertility reduction, the tradeoff between excessive growth and excessive fluctuations in age structure becomes apparent. Nowhere, however, does Frejka really begin to discuss the implications of growth vs, instability.

The subtitle of the book is "Alternative Paths to Equilibrium," but are his alternatives well chosen? There may be some advantages to be gained if every country approached replacement fertility on a direct and unwavering path with as little delay as possible. But to fail to consider the less rational paths, or to fail to point out the penalties of wavering in the process of moving in the equilibrium direction, or to fail to make clear the consequences of a too rapid approach to equilibrium, which is likely to be associated with overshooting the target of replacement fertility, is to fail to consider the alternatives that are likely to become reality.

The remainder of the paper is structured as follows. Section 2 sets out the model and its basic assumptions, which can be solved with the set of optimality conditions presented in section 3. Analytic results are presented together with numerical illustrations in section 4. The paper closes with final remarks in section 5.

## 2 The model and assumptions

As it is frequently assumed in the theoretical literature on population dynamics, we consider a one-sex (female) population, where population size is denoted by $P(t,a)$ with $t$ and $a$ as time and age, respectively. The dynamic evolution of one cohort is described by the well-known McKendrick-von Foerster partial differential equation (see Keyfitz and Keyfitz [17] for details):

$$P_t(t,a) + P_a(t,a) = -p(t,a)P(t,a).$$  \(1\)

\(^1\)Note that subscripts denote partial derivatives, e.g., $P_t(t,a)$ denotes the partial derivative w.r.t. time $t$, etc.
This equation models the reduction of population size along the life-cycle of a cohort born at \( t - a \) by the mortality rate \( p(t, a) \), which naturally depends on age as well as on time to capture changes in health and life-expectancies along time as observed everywhere in the world and at any time in history. The maximum attainable age an individual is able to reach is marked as \( \omega \). The condition \( P(t, a) = P(t, a, 0) \int_0^\omega p(t - a + s, s) \, ds \), translating to \( \int_0^\omega p(t - a + s, s) \, ds = +\infty \), is sufficient that the complete \( (t - a) \)-cohort has been extincted at the age of \( \omega \).

The initial (i.e., at \( t = 0 \)) age-structured population size is given by the exogenous initial condition \( P(0, a) = P_0(a) \). The number of newborns at \( t \), on the other hand, is endogenously defined by

\[
B(t) = \int_0^\omega f(t, a) P(t, a) \, da,
\]

where \( f(t, a) \) denotes the fertility rate at \( t \) and age \( a \). As \( B(t) \) initiates a new cohort \( P(t, 0) = B(t) \) holds for all \( t \). Analogously, the number of deaths \( D(t) \) at time \( t \) are defined as

\[
D(t) = \int_0^\omega p(t, a) P(t, a) \, da.
\]

Summing up \( P(t, a) \) across ages at every \( t \) defines the total population size \( N(t) \) at \( t \). The dynamics is naturally determined by the difference between births \( B(t) \) and deaths \( D(t) \), i.e.,

\[
\dot{N}(t) = B(t) - D(t),
\]

where the initial population size \( N(0) = N_0 \) is given by the initial condition of \( P(0, a) \):

\[
N_0 = \int_0^\omega P_0(a) \, da.
\]

System (1)-(3) (together with (4)) defines a non-local partial differential equation modeling the evolution of the population over time. To get some crispy analytic results we follow Feichtinger and Wrzaczek [8, 9] and assume concentrated vitality rates as follows:

(A1) Mortality: Mortality is realized only at the maximum age \( \omega \), i.e., \( p(t, a) = \delta(a - \omega) \) for all \( t \geq 0 \).

(A2) Fertility: The population reproduces at a unique age \( \mu \), i.e., \( f(t, a) = R(t) \delta(a - \mu) \) for all \( t \geq 0 \).

Here \( \delta(x) \) denotes the Dirac delta function, and \( R(t) \) the net reproduction rate (NRR) at \( t \), i.e., the mean number of girls born by a female. We, furthermore, assume that the fixed ages of death and giving births (equal to \( \omega \) and \( \mu \) in (A1) and (A2)) do not change over time.

The crucial assumption of this paper is, that the NRR is not an exogenous parameter (or exogenous function over time), but can be influenced, i.e., increased or decreased, by the policy maker. This critical assumption already considered in a number of theoretical works on population dynamics (see Coale [3], Feichtinger and Wrzaczek [8, 9]), does certainly apply to the real world though the extent of as well as the cost of adaptation efforts are not explored exhaustively to the best of our knowledge.

In the following we assume that the policy maker can invest into NRR-adaptation efforts \( k(t) \) that change the NRR in the following way over time:

\[
\dot{R}(t) = k(t) R(t), \quad R(0) = R_0,
\]

where the initial NRR is exogenously given by \( R(0) = R_0 \). This can be greater or smaller than replacement level 1.

\[\text{Note that (6) could also be formulated as } R(t) = k(t). \text{ However, as argued also in Feichtinger and Wrzaczek [9] such a specification would lead to very similar optimal results, but needs an additional constraint on the state variable } R(t) \text{ to guarantee non-negative values.}\]
Having the population dynamics (1)-(6) in mind, the policy maker tries to match the following three goals over a fixed time horizon $T$ by choosing the appropriate (i.e., optimal) adaptation efforts along time:

(i) In accordance with relevant parts of the theoretical demographic literature the NRR has to be adapted (time period between $t = 0$ and $t = T$) such that it ends at replacement level $NRR = 1$ at $T$, i.e., $R(T) = 1$. If and how often $R(t)$ crosses the replacement level (i.e., if the NRR shows wave-like behavior) is not taken into account by this point.

(ii) Knowing that changes in population shares (i.e., age-composition of the population) are problematic from several points of view (e.g., sustainability of retirement system) the policy maker tries to drive the age-composition of a stable population $\bar{c}(a)$ at replacement level as fast as possible. According to (A1), mortality is realized at the maximum age, implying that $\bar{c}(a) = \frac{1}{a}$. All deviations are costly (with increasing marginal costs) and aggregated over time and age. Thus, deviation costs can be defined as $C_2 \int_0^\omega (c(t,a) - \bar{c}(a))^2 \, da$, where $C_2$ is the corresponding cost parameter.

(iii) Similar to (ii) the change of the size of the population is a major pressing problem. However, the policy maker considers a deviation from some intended target population $\bar{N}$ only at $T$.\footnote{Note, that considering the difference at every $t$ would give a very similar objective as compared to (ii). The concentration on $T$ adds another different qualitative channel of the optimal solution, as will be shown in section 4.} The structure is analogous as before, i.e., a deviation causes convex costs $C_3(N(T) - \bar{N})^2$ with $C_3$ as cost parameter. For the ease of exposition we fix $\bar{N}$ at the initial population size $N_0$.

Adaptation efforts $k(t)$ are certainly costly, both if the NRR has to be increased and if it has to be decreased. In accordance with the large economics literature we assume convex costs, leaving the policy maker with adaptation costs of $C_1 k^2(t)$ at $t$ (using $C_1$ as cost parameter). We, moreover, make the simplifying assumption that positive or negative efforts are equally expensive, which certainly can be viewed critically in real world applications. However, different costs would not change the theoretical conclusions of the optimal solution, which is the central contribution of this paper.

Combining (i)-(iii) the policy maker ends up with the following objective function:

$$V(R_0) := \int_0^T \left[ C_1 k^2(t) + C_2 \int_0^\omega (c(t,a) - \bar{c}(a))^2 \, da \right] \, dt + C_3(N(T) - N_0)^2. \tag{7}$$

The resulting full model analyzed in the following section reads

\begin{align*}
\min_{k(t)} & \quad V(R_0) \tag{8a} \\
\text{s.t.} & \quad P(t,a) + P_a(t,a) = 0 \tag{8b} \\
& \quad P(0,a) = P_0(a), P(t,0) = P(t,\mu)R(t) \tag{8c} \\
& \quad \dot{R}(t) = k(t)R(t), \quad R(0) = R_0, R(T) = 1 \tag{8d} \\
& \quad \dot{N}(t) = B(t) - D(t), \quad N(0) = N_0 = \int_0^\omega P_0(a) \, da \tag{8e} \\
& \quad B(t) = \int_0^\omega (a - \mu)P(t,a)R(t) \, da = P(t,\mu)R(t) \tag{8f} \\
& \quad D(t) = \int_0^\omega (a - \omega)P(t,a) \, da = P(t,\omega). \tag{8g}
\end{align*}
3 Optimality conditions

The full model (8) is a finite time horizon age-structured optimal control model. As the model includes age-structured as well as concentrated state variables (i.e., variables that evolve along time only), the problem is non-standard implying that an application of the standard age-structured Maximum Principle (see Feichtinger et al. [5]) requires a reformulation of the concentrated state variables as age-structured ones. Alternatively, Feichtinger and Wrzaczek [9] provide an extension of the age-structured Maximum Principle explicitly allowing for concentrated state variables.

Using the extension of the age-structured Maximum Principle, the Hamiltonian reads (suppressing $t$ and $a$, and the arguments of the Hamiltonian)

\[ H = -\frac{1}{\omega}C_1 k^2 - C_2 \left( \frac{P}{N} - \bar{e}(a) \right)^2 \]

\[ + \xi \cdot 0 + \frac{1}{\omega} \lambda_R k R + \frac{1}{\omega} \lambda_N (B - D) + \eta_B \delta(a - \mu) PR + \eta_D \delta(a - \omega) P, \]

where $\xi(t, a)$ denotes the adjoint variable of the age-structured population, and $\lambda_R(t)$ and $\lambda_N(t)$ the adjoint variables of the NRR and the total population. The adjoint variables of births and deaths are denoted by $\eta_B(t)$ and $\eta_D(t)$ respectively. Note that the direction along which the adjoint variables evolve carries over from the corresponding state variables. While $\xi$ depends on time and age, $\lambda_R$, $\lambda_N$, $\eta_B$, and $\eta_D$ depend on time only.

Analogous to standard optimal control theory, the adjoint variables can be interpreted as dynamic shadow prices which give the (marginal) increase of the objective value for a (marginal) increase of the corresponding state variable. In other words, an adjoint variable evaluates the discounted effect of one (marginal) unit of a state variable over the remaining time horizon according to the objective function of the underlying optimal control model.

By derivation of the Hamiltonian we obtain the first order condition for optimal adaptation efforts at any time $t \in [0, T]$

\[ \frac{\partial H}{\partial k} = -2 \frac{1}{\omega} C_1 k + \frac{1}{\omega} \lambda_R R = 0, \]

which balances marginal costs (first term) with marginal effect on the NRR (second term). By reformulation, the optimal adaptation efforts can be expressed as a function of the discounted future effect of a marginal increase of the NRR multiplied by the current NRR, weighted by the marginal adaptation costs:

\[ k = \frac{\lambda_R R}{2C_1}. \]

Taking the derivative with respect to time immediately gives an analytical expression for the evolution of the optimal adaptation efforts:

\[ \dot{k} = -\frac{RP(t, \mu)}{2C_1} (\lambda_N + \xi(t, 0)). \]

This is referred to as Euler equation (among others) in theoretical economics and crucial in the proof of the central results of this paper. Also for the curvature of $k$ an analytic expression can be formulated (analogously to Feichtinger and Wrzaczek [8]), as sum of the growth rates of the NRR, the fertile population and the marginal cost of population change.

\[ \text{Note that the special structure of (8), i.e., the constant value of } P(t, a) \text{ along the life-cycle of a cohort, allows for a reformulation as an optimal control model with time-lag (dynamics of total population) and delay (second cost term in objective function). For details see Freiberger et al. [12].} \]
Moving forward with the analysis, the adjoint variables are defined by the adjoint equations
\[
\begin{align*}
\xi_t + \xi_a &= \frac{2C_2}{N} \left( \frac{P}{N} - \bar{c}(a) \right) - \eta_B \delta(\alpha - \mu) R - \eta_D \delta(\alpha - \omega) \tag{13a}
\end{align*}
\]
\[
\begin{align*}
\lambda_R &= -\lambda_R k - \int_0^\infty \eta_B \delta(\alpha - \mu) P \, da \
\lambda_N &= -2C_2 \int_0^\infty \left( \frac{P}{N} - \bar{c}(a) \right) \frac{P}{N^2} \, da \
\eta_B &= \lambda_N + \xi(t,0) \
\eta_D &= -\lambda_N,
\end{align*}
\]
and the corresponding transversality conditions
\[
\begin{align*}
\xi(t, \omega) &= 0 \tag{14a} \\
\xi(T, a) &= 0 \tag{14b} \\
\lambda_N(T) &= -2C_3 (N(T) - N_0) \tag{14c} \\
\lambda_R(T) &= \text{no transversality condition.} \tag{14d}
\end{align*}
\]
Here, (14a)-(14c) are standard and can be obtained by derivative of a salvage value function. (14d), however, differs due to fixed end value of the NRR at replacement level, i.e., \( R(T) = 1 \). By use of the assumption on the vitality rates (assumption (A1) and (A2)), the adjoint equations can be simplified as follows:
\[
\begin{align*}
\begin{cases}
\xi_t + \xi_a &= \begin{cases}
\frac{2C_2}{N} \left( \frac{P}{N} - \bar{c}(a) \right) - (\lambda_N + \xi(t,0)) R & \text{for } a = \mu \\
\frac{2C_2}{N} \left( \frac{P}{N} - \bar{c}(a) \right) + \lambda_N & \text{for } a = \omega \\
\frac{2C_2}{N} \left( \frac{P}{N} - \bar{c}(a) \right) & \text{else}
\end{cases} \tag{15a} \\
\dot{\lambda}_R &= -\lambda_R k - P(t, \mu) \left( \lambda_N + \xi(t,0) \right) \tag{15b} \\
\dot{\lambda}_N &= -2C_2 \int_0^\omega \left( \frac{P}{N} - \bar{c}(a) \right) c \, da \tag{15c}
\end{cases}
\end{align*}
\]
The three-part representation of (15a) allows a backward solution of \( \xi \) and is the basis for the proofs of the theoretical results of this section. Further, note that the term \( \xi(t,0) \) in (15a) adds the value of progeny to the adjoint variable. This term is a generalization of Fisher’s reproductive value (see Fisher [11]) and occurs generically in age-structured optimal control models with endogenous fertility as shown by Wrzaczek et al. [23] and Feichtinger et al. [7].

Backward solution of (15a) for cohorts that reach the end of life before \( T \) gives (using (14a)) an explicit expression of \( \xi(t, a) \):
\[
\xi(t, a) = \begin{cases}
\Delta(t, a, \omega) + (\lambda_N(t - a + \mu) + \xi(t - a + \mu, 0)) R(t - a + \mu) - \lambda_N(t - a + \omega) & \text{for } a = \omega \\
\Delta(t, a, \omega) & \text{for } a = \mu
\end{cases} \tag{16}
\]
with
\[
\Delta(t, a, \omega) := \int_a^\omega -\frac{2C_2}{N} \left( \frac{P}{N} - \bar{c}(s) \right) \, ds. \tag{17}
\]
The interpretation of the three terms (a)-(c) is as follows. Term (a) aggregates the marginal costs of deviation from target age-composition \( \bar{c}(a) \) along the remaining life of the individual. The last argument in the function \( \Delta \) denotes the age at which the cohort exits the model. For all cohorts that reach their maximum lifetime before \( T \) (i.e., born no later than \( T - \omega \)), this argument is \( \omega \). For later born cohorts this argument equals \( T - (t - a) \). Term (b) depicts the marginal costs of (the expected number of) newborns of the individuals, composed by contribution to total population at time of birth and the reproductive value along the life-cycle of the newborn.
Term (c) represents the reduction of marginal costs (or benefit)\(^5\) to the total population at the time of death. This term corresponds to the third part of the objective function, which is to end up with a total population that is as close as possible to the initial size.

Due to the assumptions on the concentrated vitality rates (assumptions (A1) and (A2)) the explicit expression (16) has a clear structure. This structure is illustrated in Figure 1. Aggregated costs of deviation from the target age-composition add at every \(t\) and \(a\). Marginal costs/benefits to the total population enter at age \(\omega\), marked in blue, or eventually at time \(T\) at age \(T - (t - a)\) marked in red. The reproductive part at age \(\mu\) as colored in green.

\[
\xi_1(t, 0) = \Delta(t, 0) + \lambda_N(t + \mu) R(t + \mu) - \lambda_N(t + \omega).
\]

\[
\xi_2(t, 0) = \Delta(t, 0) + \lambda_N(t + \mu) R(t + \mu) + \xi(t + \mu, 0) R(t + \mu).
\]

\[
\xi_3(t, 0) = \Delta(t, 0) + \lambda_N(t + \mu) R(t + \mu).
\]

Going back to the Euler equation (12) it is obvious that \(\xi(t, 0)\) is key. Here we exploit the assumption of the concentrated vitality rates and specify the explicit expression of \(\xi(t, 0)\) by dividing the time horizon into three regions, as visualized in Figure 1:

- Cohorts in region 1 \((t + \omega < T)\) experience the whole life-cycle before the end of the planning period,

\[
\xi_1(t, 0) = \Delta(t, 0, \omega) + (\lambda_N(t + \mu) + \xi(t + \mu, 0)) R(t + \mu) - \lambda_N(t + \omega).
\]

- Cohorts in region 2 \((t + \mu < T < t + \omega)\) reach their reproductive age within the planning period, but live beyond \(T\),

\[
\xi_2(t, 0) = \Delta(t, 0, T - t) + (\lambda_N(t + \mu) + \xi(t + \mu, 0)) R(t + \mu).
\]

- Cohorts in region 3 \((t + \mu > T)\) neither reach reproduction not the end of their life before \(T\),

\[
\xi_3(t, 0) = \Delta(t, 0, T - t).
\]

Note that there are cohorts that are born at the transition from region 1 to 2 \((t + \omega = T)\) and from region 2 to 3 \((t + \mu = T)\). However, as time (and age) are continuous variables both cohorts have measure zero and can therefore be neglected.

The conditions and properties of this section will be exploited in the following section to derive and characterize properties of the optimal solution along time.

\(^5\)The adjoint \(\lambda_N\) can be interpreted as marginal costs if the sign is negative and as benefit otherwise.
4 Results

In the following we will investigate analytically if, how many, and under which conditions, the optimal solution uses under-/overshooting or fluctuating behavior along the optimal path of adaptation efforts and/or the corresponding NRR towards reaching $R(T) = 1$ under minimal deviations of the target age-composition at every $t$ and of the total population at $T$. For this reason we first look at the polar cases of the cost parameters $C_2 = 0$ (subsection 4.1) and $C_3 = 0$ (subsection 4.2). This allows to exploit the special structure of the positive cost term in the objective function. If and how the specific solution properties carry over to the general case will be investigated afterwards (subsection 4.3).

4.1 Over- and undershooting ($C_2 = 0$)

In the case of $C_2 = 0$, the policy maker is not concerned about the age-composition of the population in relation to the target age-composition $\bar{c}(a)$, but only about the total population size at the end of the planning period. The objective function reduces to

$$\min_{u(t)} \int_0^T C_1 k^2(t) \, dt + C_3 (N(T) - N_0)^2,$$

which means that a target population size (in our case equal to $N_0$), which technically refers to a salvage value function, should be met as close as possible under minimizing adaptation costs over time. Thus, the policy maker is not concerned about the structure of the population at any point in time, but only on the final size of the total population. The following theorem exploits the explicit representation of $\xi(t,0)$ in the three regions as illustrated in Figure 1 and provides insight into the qualitative solution structure over time.

Theorem 1 Let us assume that $C_1 \geq 0$ is sufficiently small, $C_2 = 0$ and $C_3 > 0$. If the initial population distribution is stable regarding $R_0 \neq 1$, the optimal adaptation efforts $k(t)$ change the sign once. The sign of $\dot{k}(t)$ does not change. Due to continuity that holds also for sufficiently small $C_2$.

Proof. From (15c) we can conclude that $\lambda_N(t) = -2C_3 \left( N(T) - N_0 \right)$ is a constant (therefore denoted by $\lambda^0_N$) for $C_2 = 0$. Then we have the following $\lambda_N(t) + \xi(t,0)$ for the three regions

$$\lambda_N(t) + \xi_1(t,0) = \left( \lambda^0_N + \xi(t+\mu,0) \right) R(t+\mu)$$

$$\lambda_N(t) + \xi_2(t,0) = \lambda^0_N + \left( \lambda^0_N + \xi(t+\mu,0) \right) R(t+\mu)$$

$$\lambda_N(t) + \xi_3(t,0) = \lambda^0_N.$$

The sign of these three expressions defines the sign of $\dot{k}$ by the Euler equation (12), where we also note that $R(t) > 0$, $P(t,\mu) > 0$ holds for all $t$:

- Region 3: The sign of $\dot{k}$ does not change as $\lambda_N(t) + \xi_1(t,0)$ is constant at $\lambda^0_N$.

- Region 2: Here we distinguish two cases.

  First consider that $\xi(t+\mu,0)$ lies in region 3. Then the above expression (20b) reduces to $\lambda_N(t) + \xi_2(t,0) = \lambda^0_N \left( 1 + R(t+\mu) \right)$, which implies the same sign.

Note that this conclusion strongly depends on the implicit assumption of a (locally) continuous value function of (8) with respect to $C_2$. Certainly, we are aware that this is not necessarily the case. (see the advanced literature on Skiba points and surfaces). However, it can be expected that this interesting phenomenon (which has not been explored in age-structured models so far extensively) does not apply for marginally small $C_2$, as this is not a typically causal mechanism.
Second, consider the opposite, that \( \xi(t + \mu, 0) \) lies still in region 2. Then iterative usage of the above expressions yields

\[
\lambda_N(t) + \xi_2(t, 0) = \lambda_N^0 + \left( \lambda_N^0 + \xi_2(t + \mu, 0) \right) R(t + \mu) \\
= \lambda_N^0 + \left( \lambda_N^0 + \xi(t + 2\mu, 0) \right) R(t + \mu) \\
= \lambda_N^0 + \lambda_N^0 R(t + \mu) + \lambda_N^0 R(t + 2\mu) R(t + \mu) + \xi(t + 2\mu, 0) R(t + 2\mu) R(t + \mu) \quad (21)
\]

for which we get the same sign if \( \xi(t + 2\mu, 0) \) is in region 3. Otherwise, follow the same manipulation until (after \( j \) iterations) the \( \xi(t + j\mu, 0) \) is in region 3 and the same conclusion applies.

- Region 1: The sign does not change because of the same argument as for region 2.

The second assertion therefore follows immediately.

For the first assertion we consider a sufficiently small \( C_1 > 0 \) which, together with \( C_2 = 0 \), implies that \( C_3(N(T) - N_0)^2 \) remains in the objective function. As the NRR can be adapted almost without costs (recall \( C_1 > 0 \)) the optimal solution implies \( R(T) = 1 \) (end constraint for the NRR) and almost \( N(T) = N_0 \).\(^7\)

If we start from \( R_0 > 1 \) (analogously for \( R_0 < 1 \)) the latter can only be reached if \( k(t) < 0 \) for \( t \in [0, \tau] \) and \( k(t) > 0 \) for \( t \in (\tau, T] \). According to the first assertion \( \dot{k}(t) > 0 \) and the \( R(t) \) trajectory crosses 1 only once on the open interval \((0, T)\). \( \blacksquare \)

Theorem 1 allows for a few important conclusions. First note that the result gives sufficient conditions (i.e., parameter constellation and stable population) for one wave in the optimal adaptation efforts over time. This means that for \( R_0 > 1 \) (for \( R_0 < 1 \) an analogous argument applies) the policy maker starts to reduce the NRR even below replacement level by \( k(t) \) that is negative for the first part of the time horizon. As \( k(t) \) strictly increases over the entire time horizon and \( R(t) \) has to end up at replacement level, \( k(t) \) crosses 0 and becomes positive afterwards. Due to the unique sign of \( \dot{k}(t) \) this undershooting occurs only once. The intuition is that the NRR has to be reduced even below replacement level in order to end up with a total population that is (almost) equal to \( N_0 \). The latter objective could certainly be also reached by several changes in the sign of \( k \) (i.e., NRR crossing 1 several times), however, even for a small cost parameter \( C_1 \) this would be more costly than the solution explained above. The change of the sign of \( k(t) \) certainly carries over to the NRR in terms of taking values above or below 1. It is not possible to conclude undershooting or even a wave for certain ages or age-groups directly from Theorem 1.

To illustrate the statement of the Theorem we use a numerical solution of model (8) with stylized parameters and the assumed cost parameter specifications. A stable initial population distribution with \( R_0 \neq 0 \) implies \( P(0, a) = P(0, 0)e^{-\frac{\ln R_0}{\mu}} \).\(^8\) Figure 2 plots the optimal solution for a maximum individual life-time of 100 years over a time horizon of 150 years. The colors of the solution trajectories correspond to different initial values of the NRR. Black ones mark the solution with \( R_0 = 2 \), blue ones to \( R_0 = 0.5 \). Panel 2a confirms both assertions of the Theorem. For \( R_0 = 2 \) the NRR is too high initially and \( k(t) \) crosses zero once and increases over the entire time horizon (assertion 2). Due to the negative values of \( k(t) \) the NRR decreases steeply at the beginning of the time horizon and crosses replacement already quite soon (panel 2b). Below replacement level the NRR starts to increase (when \( k(t) \) changes its sign) to end up at \( R(T) = 1 \). The total population follows the evolution of the NRR. It increases initially, reaches a peak, but starts to decrease until it eventually ends up very close to \( N_0 \). The interpretation for \( R_0 = 0.5 \) works accordingly.

In a nutshell, the policy maker faces very low adaptation costs in order to reach the terminal condition \( R(T) = 1 \) and to deviate from \( N_0 \) only marginally. For \( R_0 = 2 \) (\( R_0 = 0.5 \) she therefore undershoots (overshoots)

\(^7\)To be precise: For any small \( \epsilon > 0 \) we can find a small \( \tilde{C}_1 \) such that \( |N(T) - N_0| \leq \epsilon \) holds for any \( C_1 \leq \tilde{C}_1 \).

\(^8\)By \( P(0, a) = R_0 P(0, a + \mu) \) we have \( P(0, a + \mu) = \frac{1}{R_0} P(0, a) = e^{\ln R_0} P(0, a) \). From \( e^{\ln R_0} = \frac{1}{R_0} \) we get \( r_0 = -\frac{\ln R_2}{\mu} \) and therefore, \( P(0, a) = P(0, 0)e^{-\frac{\ln R_0}{\mu}} \).
the NRR below (above) replacement level to decrease (increase) the population size in the second part of the time horizon to offset the initial increase (decrease) in the population.

Figure 2: Optimal policy over time for $C_2 = 0$ (case Theorem 1).

Figure 3 shows the corresponding age-compositions of the population (panels 3a and 3c) and relation between aggregated age-groups (panels 3b and 3d) over time. Considering the case $R_0 = 2$ (first line of the figure) shows the waving behavior in the population age-composition as well as in age-groups though the NRR and the total population undershoots once as discussed above. This effect is due to the time-lag in the fertility, which means that babies born at $t$ reach their fertile age at age $\mu$ in our model. Moreover, the size of a cohort cannot be changed by the policy maker once it is born. It follows the mortality process, which is realized only at the maximum age according to our simplifying assumption (A1). Model (8) only allows for a direct adaptation of the newborns at any point in time, which carries over to the reproduction process $\mu$ years later. Together with the initial stable population structure, which means that together with assumption (A1) the initial population $N_0(a)$ decreases in $a$ for $R_0 > 0$, this implies the observed waves.
(a) Age-composition of the population for $R_0 = 2$.

(b) Age-groups for $R_0 = 2$.

(c) Age-composition of population for $R_0 = 0.5$.

(d) Age-groups for $R_0 = 0.5$.

Figure 3: Population densities and age-groups over time for $C_2 = 0$ (case Theorem 1).
The results of Figures 2 and 3 are quite robust to the parameters $C_1$ and $C_3$. Note that not the absolute parameter values but only their relation impacts the objective function, as the multiplication with a positive parameter does change the value $\mathcal{V}(R_0)$ but not the optimal solution trajectories. So, fixing $C_3$ the result remains unchanged (see again footnote 7) as soon as $C_1$ is small enough such that the adaptation costs are dominated by the costs of mismatching the final total population size $N_0$.

4.2 Waves in adaptation and NRR ($C_3 = 0$)

As a next step we consider the opposite of what has been assumed in Theorem 1. Assume that the policy maker is not concerned about the development of the total population, but only about the age-distribution at every $t$. The objective function therefore reads

$$\int_0^T \left[ C_1k^2(t) + C_2 \int_0^\infty (\bar{e}(t, a) - \bar{c}(a))^2 da \right] dt,$$

and includes costs incurred at every $t$, but no salvage value as in the previous section. The following theorem characterizes the qualitative structure of the optimal solution reflecting this different parameter setup. The proof approaches the problem along a different line and uses a direct argument that shows that it is optimal to change the sign of the adaptation efforts several times during the planning period.

**Theorem 2** Let us assume that $C_1 \geq 0$ is sufficiently small, $C_2 > 0$, $C_3 = 0$, and $T > \mu$ holds. If the initial population distribution is stable, the DM changes the sign of the adaptation efforts more than once during the planning period. Likewise the NRR crosses the replacement level several times.

**Proof.** Let us consider the case $R_0 < 1$ (for $R_0 > 1$ the proof work analogos) and let us further consider a marginally small $C_1$. Then the dynamic optimization reduces to an (almost) static optimization problem, i.e., the policy maker minimizes the cost term $C_2 \int_0^\infty \left( \frac{P(t, a)}{N(t)} - \bar{c}(a) \right)^2 da$ at every $t$ as the NRR can be adapted almost for free. Thus, in a marginally short time interval $(t, t + \delta_t)$ the policy maker increases $R$ (starting from $R_0 < 1$), such that $\int_0^\infty \left( \frac{P(t, a)}{N(t)} - \bar{c}(a) \right)^2 da$ is minimal at $t$ in the following way:

A stable population with $R_0 < 1$ implies that (recall $\bar{c}(a) = \frac{1}{\mu}$) the $P_d(0, a) > 0$. Therefore it is obvious that $\frac{P(0, a)}{N(0)} < \frac{1}{\mu} < \frac{P(0, a)}{N(0)}$ (recall also that $\int_0^\infty P(t, a) da = 1$). Thus the policy maker will immediately, i.e., in a marginally small time interval $(0, \delta_t)$, increase the NRR (i.e., positive $k(t)$) such that $\frac{P(0, a)}{N(0)} = \frac{R(\delta_t)P(\delta_t, \mu)}{N(\delta_t)} = \frac{1}{\mu}.$

As a result, the objective function (i.e., the costs) will decrease and $N(t)$ has decreased as $P(0, \omega)$ (with fraction $\frac{P(0, \omega)}{N(0)} > \frac{1}{2}$) have left and $P(0, 0)$ with fraction $\left( \frac{P(0, 0)}{N(0)} < \frac{1}{2} \right)$ have entered the system. In the next marginally small time interval the argument is analogous.

The same pattern is followed during the time interval $[0, \mu)$. At $t = \mu$ the first cohort that has been ‘optimized’ by the policy maker reaches the fertile age. This cohort is now larger then the cohort immediately before, i.e., $P(\mu, \mu) > P(\mu, \mu + \delta_t)$. As a result, the NRR is too high and the policy maker has to reduce the NRR implying a negative $k(t)$.

This pattern is followed during the entire planning period. By continuity with respect to the cost parameters, the result holds also for small $C_1$. ■

Theorem 2 neither extends nor contrasts Theorem 1. It corresponds to another cost part of the objective function, i.e., the deviation from a stable age-composition of the population, and shows that this gives an incentive to the policy maker for changing several times between an increasing and a decreasing NRR. Certainly several switches in the NRR adaptation strategies towards ending up with the NRR at replacement level are costly and can analytically be proven only exploiting $C_1 = 0$ which extends to sufficiently small $C_1 > 0$. However, it reveals the relative age-composition of the population as key factor for several adaptation waves. The policy maker does not care about the final size, but considers every period separately.
Figures 4 and 5 show the solution of the analogous numerical setup with different cost parameters. Panels 4a and 4b of Figure 4 immediately illustrate the result of Theorem 2, i.e., fluctuating behavior during the planning period until $R(T)$ reaches replacement level. Interestingly, the downward and upward branches of the waves do evolve at the same pace, which is induced by the initial stable population structure (i.e., $N_0(a)$ decreases in $a$ for $R_0 > 1$, and opposite for $R_0 < 1$). Moreover, the figures show that the waves are dampening over time, which is an indication that the deviation from the target age-composition (which is $\bar{c}(a) = \frac{1}{2}$ for all $a$) becomes smaller. Another interesting observation is that the length of the waves decreases over time (for both $R_0 = 2$ and $R_2 = 0.5$). As before, this is also implied by the stable age-composition of the population at $t = 0$, which implies monotony of $N_0$, as well as by the fact that smaller deviations can be ‘corrected’ by smaller adaptations. During the process of a changing NRR this monotony breaks, which gives the policy maker rise to change the adaptation efforts earlier and earlier as time elapses. The total population (panel 4c) reflects that the policy maker does not consider meeting $N_0$ at $T$ at all, i.e., $C_3 = 0$. $R_0 = 2$ ($R_0 = 0.5$) implies that the total population approximately doubles in the long run. This clearly carries over from the initial value of the NRR, and the fact that the period lengths of being above or below replacement level (see argument on the length of the waves above) decrease over time.

Figure 4: Optimal policy over time for $C_3 = 0$ (case Theorem 2).

Figure 5 adds the corresponding population densities and the relations between aggregated age-groups to $R_0 = 2$ and $R_0 = 0.5$. The left panels show relative quick convergence to the target age-composition. The aggregated age-group size follow likewise. Both type of figures also show waves, which dampen over time.
(a) Age-composition of the population for $R_0 = 2$.

(c) Age-composition of the population for $R_0 = 0.5$.

Figure 5: Population densities and age-groups over time for $C_1 = 0$ (case Theorem 2).
Note that the small bumps in the figures for the population densities are numerical artefacts that emerge from the time-lag of the problem in combination with the step-size of the discretization of the numerical implementation. Reducing the step-size would make these bumps smaller and smaller, but not change the overall qualitative structure of the solution.

4.3 Complete picture

The proofs of Theorems 1 and 2 heavily exploited the basic assumptions $C_2 = 0$ and $C_3 = 0$, respectively. It is at hand that this this strategy will fail in the general case where both parameters, $C_2$ and $C_3$, are positive. However, using the results and assumptions of theorems, another route can be followed. Recalling the general objective function

$$
\int_0^T \left[ C_1 k^2(t) + C_2 \int_0^\omega (c(t,a) - \bar{c}(a))^2 \, da \right] \, dt + C_3 (N(T) - N_0)^2,
$$

we observe a different structure (regarding the cost parameters) as compared to the reduced forms (19) and (22) used for Theorems 1 and 2 and with respect to the length of the planning period. While $C_2$ effects costs at every point in time, $C_3$ is in place only at $t = T$. I.e., if the time horizon $T$ is varied from a conceptual point of view (from the perspective of the policy maker it certainly remains fixed), $C_2$ changes the impact compared to $C_3$, which remains as a constant for every specific $T$. The following theorem makes use of this property and shows that the qualitative behavior of Theorems 1 and 2 are in place for different lengths of the planning period.

**Theorem 3** Let us assume that $C_1 \geq 0$ is sufficiently small. If the initial population distribution is stable, the following two assertions hold for the full model (8) with $C_2 > 0$ and $C_3 > 0$:

1. If $T$ is sufficiently small, the sign of $\bar{k}(t)$ does not change, and the sign of $k(t)$ changes once during the planning period: Theorem 1 holds.

2. If $T$ is sufficiently high, $k(t)$ changes more than once during the planning period: Theorem 2 holds.

**Proof.** For the first assertion we consider the cost term for deviations from $\bar{c}(a)$ for all $a$. Due to definition of $N(t)$ (see (4) and (5)) we obtain $\left( \frac{P(t,a)}{N(t)} - \bar{c}(a) \right)^2 \leq \max \left\{ \frac{(\omega-1)^2}{\omega^2}, \frac{1}{\omega^2} \right\} \leq 1$. For the entire planning period this implies $C_2 \int_0^T \int_0^\omega \left( \frac{P(t,a)}{N(t)} - \bar{c}(a) \right)^2 \, da \, dt \leq C_2 \omega T$. For a sufficiently short planning period $T$, this term is therefore negligibly small and the assertion can be proven analogously to Theorem 1.

The second assertion will be proven by contradiction, i.e., let us assume that $k(t)$ changes the sign once at $\hat{t}$. W.l.o.g. we assume $R_0 > 1$ (for $R_0 < 1$ the analogous arguments are in place). As a result the planning period divides into two periods, $[0, \hat{t}]$ and $(\hat{t}, T]$. As above we consider the second cost term and get

$$
C_2 \int_0^\hat{t} \int_0^\omega \left( \frac{P(t,a)}{N(t)} - \bar{c}(a) \right)^2 \, da \, dt \geq C_2 \int_0^\hat{t} \int_0^\omega \left( \frac{P(t,a)}{N(t)} - \bar{c}(a) \right)^2 \, da \, dt.
$$

As for the first period $\frac{P(t,a)}{N(t)} \neq \bar{c}(a)$ except one specific $a$, this cost term tends to infinity for $T \to \infty$. Therefore, by an analogous argument as for the first assertion, this cost term dominates the third one, which proves the assertion.

As mentioned before, the qualitative structure of the optimal solution of (8) is unclear if the cost parameters are not restricted somehow. However, Theorem 3 provides a criterion for how the results of the previous theorems spill over to the general case (at least for small adaptation costs) depending on the length of the time horizon. The proof uses again a different approach, i.e., the relation of the deviation cost parameters $C_2$ and $C_3$ that changes as $T$ is varied. For small $T$ the policy maker sticks to over-/undershooting behavior as she is mainly interested in the size of the total population at $T$. As $T$ becomes large enough the age-composition along time becomes important and fluctuating adaptations take over.
The transition from over-/undershooting to fluctuating behavior takes place for varying $T$ and can either be smooth or by a qualitatively disruptive change in the strategy. A smooth transition takes place if the importance of $C_2$ smoothly wipes out $C_3$. A qualitative disruptive transition, if it exists, is caused by the time-lagged nonlinearity in the model, i.e., $P(t, \mu)R(t)$ in (8c). The nonlinearity of the latter product can affect the competing cost factors in the objective function, which is a known source for Skiba surfaces (see e.g., Rowthorn and Maciejowski [21] Caulkins et al. [2], Grass et al. [13]). However, the detection and structured analysis of Skiba surfaces in age-structured optimal control models is a very advanced topic that has hardly been addressed in the literature so far and is an interesting and important topic for future research.

For the illustration of this property in Figure 6 we focus on $R_0 = 2$ only and vary the length of the time horizon. For $T = 50$ (black curves) the policy maker follows undershooting behavior with $k(t)$ changing the sign only once. The only slight difference to Theorem 1 is that the total population size does end up slightly, but unambiguously, above $N_0$. This is due to a positive $C_1$, which has not been chosen marginally small in this scenario. A further reduction of $T$ would bring $N(T)$ as close to $N_0$ as required. Here the same argument of the relative size of the parameters in response to the length of the planning period applies. For $T = 100$ (blue lines) the situation now differs and the age-composition of the population becomes more prominent in the objective function. Now the policy maker follows waving behavior in $k(t)$ and $R(t)$, which now implies ending at a considerably high $N(T)$. For $T = 150$ (red lines) the situation is similar to $T = 100$ but extends over a longer time period. The waves are less pronounced as also strong waves produce higher costs by deviating from the target age-composition.

Figure 6: Optimal policy over time for different time horizons (case Theorem 3).

5 Conclusions

The paper considers a theoretical model on the optimal adaptation of the net reproduction rate over a fixed time horizon. Until ending with an NRR at replacement level, the decision maker chooses adaptation efforts to minimize the deviation from a given age-composition of the population and the deviation from the initial population at the terminal time. Using age-structured optimal control theory it is shown that over- or undershooting (depending on whether $R_0 > 1$ or $R_0 < 1$) of the NRR along the planning period is optimal if the deviation from the initial population is considered only, whereas in the opposite case of only including the age-composition at every $t$, fluctuations in the adaptation efforts are optimal. Finally, it is shown that these two polar-case results carry over to the general case depending on the length of the time horizon. From a mathematical point of view, a proof of fluctuating behavior is new in the literature of age-structured optimal control theory. For a similar result we refer to Feichtinger et al. [6] or Wrzaczek and Kort [22]. However, in these models fluctuations in the control variables are optimal because of the anticipation to a non-continuous change (i.e., a jump) of a
model parameter (i.e., productivity of production capital). An important open question for future research is therefore a mathematical rigorous definition of (necessary and sufficient) conditions or model classes for which fluctuations of the control variables are optimal.

One critical point of the proposed model if it is applied to concrete data is the correct choice of the three cost parameters in the objective function. The problem here is twofold:

(i) Although a number of possible efforts (in the form of incentives rather than in the form of forcing) to increase or decrease the population are well known (including costs), the efficacy, i.e., the effect on the NRR, remains unknown. As the control variable in the above model is measured in relative change units per time unit, the unknown effect carries over to a very imprecise idea of resulting cost. However, the qualitative structure of the optimal solution for a very short or a sufficiently long time horizon is known as implied by Theorem 3.

(ii) Similarly it is difficult to measure the costs for deviation from a stable age-composition as well as from the initial population size (or more general from an arbitrary population size) at $T$. Of course, this costs correspond to adaptations of the infra structure, the social system, etc. (see the introduction of Fent et al. [10] for a brief overview), a profound estimation is difficult. Because of (i) and (ii) we therefore recommend running the model for different cost parameters to develop a feeling for the form of the optimal solution depending on different cost combinations if the model is applied to realistic demographic data.

Another critical point in our model is the assumption of concentrated vitality rates. Differently to the uncertainty of the cost parameters, the concentrated vitality rates are only necessary for the formal proofs which are the focus of this paper. Both, the fertility distribution as well as the mortality rate can be included in a numerical study of the general problem. Based on the analysis in Fent et al. [10] (same model structure as here with realistic mortality data) and Feichtinger and Wrzaczek [9] (realistic fertility and mortality data but a slightly different objective function), we are optimistic that the theoretical results remains true for realistic mortality data. Finally, we would like to stress once more, that the main focus of the paper was to show that over- and undershooting as well as fluctuations of the NRR in the transition to a NRR at replacement level can be optimal for a rational policy maker.

In addition to the concentrated vitality rates, the theoretical model presented in this paper is also quite stylized regarding other dimensions and allows for several extensions appealing for demography such as, for instance, (i) including exogenous or endogenous migration which can hardly be neglected for a substantial number of countries, (ii) addressing health related public measures in combination with a relaxation of the assumption of the concentrated mortality age, or (iii) considering different cost/benefit terms in the objective function reflecting the policy makers evaluation of the population development and its age-composition. A resulting generalized model then could be applied to specific countries to derive and evaluate how to respond best to different demographic scenarios along time.
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Note that the three parameters can be reduced to two if one of these is chosen as numeraire parameter. As this can easily be done by dividing the entire objective function by the numeraire parameter, the optimal solution remains unchanged. One only has to take this into account if the value of the objective function is reported in money.

Note also that our stylized model assumes that increasing and decreasing efforts of the NRR are equally costly. Needless to say that this assumption is another artificial one, it does not affect the main theoretical results of the paper as this parameter is not critical in any the proofs. On the other hand, although the model could easily be generalized to allow for different costs for positive or negative adaptation efforts, the analysis will complicate without additional insight in the solution or the qualitative structure of the model.
