
SoftwareX 27 (2024) 101801

2

O

p
M
a

b

c

d

A

K
P
M
P
P
S

C

1

e
s
d
o
m

m
o
t

h
R

Contents lists available at ScienceDirect

SoftwareX

journal homepage: www.elsevier.com/locate/softx

riginal Software Publication

yMCMA: Uniformly distributed Pareto-front representation
arek Makowski a,b,∗, Janusz Granat c, Andrii Shekhovtsov c, Zbigniew Nahorski a, Jinyang Zhao d

Systems Research Institute, Polish Academy of Sciences, Warsaw, Poland
International Institute for Applied Systems Analysis, Laxenburg, Austria
Warsaw University of Technology, Warsaw, Poland
School of Business, East China University of Science and Technology, Shanghai, China

R T I C L E I N F O

eywords:
areto-front representation
ultiple-criteria model analysis

areto-front visualization
yomo modeling language
tructured modeling

A B S T R A C T

pyMCMA is the Python implementation of a novel method for autonomous computation of the Pareto-front
representation composed of efficient solutions distributed uniformly in terms of distances between neighbor
Pareto solutions. pyMCMA supports scientific, i.e. objective, model analysis by providing preference-free
Pareto front representation. pyMCMA seamlessly integrates independently developed substantive models. The
computed Pareto-front, also for more than two criteria, is visualized by interactive parallel coordinate plot,
as well as by charts of criteria pairs. Moreover, pyMCMA optionally exports the results for problems-specific
analysis in the substantive model’s variables space. The pyMCMA functionality is illustrated by an analysis of
China’s liquid fuel production model.
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. Motivation and significance

Development of the pyMCMA software is motivated by the authors’
xtensive experience in research on the Multiple-Criteria Model Analy-
is (MCMA) methods and tools, as well as their applications to modeling
iverse complex problems. This experience has shown the limitations
f the known approaches which hinder the research effectiveness of
odel-based problem analysis and solving.

Table 1 summarizes the basic terms necessary for understanding the
ethodology applied in the presented software. Extensive discussions

f the MCMA methodology can be found e.g., in [1–8], and references
herein.

∗ Corresponding author at: Systems Research Institute, Polish Academy of Sciences, Warsaw, Poland.
E-mail address: marek@iiasa.ac.at (Marek Makowski).

1.1. Contributions to scientific discovery

Contributions of MCMA in scientific discovery are similar to those
of optimization theory and the corresponding solvers. None of them
solves any research question directly. However, the scientific discovery
would be hardly possible without the application of optimization in
general, and of the MCMA in particular. pyMCMA enhances the MCMA
capabilities by:

• autonomous and effective computation of the uniformly dis-
tributed (in the criteria space) Pareto front representation;

• new method for sequential improvement of the representation,
see Section 1.2.1;
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Table 1
Summary of the not-commonly known terms used in the paper.
Short Term Definition Notes

– Core model Mathematical programming model of
the analyzed problem; a.k.a.
substantive model.

A core model has to be
provided for any MCMA
tool.

– Pareto
solution

A solution of multiple-criteria
problem such that no other solution
exists with at least equally good
values of all criteria.

In pyMCMA: 𝜖-properly
Pareto solution, see
e.g. [6].

– Pareto front Set of all Pareto solutions; a.k.a.,
Pareto set, set of efficient solutions,
set of non-dominated solutions.

Pareto solutions are
objectively incomparable.

U, N Utopia, Nadir Points defined by the vectors of the
criteria values, the best and worst
within all Pareto solutions,
respectively.

Hyper-cube defined by
normalized U, N contains
all Pareto solutions.

RFP Reference
Point

Methodology for exploring Pareto
front.

Commonly used
methodology.

A, R Aspiration,
Reservation

Values of each criterion that the user
wants to achieve and avoid,
respectively.

Also A/R-based
specification of preferences
[9,10]

CAF Criterion
Achievement
Function

A strictly monotonic function of the
corresponding criterion, decreasing
or increasing for minimized or
maximized criteria, respectively. CAF
normalizes achievements of criteria
to the common scale [0, 100].

pyMCMA applies the CAFs
parameterized by the A/R
values, see, e.g., [10].

AF Achievement
Scalarizing
Function

A function aggregating the CAFs of
all criteria. Maximization of AF
provides 𝜖-properly efficient Pareto
solution fitting best the A/R
preferences.

AF used in pyMCMA is
defined in [10], and
outlined in Section 1.2.1.

– Cuboid In pyMCMA: (hyper-)cuboid defined
by two neighbor Pareto solutions.

See Section 1.2.1

• visualization of the Pareto front also for more than three criteria
cases;

• seamless integration of the core model with pyMCMA;
• effective support for in-depth analysis in the core-model variables’

space.

1.2. Research problem addressed

MCMA involves consideration of reaching diverse and mutually
either conflicting or (partly) synergistic (consensual, concordant) objec-
tives, such as costs, quality, negative and positive impacts, risks, ranges
of desired outputs, etc. Thus, each solution is characterized in the
criteria space by the vector of the criteria values. All MCMA methods
focus on the Pareto front composed of Pareto solutions, i.e., such
solutions of multiple-criteria problem that no other solution exists with
at least equally good values of all criteria. Each Pareto solution is
preferred over a subset of non-Pareto (dominated by that solution)
feasible core-model solutions.

Pareto solutions are objectively incomparable and the solution
choice depends on subjective preferences for trade-offs between si-
multaneously attainable goals for often conflicting objectives. Prevail-
ing MCMA approaches assume the preferences defined by each user.
The selection of Pareto solutions fitting best the specified preferences
is well-researched and supported by diverse methods of preference
specification, and by the corresponding software, typically enabling
interactive analysis. Such analysis focuses on a small Pareto-front
subset of solutions fitting best the selected preferences.

However, the above-summarized approach poorly supports the sci-
entific problem analysis that has to be objective. MCMA, in this context,
needs to equitably treat all objectives. To be objective, a scientific
analysis should be preference-free and uniformly cover the whole set
of Pareto solutions. Thus, a uniformly distributed Pareto-set representa-
tion is strongly desired. Yet, experience from analysis of diverse actual

models summarized in Section 4 shows, that it is difficult and time-
consuming to obtain such a representation interactively for problems
with more than two criteria.

The paper addresses the need for scientific analysis by presenting a
novel methodology and the corresponding open-source software. The
developed method assures autonomous (without asking the user to
provide any parameter characterizing the model) computation of the
Pareto-front representation composed of efficient solutions that are
uniformly distributed in terms of distances between neighbor Pareto so-
lutions. The method efficiently finds, at every iteration, the most distant
neighbor solutions, and then computes a new Pareto solution between
them, thus sequentially improving the Pareto-front representation. The
developed pyMCMA Python package enables seamless integration of
the MCMA with independently developed substantive models. The
computed Pareto-front, also for more than three criteria, is visualized
by interactive parallel-coordinates plot, as well as by charts of the
criteria pairs. Moreover, pyMCMA optionally exports the results for
problems-specific analysis in the substantive model’s variables space.
The pyMCMA functionality is illustrated by MCMA of China’s liquid fuel
production model.

Therefore, pyMCMA fills the gap in the commonly known MCMA
methods by providing the scientific, i.e. objective, multiple-criteria
model analysis with a new methodology and its implementation in
an easy-to-use software tool. The software is available under the GNU
General Public License (GLP).

1.2.1. Methodology developed for pyMCMA
The methodology developed for pyMCMA originated from the suc-

cessful A/R methodology of the sequential calculation of Pareto solu-
tions based on preference specification in terms of the criteria aspi-
ration and reservation values, see [10]. In the approach presented in
this paper, instead of the user-specified A/R, they are defined by the
achievements of the selected, previously computed Pareto solutions.
2
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Fig. 1. Illustration of cuboid defined by Pareto solutions 𝑃1 and 𝑃2.

The presented approach is based on computing the Pareto front
representation through sequentially generated cuboids defined by pairs
of neighbor Pareto solutions. Then, each cuboid is used to define the
A/R values. Next, the newly calculated Pareto solution fills the gap
in the so-far computed Pareto-front representation. The procedure is
repeated until the assumed distribution of the representation is reached.

Fig. 1 illustrates the cuboid construction for bi-criteria problems.
Let 𝑁 be a set of indices (𝑖, 𝑗) of neighbor Pareto solutions pairs, and
𝐾 be a set of criteria indices 𝑘. Next, find the most distant neighbor
solutions:

(𝑃1, 𝑃2) = arg max
(𝑖,𝑗)∈𝑁

‖𝑃𝑖 − 𝑃𝑗‖𝐿∞ (1)

Note, that each point in (𝑃1, 𝑃2) is defined by the corresponding vector
of the Criterion Achievement Function (CAF) values, i.e.,

𝑃𝑖 = (𝑣𝑐𝑎𝑓𝑖𝑘), 𝑘 ∈ 𝐾, 𝑖 ∈ 𝑁, (2)

where 𝑣𝑐𝑎𝑓𝑖𝑘 is the value of CAF for 𝑘th criterion in 𝑖th solution. The
CAFs are defined as the Piece-Wise Linear (PWL) functions of the core-
model variable 𝑞𝑘 representing the corresponding criterion. The CAF
for 𝑘th criterion is denoted by 𝑐𝑎𝑓𝑘(⋅), and it is parameterized by the
A/R values in such a way that it is strictly decreasing or increasing, for
minimized and maximized criteria, respectively. The details of the CAF
specifications are available in [10].

Next, define the A/R values for each criterion by the corresponding
criteria achievements of the neighbor solutions:

𝑎𝑘 = max(𝑣𝑐𝑎𝑓1𝑘, 𝑣𝑐𝑎𝑓2𝑘), 𝑘 ∈ 𝐾, (3)

𝑟𝑘 = min(𝑣𝑐𝑎𝑓1𝑘, 𝑣𝑐𝑎𝑓2𝑘), 𝑘 ∈ 𝐾. (4)

Note that the max and min operators are applied for selecting (from
two solutions defining the cuboid) for each criterion the better and
the worse achievement, respectively. Note that the better/worse cor-
responds to the larger/smaller CAF value, and thus is independent of
the criterion (max- or minimized) type.

Next, define the Achievement Function 𝐴𝐹 (q ,a , r ), and the opti-
mization problem providing Pareto solution 𝑃 (q ):

𝑃 (𝒒) = argmax
𝑥∈𝑋

(𝐴𝐹 = min
𝑘∈𝐾

𝑐𝑎𝑓𝑘(𝑞𝑘, 𝑎𝑘, 𝑟𝑘) +
𝜖
𝑛
⋅
∑

𝑘∈𝐾
𝑐𝑎𝑓𝑘(⋅)) (5)

where q stands for the core-model variables representing the corre-
sponding criteria, a , r are the vectors of the A/R values, respectively,
𝜖 is a small positive parameter assuring computation of an 𝜖-properly
Pareto solution (see [6] for the methodology explanation), 𝑛 denotes
the number of criteria, and 𝑋 is the set of feasible solutions.

Thanks to the properties of the A/R method, maximization of (5)
provides the 𝜖-properly Pareto solution best fitting the A/R preferences,
see [6,10] for details. Moreover, because the A/R are defined by
the neighbor Pareto-solutions, 𝑃 (q ) will be within the above-defined
cuboid unless (𝑃1, 𝑃2) define a gap in the Pareto set. The new solution
is marked in Fig. 1 by 𝑃3 and will be considered, together with all
previously computed solutions, for defining new cuboids.

Additionally, the approach guarantees that every new Pareto solu-
tion improves, in terms of uniform distribution of criteria values, the
Pareto-front representation. This property is implied by the location
of each new solution inside the corresponding, sequentially generated,
cuboid having vertices defined by the pair of the most distant Pareto
solutions.

The algorithm implementing the above-outlined method cannot be
presented here due to the constrained article length. However, some
implementation details are summarized in Section 2.1.

1.3. How the software is used

pyMCMA requires, as any MCMA tool, a prior development of the
core model, which should conform to commonly accepted good model-
ing practice, as well as to obvious requirements on the specification of
variables to be used as criteria. The model can be developed on another
computer. The online documentation includes the recommendation of
the model preparation. Moreover, pyMCMA distribution includes an
example of a tiny core model.

Typically, each core model is subject to many analyses, involving
e.g., diverse combinations of criteria. Therefore, pyMCMA supports the
organization of diverse analyses by definition of each analysis in a sim-
ple configuration file located in the corresponding dedicated directory,
where also the analysis results are provided.

pyMCMA is run by simple terminal commands. The online documen-
tation discusses all elements of the pyMCMA use. Moreover, pyMCMA
installation includes its testing, which also serves as a demonstration
of the use.

1.4. Related research

We discuss the MCMA only, i.e., refrain from discussing the MCDA
(Multi-Criteria Decision Analysis) dealing with the analysis of a given
set of discrete alternatives.

The methodology developed for pyMCMA is based on the paradigm
described in [10], which is not similar to any of the various meth-
ods developed for the Pareto-front representations. To the best of
the authors’ knowledge, pyMCMA is the first implementation of au-
tonomous, parameterization-free computation of uniformly distributed
Pareto-front representation. We also point out that many published
methods are suitable only for problems with less than four criteria.

Although the presented method substantially differs from all known
approaches, it builds on a huge legacy of methods developed over
70 years. In a very short article focused on the software description, it is
impossible to provide a survey of the methods, which either directly or
indirectly contributed to the pyMCMA development. Also, a discussion
of numerous and diverse approaches to Pareto-front generation or
examination of Pareto-front subsets is beyond the scope of this paper.

Therefore, the best one can do to acknowledge the MCMA legacy
is to cite a sample of several dozens of publications directly related
to the Pareto-front representation, augmented by the much smaller
sample of general MCMA-related publications. The selection of citations
in Table 2 is biased towards the publications related, in various ways, to
the pyMCMA development. Finally, note that grouping of the citations
in Table 2 is somewhat arbitrary, as most of the publications address
several topics.
3
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Table 2
References to the related publications.
Theories and methods [2–4,11–15]
Reference point approaches In countless publications
Aspiration/reservation methods [16] [9] [6,10,17].
Diverse methods for Pareto-front representations [18] [19] [20] [21] [22] [23]

[24] [25] [26] [27] [28] [29]
[30] [31]

Methods for generation or examination of parts of
Pareto front conforming to diverse specifications

[32] [33] [34] [35] [36] [37]
[38] [39] [40]

Measuring quality of Pareto set approximation [41] [42]
Methods of Pareto-front pruning and/or clustering [43] [44] [45] [46] [47]
Domain-specific Pareto-set representations [48] [49] [50]
Finding Pareto-front knees [51] [52] [53]
Visualization [54] [55]

Fig. 2. Architecture of pyMCMA.

2. Software description

2.1. Software architecture

We outline the pyMCMA software architecture although it is trans-
parent for the pyMCMA users, who use it in a similar way as op-
timization solvers, i.e., typically without knowledge of the software
implementation.

In the MCMA context, the mathematical programming problem of
Pareto-solution selection consists of: (1) the core model, and (2) a
model representing preferences for Pareto-solution selection.
Section 1.3 summarizes the core-model requirements, and Section 1.2.1
presents methodology applied in pyMCMA for autonomous, sequen-
tial specification of preferences leading to generation of uniformly
distributed Pareto-front representation.

Fig. 2 illustrates the architecture of pyMCMA, implemented in Py-
omo, the Python-based, open-source optimization modeling language
[56]. Pyomo supports the structured modeling paradigm, see e.g., [57],
by separating the symbolic model specification (called the abstract
model), and a model instance (called the concrete model). Moreover,
Pyomo enables seamless integration of concrete models by creating a
new concrete model composed of blocks, where each block is defined
by one of the integrated models. Therefore, pyMCMA uses the provided
core model as one block and sequentially generates the second block
representing the model outlined in Section 1.2.1. The latter model is
marked in Fig. 2 as the AF block, and further on referred to as the
AF-model.

In terms of the mathematical programming, the 𝐴𝐹 defined in (5) is
implemented as an abstract Linear Programming (LP) model. Elements
of the Pareto-front representation are generated in the iterative process.
In each iteration, the abstract model is instantiated by the A/R values
defined by (3) and (4), and seamlessly integrated with the core model
using the Pyomo blocks concept. The resulting concrete model is then
solved by the Pyomo solver.

Note that each instance of the AF-model is as a small LP problem.
Therefore, the type of the resulting optimization problem is deter-
mined by the class of the core model. Thus, the computational require-
ments are similar to that of a single-criterion optimization of the core
model. The current pyMCMA version is solved by the standard Pyomo
solver GLPK, and it was tested with the LP core model.

Solutions of the integrated model sequentially generated using the
corresponding cuboids, are used in two ways:

• By pyMCMA for Pareto-front representation, marked by the lower
path.

• Optionally, for the core-model post-MCMA dedicated analysis,
marked by the upper path. This option is explained in the online
documentation.

The AF-model is generated in two steps. First, the abstract model
implements the relations discussed in Section 1.2.1. This part is invari-
ant during the computations. Second, the solutions defining cuboids
are selected, and the corresponding A/R values provide the data for
instantiating the AF-model.

2.2. Software functionalities

2.2.1. Functional features
pyMCMA extends the commonly known MCMA functionality by:

(1) seamless integration of diverse, independently developed, core
models with the MCMA tool, (2) supporting customized computations
of the Pareto front representations, and (3) providing configurable data
for the problem-specific analysis in the core-model decision and state
variables space. A summary of the functionality pertaining to each of
these issues follows.

1. Integration of the MCMA tool with the core-models:
4
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• Development of core models can be done independently of
their analysis, often on different hardware and/or software
platforms. The core model, after testing, is exported in a
portable format supported by the standard Python pack-
age. The online documentation provides the details and the
software distribution includes the corresponding example
of the core-model export.

• pyMCMA imports the core model provided in the portable
format, and seamlessly integrates it with the AF-model.

Therefore, pyMCMA follows the proven way to support good modeling
ractice and increases the efficiency by providing modular, platform-
ndependent, and reusable software tool.

2. Computation of the Pareto-front representation consists of au-
tonomously generated iterations. It results in: (1) generation of
Pareto-efficient solutions, and (2) visualization of the generated
solutions. Summing up:

1. Solutions included in the Pareto-front representation have
the values of 𝐶𝐴𝐹 (⋅) as uniformly distributed as possible.
In other words, the implementation guarantees that the
maximum distance between neighbor solutions is mini-
mized but the solutions closer than the defined resolu-
tion of the representation are excluded. The 𝐿∞ norm
is applied as the distance measure to assure consistency
with the norms used in underlying A/R method [10],
which in turn was motivated by the Principles of Jus-
tice [58]. Moreover, in cases of disconnected Pareto sets,
the corresponding gaps do not influence the minimiza-
tion of distances between other solutions. Section 1.2.1
provides details on the underlying methodology of the
implemented representation.

2. The computed Pareto-front representation is visualized
to support initial analysis in the criteria space. pyMCMA
provides the interactive parallel coordinates plot with
brushing function (especially useful for problems with
more than two criteria), as well as the traditional vi-
sualization by the 2D plots generated for each criteria
pair.

3. In a comprehensive MCMA, the analysis in the criteria-value
space is usually integrated with analysis in the space of the
model variables, especially the variables representing decisions,
state of the system, diverse trajectories of the variables charac-
terizing dynamic processes, etc. Therefore, the user can option-
ally specify a list of the core-model (possibly compound, i.e., in-
dexed) variables, values of which are stored at each iteration,
and provided in the CSV format in the report directory.

.2.2. Miscellaneous features
The wall-clock time of computing the Pareto front depends on:

1) the time required for the core-model single optimization, (2) the
umber of criteria, and (3) the required resolution of the Pareto set
epresentation. The resolution is improving monotonically along the
terations. Obviously, a coarse resolution is achieved much faster than

fine one. In order to help the users decide what resolution meets
heir needs and is worth (possibly much) longer computation time,
yMCMA periodically provides information about the characteristics of

he current Pareto set representation.
The representation is poorly characterized by only a number (e.g., a

aximum distance between neighbor solutions). Therefore, to pro-
ide better information about the computation progress, pyMCMA de-
ines computation stages: at each stage the maximum (not yet pro-
essed) cuboid size is below the prescribed level. The Pareto-front

• Kernel Density Estimation (KDE) plots of the distances between
the neighbor solutions,

• the numbers of iterations and distinct solutions, respectively, and
• the prescribed maximum and the actual cuboid sizes.

Section 3 provides examples of the corresponding plots.

3. Illustrative example

pyMCMA functionality is illustrated by the model derived from the
family of actual models developed for analysis of technology pathways
of China’s liquid fuel production [59–61]. The model’s decision vari-
ables include trajectories of investments in the production capacities of
diverse technologies that need to cover a given trajectory of demand for
fuels. Technologies differ by costs (investment and operations), carbon
emission (one technology captures carbon), water use, classification of
the fuel produced (either fossil-based or renewable/green), as well as
by many other technological attributes. The illustrative core model is
composed of the actual model specification and the data defining small
model instance.

Four criteria are defined as the corresponding totals of the whole
planning period:

• Total cost (minimize).
• Carbon balance (difference between carbon emission and capture)

(minimize).
• Water use (minimize).
• GrFuel (Green fuel)1 (maximize).

Fig. 3 and 4 illustrate the results of the computed Pareto-front
representation. The former illustrates criteria trade-offs for small/initial
representation (obtained through a small number of iterations), while
the latter shows the criteria trade-offs for the whole Pareto-set. The
interactive brushing option is used in the latter to focus attention on
a selected range of criteria achievements, which is [60, 75] in this
case. The criteria performance is normalized to the common scale,
where 0 and 100 correspond to the criterion’s worst and best values
within the Pareto-front, respectively. Due to the space considerations,
we point out only selected features of the computed representation.
Such plots are especially useful for analyses involving more than two
criteria.

Interaction with the parallel-coordinates plot is available only dur-
ing pyMCMA execution; here we can only outline its function. One can
select a range of the achievements of the left-most criterion on the
slider (like [60, 75] for the cost criterion in the example) to focus on
the corresponding achievements of all other criteria. The achievements
outside the selected range are shown in dimmed colors. In other words,
the selection excluded the cheap solutions (CAF > 75) and expensive
(CAF < 60) solutions. The dimmed cheap solutions have rather bad
achievements of the remaining criteria. It is also interesting to note that
except of very cheap solutions, the performance of the water and grFuel
criteria is very good.

Another Figure generated by pyMCMA shows criteria trade-offs for
all criteria pairs. Such Figure, not presented here due to the space
constraints, shows the so-called knee-effect, i.e., the area in which the
trade-offs rates change substantially, see e.g., [51–53].

The abovementioned Figures serve only as the initial illustration
of results in the criteria space. All solutions defining the Pareto-front
representation are exported in the CSV format to be available for actual,
usually in-depth, problem analysis, focused on the relevance to each
specific modeled problem. Moreover, the user can also request (in the
analysis configuration file) the export of selected (also indexed) core-
model variables. Details on the exported values are provided in the

1 Planned to be the only fuel allowed for internal combustion engines in
the EU after 2035.
5
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Fig. 3. Criteria trade-offs in interactive parallel-coordinates plot, initial Pareto set.

Fig. 4. Criteria trade-offs in interactive parallel-coordinates plot, brushed.

Fig. 5. Computation’s progress in terms of: (Left) numbers of iterations and distinct solutions; (Right) maximum distance between neighbor solutions.

online documentation. This option greatly supports the integration of
analysis in the two spaces: the criteria and the core model. The first
provides an analysis of trade-offs between the simultaneously reachable
goals for the criteria, and the second the consequences in terms of the
model decision and state variables.

The computation of the Pareto-front representation for large models
in high resolution (i.e., the maximum distance between neighbor Pareto
solutions) may require a long time. pyMCMA provides information
about the computation’s progress in reaching predefined stages of the
resolution. Fig. 5 shows in the left-side plot the number of computed

distinct solutions and in the right-side plot the maximum distance
between neighbor solutions.

Let us recall that each iteration provides a Pareto solution. In
order to provide the uniformly distributed representation, as well as
to greatly increase the computation’s efficiency, pyMCMA filters on the
fly the close solutions; therefore, the number of the found distinct
solutions grows slower along the already achieved resolution of the
representation. In other words, the share of duplicated solutions grows
with the decreasing maximum distance between neighbor solutions.

The maximum distance between neighbor solutions alone is a rather
poor measure of the representation quality. Therefore, Fig. 6 shows the
6
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Fig. 6. KDE (Kernel Distribution Estimation) of distances between neighbor solutions along the computation’s stages.

KDE (Kernel Distribution Estimation) of such distances along progress-
ing computation stages.

4. Impact

MCMA is essential in integrated problem analysis, especially when
one explores ways to simultaneously reach goals for several conflict-
ing objectives. Such explorations consist of two interlinked types of
analysis: (1) finding a suitable representation of the Pareto front, and
(2) analysis of trade-offs between criteria values of diverse efficient
solutions.

pyMCMA impact builds on numerous successful MCMA applications
in diverse fields, documented in thousands of publications in almost all
areas of science and economy. To illustrate this issue, we mention only
a small sample of analyses done by coauthors of this paper in fields
of: energy [59,62,63], environment and climate [6,64,65], industry
[66–68], agriculture [69,70], water [71,72], negotiations [73], and
medicine [74].

These, and numerous others, applications required thousands of
interactive MCMA iterations to obtain just several dozens of representa-
tive Pareto solutions. This in turn required weeks of researchers’ time
needed for sequential specifications of preferences for each iteration.
The practice of MCMA problems with more than three criteria shows
that it is often very difficult to specify preferences that lead to closing
gaps (defined by the achievements of one or more criteria) between
neighbor Pareto solutions. Additionally, in some problems the Pareto-
front consists of disconnected sets; pyMCMA recognizes such situations
and reduces only the distances that can be reduced.

The main pyMCMA features characterizing its key impact potential
are:

• Autonomous computation of uniformly distributed representation
of the Pareto set.

• Easy, parameterization-free, and seamless integration with inde-
pendently developed model instances.

• Easy storing of the data suitable for the problem-specific dedi-
cated analysis.

5. Conclusions

The presented pyMCMA methodology and software autonomously
generate Pareto-front representation for seamlessly integrated core
models. The Pareto solutions have uniformly distributed criteria val-
ues. The Pareto front is effectively illustrated also for problems with

more than three criteria; interactive parallel-coordinates plot with the
brushing function supports analysis of criteria trade-offs in diverse
regions of the Pareto front. The results in the criteria space are stored
for problem-specific analysis. Optionally, the user can specify (also
indexed) variables of the analyzed core model; values of such variables
are stored for the dedicated, problem-specific post-MCMA analysis.
pyMCMA is very easy to use through simple command-line executions
and easy problem configuration in the YAML configuration file, which
effectively supports diverse analyses of the provided model.
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