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A B S T R A C T   

Double tax treaties play a crucial role in shaping international economic relations, yet predicting which country 
pairs are likely to sign tax treaties remains a challenge. This study addresses this gap by employing a novel 
machine learning approach to predict tax treaty formations. Using data from a wide range of countries, we apply 
a series of classification algorithms and identify 59 country pairs likely to have tax treaties given their economic 
conditions. Our findings reveal that variables such as foreign direct investment, trade, Gross Domestic Product, 
and distance are significant predictors of tax treaty formations. Importantly, we demonstrate that the random 
forest classification algorithm outperforms conventional econometric methods in predicting tax treaty forma-
tions. By identifying which potential treaties exhibit a high probability of success, this paper gives policymakers 
an indication where to focus their attention and resources in upcoming treaty negotiations.   

1. Introduction 

Tax treaty formation is a very complex and multi-faceted decision- 
making process. Broadly speaking, the main goal of tax treaties is to 
boost trade and investment between countries by removing unnecessary 
tax barriers, which primarily means elimination of double taxation. 
Another important goal is to fight tax evasion and double non-taxation. 
In particular, new tax treaties focus more on anti-avoidance measures 
rather than on foreign direct investment (FDI) promotion (Blonigen and 
Davies, 2004). A third goal is an exchange of information, which is 
becoming the primary focus of new tax treaties and is also a subject of 
tax treaty negotiations. For illustration of different goals of a tax treaty, 
we can look at the explanation of a proposed treaty with Japan by the 
United States (Joint Committee on Taxation, 2004). That treaty defines 
goals of reduction or elimination of double taxation of income earned by 

residents of each country from sources within the other country, pre-
vention of avoidance or evasion of the taxes of the two countries, pro-
motion of closer economic cooperation between the two countries as 
well as elimination of possible barriers to trade and investment caused 
by overlapping taxing jurisdictions of the two countries. However, 
especially historically, tax treaty formation was also driven by “chess--
games between superpowers”, decisions of “key persons” (Evers, 2013), 
and corporate lobbyism (Thrall, 2021). Policy diffusion,2 too, may have 
an effect on the policies adopted by the countries (Chen and Wang, 
2021; Lopez-Cariboni and Cao, 2015) including in the area of taxation 
(Cao, 2010) and tax treaties (Barthel and Neumayer, 2012). 

The significance of tax treaty formation and its implications for in-
ternational economic relations cannot be overstated. As globalization 
continues to drive cross-border economic activities, the negotiation and 
formation of tax treaties between countries play a crucial role in 
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facilitating international trade and investment, as well as in preventing 
double taxation and tax evasion. Understanding the dynamics of tax 
treaty formation is essential for policymakers, businesses, and investors 
seeking to navigate the complexities of international taxation and cross- 
border economic activities. To deal with this complex decision-making 
process, countries need to allocate a substantive number of resources 
to it. However, the capacity of treaty negotiators, especially in devel-
oping countries, is often limited. By employing a novel machine learning 
approach, this research aims to support decision makers and to shed 
light on the factors influencing the signing of tax treaties between 
countries and to provide predictive assessments of which country pairs 
are likely to have tax treaties. The findings of this study have the po-
tential to inform policymakers and stakeholders about the patterns and 
determinants of tax treaty formation, thereby contributing to the 
development of more effective and informed international tax policies 
and economic strategies. First, this gives an indication to policymakers 
which treaties to pursue. Second, in the case of a capital importing in-
come, if we find high probability that a neighbor will sign a DTT, there is 
a concrete risk that FDI will be diverted away from our economy to a 
neighboring jurisdiction. Third, in the case of a capital exporting econ-
omy, if a neighbor signs a DTT with a capital importing economy, our 
multinational firms will no longer find a level playing field in the foreign 
market. Understanding which countries are likely to sign a DTT in the 
future is crucial for economic policy. 

To do it, the paper uses a novel method of machine learning. It ap-
plies the Stata/Python integration and implements a series of classifi-
cation algorithms, in particular, classification tree, random forest, 
boosting, regularized multinomial, nearest neighbor, neural network, 
naive Bayes, support vector machine, and standard multinomial algo-
rithms. The paper compares the algorithms in terms of their testing 
classification error rate and selects the random forest classification as 
the most accurate one. It then uses this algorithm to predict, which 
country pairs would have been likely to have a tax treaty in 2019. It 
identifies 59 country pairs likely to have tax treaties based on their 
features. Countries/regions with the highest number of predicted new 
tax treaties are Germany (9), Saudi Arabia (8), Brazil (7), Myanmar (7), 
and Hong Kong (6). In the discussion section, the results of the machine 
learning findings are discussed from the point of the current tax treaty 
status of the identified country pairs. Out of these identified country 
pairs, 31 are known to lead tax treaty negotiations, to have initialled a 
tax treaty, or to have already signed a tax treaty, 6 country pairs have 
signed or are negotiating an exchange of information agreement or a 
transport tax treaty, 3 country pairs used to have tax treaties, which 
were terminated. This supports the validity of the machine learning 
techniques for prediction purposes and makes them a relevant tool for 
policy makers. 

Even though the focus of the paper lies on tax treaties, it is an 
illustration of how machine learning can be applied to support decision 
making as well as make policy predictions (Delogu et al., 2024; Zhang 
et al., 2023; Kleinberg et al., 2015). This makes the paper of a relevance 
and interest for a general audience not only those focused on interna-
tional taxation. 

The structure of the paper is as follows. Section 2 summarizes 
empirical literature on tax treaty formation. Section 3 describes data and 
machine learning approach. Section 4 presents the results. Section 5 
makes predictions on which country pairs are likely to sign tax treaties in 
the future and discusses their policy relevance. Finally, Section 6 
concludes. 

2. Literature review 

The formation of tax treaties has been the subject of empirical 
exploration in a limited but significant body of literature. Ligthart et al. 
(2011) conducted a pioneering study on the factors influencing coun-
tries’ decisions to enter into tax treaties. Their extensive analysis, 
spanning 17766 country pairs from 1950 to 2006, revealed that the 

probability of countries signing tax treaties increases in response to 
various factors, including personal tax rates, non-resident withholding 
tax rates on dividends and interest, FDI stock, symmetric allocation of 
FDI, and a common language. This study laid the groundwork by 
highlighting the importance of economic and cultural ties in tax treaty 
formation. 

Building on Ligthart et al. (2011) work, subsequent research 
expanded the understanding of tax treaty dynamics. Barthel and Neu-
mayer (2012) analyzed 17205 country pairs between 1969 and 2005. 
Their study uncovered spatial spillovers in tax treaty formation, indi-
cating that the likelihood of countries entering into tax treaties increased 
with the number of tax treaties signed by their regional peers and 
export-product competitors. Elsayyad (2012) introduced a bargaining 
model to analyze tax treaty formation between tax havens and Organi-
sation for Economic Co-operation and Development (OECD) countries. 
Her research of 1323 country pairs identified tax haven bargaining 
power and good governance as the primary determinants of signing tax 
treaties. 

Paolini et al. (2016) and Braun and Zagler (2018) then shifted focus 
towards the content of tax treaties, particularly the conditions under 
which they are signed, including information sharing and tax audits. 
Their research highlighted the delicate balance countries navigate be-
tween safeguarding revenue and facilitating international investment. In 
particular, Paolini et al. (2016) found that the likelihood of tax treaties 
between developing and developed countries increased with differences 
in tax rates between countries and decreased with transfer pricing, 
auditing costs, and average production costs. Braun and Zagler (2018) 
demonstrated that developed countries compensate developing coun-
tries for tax base losses resulting from tax treaties. Their study focused 
on 293 tax treaties signed between 19 donor and 68 recipient countries 
in the 1991–2012 period. Hearson (2018) contributed to our under-
standing of tax treaty formation by highlighting the impact of a gov-
ernment’s revenue base, reliance on corporate tax, experience in signing 
tax treaties, and power asymmetries between signatories on the proba-
bility of signing a tax treaty and its content. 

In addition to examining the formation of tax treaties, some studies 
delved into the specific content of these agreements, particularly the 
negotiated withholding tax rates. Studies by Petkova et al. (2020), 
Petkova (2021) and Chisik and Davies (2004) revealed how competition 
and investment asymmetry influence these rates, offering insights into 
the strategic considerations underpinning treaty negotiations. In 
particular, Petkova et al. (2020) analyzed withholding tax rates in over 
3000 tax treaties and amending protocols between 1930 and 2012 and 
found a positive relationship with tax rates negotiated by competitors in 
previous tax treaties. Petkova (2021) identified spatial dependence in 
dividends withholding tax rates based on the tax rates of countries’ 
peers. Chisik and Davies (2004) explored negotiated withholding tax 
rates and revealed that they increased as countries became more 
asymmetric in their foreign direct investment activities. Rixen and 
Schwarz (2009) reinforced this idea and showed a similar result for 
Germany’s withholding tax rates with its 45 tax treaty partners signed 
up to 2003, where FDI asymmetries increased negotiated withholding 
tax rates. 

Collectively, these studies, along with theoretical and legal discus-
sions, underscore the complex decision-making process behind tax 
treaty formation. They have employed diverse methodological ap-
proaches to the topic, providing valuable insights into the factors 
influencing the signing of tax treaties. Our unique contribution to this 
literature is the application of a novel machine learning approach. We 
aim to identify the features of country pairs entering into tax treaties and 
make predictive assessments based on these features, shedding light on 
which country pairs are likely to sign tax treaties in the future. This 
approach extends the analytical toolkit and enhances our understanding 
of tax treaty formation dynamics. 
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3. Data and methodology 

In the last few years, machine learning (ML) started gaining 
increased attention in the field of economics. Though there are older 
studies (e.g., Galindo and Tamayo, 2000 on credit risk assessment), 
economists remained cautious about the application of ML (Athey and 
Imbens, 2019). Now, it has already been applied in energy economics (e. 
g., prediction of crude oil and electricity prices, forecasting natural gas 
consumption) (Beyca et al., 2019; Ghoddusi et al., 2019), growth eco-
nomics (e.g., forecast of US GDP growth, Japan GDP growth) (Soybilgen 
and Yazgan, 2020; Yoon, 2020), crypto economics (e.g., prediction of 
Bitcoin prices) (Chen et al., 2020), urban economics (e.g., analysis of 
historical data sources) (Combes et al., 2022), and many other areas of 
economics (Gogas and Papadimitriou, 2021). Machine learning tech-
niques have also already found application in the area of taxation. Ma-
chine learning can be used to determine the optimal tax rate (Kasy, 
2018), to predict tax crime and detect tax fraud, tax evasion and tax 
avoidance (Masrom et al., 2022; Zumaya et al., 2021; Ippolito and 
Lozano, 2020; De Roux et al., 2018), for tax planning and tax dispute 
resolution (Alarie and Xue Griffin, 2022; Alarie et al., 2016), to optimize 
tax administration policies (Battiston et al., 2024), to estimate effec-
tiveness of taxation and tax reforms (Abrell et al., 2022; Lu et al., 2019; 
Andini et al., 2018; Zheng et al., 2016), to estimate the effect of taxes on 
prices and migration (Hull and Grodecka-Messi, 2022), to predict tax 
default (Abedin et al., 2022) and for many other purposes (Milner and 
Berg, 2017). 

Given the complexity of the decision to enter into a tax treaty dis-
cussed above, machine learning seems to be a suitable mechanism to 
analyze country pairs with and without tax treaties against its possibility 
to model complex and more flexible relationships than simple linear 
models (Varian, 2014). Moreover, the primary goal of machine learning 
is prediction, which is in line with our intention to predict country pairs, 
which are likely to have a tax treaty based on their features. Whereas an 
economist would think first of a linear or logistic regression, non-linear 
machine learning techniques may actually be a better choice and allow 
uncovering generalizable patterns as well as finding functions that have 
a high out-of-sample predictive power (Mullainathan and Spiess, 2017). 
The out-of-sample predictability is of a high importance for policy 
makers who are in the first place interested in the effect of a policy on 
future outcomes and not so much in regression tables, which tend to 
neglect out-of-sample predictability (Basuchoudhary et al., 2017). It 
may well be the case that variables are highly significant but have a very 
poor out-of-sample fit, which questions the generalizability of the un-
derlying model. In contrast to theory-driven deductive reasoning, ma-
chine learning lets the data speak (Cerulli, 2021a; Mullainathan and 
Spiess, 2017). 

For example, the use of machine learning techniques in the predic-
tion of economic growth demonstrates the benefits of machine learning 
techniques (Basuchoudhary et al., 2017). Given the variety of theoret-
ical models of economic growth, the question arises on the many as-
sumptions when selecting variables to explain economic growth as well 
as the assumptions on the variable distribution, whereas machine 
learning techniques neither require any prior theoretical assumptions 
nor any major assumptions on the variable distribution.3 They require 
the choice of variables to train the algorithms, which is validated 

through the out-of-sample fit for the randomly chosen test sample, i.e., a 
test sample the algorithm has never seen before. Machine learning is of a 
special benefit when the actual relationship is unknown or complex. 
Researchers can uncover novel insights and patterns that may not have 
been apparent with conventional methods, without needing to motivate 
the inclusion of each particular variable or make predictions about their 
expected signs. This makes it attractive to be applied for the analysis of 
the multiplex decision to sign a tax treaty. 

The question of whether country pairs have a tax treaty or not is a 
binary classification problem. We classify country pairs into “having tax 
treaties” and “not having tax treaties”. We use the c_ml_stata_cv com-
mand (Stata/Python integration) for implementing machine learning 
classification algorithms (Cerulli, 2021b). The command makes use of 
the Python scikit-learn application programming interface (API) 
(Pedregosa et al., 2011). The command allows implementing the 
following classification algorithms: classification tree, random forest, 
boosting, regularized multinomial, nearest neighbor, neural network, 
naive Bayes, support vector machine, and standard multinomial (Sci-
kit-learn, 2022). These algorithms are first trained to identify country 
pairs with tax treaties and country pairs without tax treaties based on 
different features and then validated in a test sample. Poulakias (2021) 
applies the command to predict occupational automation risk. Zhou and 
Li (2022) use a related r_ml_stata_cv regression command (Cerulli, 
2021c) to forecast the COVID-19 vaccine uptake rate in the US. 

To consider a large set of factors describing country pairs, which 
enter or do not enter into tax treaties, we use explanatory variables from 
the Centre d’Etudes Prospectives et d’Informations Internationales 
(CEPII) Gravity Database (Conte et al., 2022) and the International 
Monetary Fund (IMF) for FDI data (IMF, 2023). The dependent variable 
is a dummy variable, which is equal to two if country pairs have a tax 
treaty in a given year and one otherwise.4 We use Tax Treaties Explorer 
to extract data on tax treaties (Hearson, 2021).5 We divide our dataset 
into two periods to implement machine learning and answer our 
research question. We select 2018 as the year for training the machine to 
identify country pairs, which have tax treaties, and country pairs, which 
do not have tax treaties, and 2019 to test how well the training was. We 
also look at which country pairs would have had tax treaties in 2019 
based on their features but had not had them yet. In total, after dropping 
missing values, we have about 2800 country pairs with tax treaties, and 
6200 country pairs without tax treaties. Although it is naturally the case 
that there are more country pairs without tax treaties than country pairs 
with tax treaties, we consider our data set representative (30% vs. 70%). 

We end up with the following variables: contiguity, simple distance 
between most populated cities, common official or primary language, 
common language spoken by at least 9% of the population, common 
colonizer post 1945, religious proximity index, colonial relationship 
post 1945, common legal origins before 1991, common legal origins 
after 1991, common legal origins change in 1991, colonial or de-
pendency relationship ever, same colonizer ever, sum and absolute 
difference of population, sum and absolute difference of gross domestic 
product (GDP), sum and absolute difference of GDP per capita, General 
Agreement on Tariffs and Trade (GATT) membership, World Trade Or-
ganization (WTO) membership, European Union (EU) membership, 
presence of a regional trade agreement (RTA), sum and absolute dif-
ference of trade, sum and absolute difference of FDI, absolute difference 
in costs of business start-up procedures, absolute difference in number of 
start-up procedures to register a business, absolute difference in days 

3 We have to admit that there are certain assumptions for a set of machine 
learning algorithms, e.g., the assumption of independent-and-identically- 
distributed observations for the support vector machines or the assumption of 
independent observations for the logistic regression. In our case, where we look 
at tax treaties over time, a country-pair from year t is highly likely to be 
dependent on the same country-pair from another year. Hence, the indepen-
dence assumption might not be met. However, it would only imply that these 
algorithms are less applicable for the given classification problem, and other 
algorithms without these assumptions may suit better. 

4 It is the recommendation of the command to recode the dummy variable 
from zero-one to one-two (Cerulli, 2020).  

5 The Explorer includes data originally published in the Treaties & Models 
collection on the International Bureau of Fiscal Documentation Tax Research 
Platform (IBFD), which has the fullest collection of tax treaties available. 
Missing tax treaties (esp., between developed countries) in the Explorer are 
checked manually in the IBFD. 
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required to start a business. For the variables to make sense for the 
machine learning algorithms and prediction, we construct all of them as 
bilateral variables. See Table A1 in Appendix for the variable description 
and data sources and Table A2 for summary statistics of the variables. 

Table A3 summarizes the means of the above variables for country 
pairs with and without tax treaties. Country pairs with tax treaties have 
a significantly higher FDI, trade, GDP, GDP per capita, and population 
sum and difference than country pairs without tax treaties. This suggests 
that country pairs with tax treaties are larger in terms of the above 
variables but also more asymmetric than country pairs without tax 
treaties. Countries in country pairs with tax treaties have a significantly 
lower distance between them. They are significantly more likely to be 
contiguous, to have an RTA, to be WTO, and EU members. They have a 
significantly lower difference in entry costs, time, and procedures. They 
are significantly more likely to have been in a colonial or dependency 
relationship, and to have common legal origins change in 1991. They are 
less likely to be GATT members, and more likely to have a common 
language spoken by at least 9% of the population, but at a lower sig-
nificance level. The differences in common official or primary language, 
common religion, common colonizer, and common legal origins before 
and after 1991 as well same colonizer between the two groups are not 
significant. 

We put data into the machine learning algorithm to launch the meta- 
learning process, which consists out of three learning processes: learning 
over the tuning parameter, which is optimally selected to minimize the 
classification error rate6 of the learner; learning over the algorithm f (⋅) 
to explore alternative algorithms with potentially higher predicting ac-
curacy; and learning over new additional information when we put new 
data into the algorithm and reiterate the whole process (Cerulli, 2022). 
We use the classification error rate on the test data for the choice of the 
best-performing algorithm, i.e., proportion of misclassified country pairs 
in our case. It shows us how good the algorithm performs in the 
out-of-sample prediction. The classification error rate on the training 
set, on the contrary, could be misleading due to potential overfitting and 
should not be used for the algorithm selection. 

Below we briefly explain the machine learning algorithms used in 
this paper, which are classification tree, random forest, boosting, regu-
larized multinomial, nearest neighbor, neural network, naive Bayes, 
support vector machine, and standard multinomial algorithms. We use 
supervised machine learning methods because we can label the outcome 
for training and testing – country pairs with tax treaties and country 
pairs without tax treaties. We use all methods provided by the 
c_ml_stata_cv. 

Classification tree learns simple decision rules from the data to create 
a predictive model. Classification tree has no requirements for data, such 
as their distribution or independence. Non-statistical requirements 
include the requirement that the entire training dataset is considered the 
root at the beginning, followed by the splitting of the data in a recursive 
manner. The number of leaves (maximum tree depth) is the tuning 
parameter, which has to be specified to run a classification tree. Fig. 1 
illustrates an example of a classification tree, which is used to analyze 
loan eligibility. 

Random forest is made up of a collection of classification trees with 
each tree being built from a sample drawn from the training set with 
replacement. Individual classification trees are then combined through 
averaging. Random forest has no distribution requirements and can 
handle multimodal and skewed data. For a random forest, we need to 
specify the maximum tree depth, the maximum number of splitting 
features, and the number of bootstrapped trees. Fig. 2 illustrates a 
random forest classifier (Khan et al., 2021). 

Boosting solves the problem of constructing a strong learner – a 
learner that is well correlated with the true structure – from the set of 

weak learners – learners that perform only slightly better than random 
guessing (Schapire, 1990, 2003). In contrast to a random forest, boosting 
is a sequential algorithm (Scikit-learn, 2022). Boosting may assume an 
ordinal relationship between variable values. For boosting, we have to 
specify the maximum tree depth, the learning rate, and the number of 
sequential trees. Fig. 3 illustrates a boosting algorithm (Zhang et al., 
2021). 

Nearest neighbor is based on finding training samples closest to the 
new point and predicting its label based on these (Scikit-learn, 2022). 
Nearest neighbor assumes that data can be measured by distance met-
rics, and each training data point has a set of vectors and a class label. 
For nearest neighbor, we need to specify the number of nearest neigh-
bors. Fig. 4 illustrates a nearest neighbor algorithm (Zhang, 2016). 

Neural network is comprised of a set of nodes – neurons – and has an 
input layer, one or multiple hidden layers, and an output layer (Sciki-
t-learn, 2022). Hidden layers are constructed from previous layers by a 
weighted summation of features. Neural networks do not have any as-
sumptions on data. For neural network, we have to specify the number of 
neurons in the first layer, the number of neurons in the second layer, and 
the penalization parameter. Fig. 5 illustrates a neural network (Tanty 
and Desmukh, 2015). 

Naïve Bayes is based on the application of the Bayes’ theorem with 
the naive assumption of conditional independence between the features 
given the class variable (Scikit-learn, 2022). For example, an item may 
be considered a ball if it is round, white, and 22 cm in diameter. The 

Fig. 1. Loan eligibility classification tree.  

Fig. 2. Diagram of a random forest classifier (Khan et al., 2021).  

6 Classification error rate =
false positives+false negatives

true positives+true negatives+false positives+false negatives 
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algorithm would treat all the three features (form, color, and diameter) 
separately to contribute to the probability of an item being a ball 
ignoring any possible correlations between the features. Fig. 6 illustrates 
a Naïve Bayes network in contrast with a Bayes network. 

Standard multinomial performs a multinomial logistic classification 
(Scikit-learn, 2022). It is a general version of a binary logistic classifi-
cation and is used to solve a classification task with multiple classes (two 
or more). Fig. 7 illustrates a standard multinomial algorithm. Inputs are 
transferred into logits using a linear model. The softmax function returns 
a probability that the observation belongs to the target class. Multino-
mial assumes that observations are independent and there is little or no 
multicollinearity among the variables. 

Regularized multinomial is a version of the standard multinomial. The 
difference is that the algorithm is now regularized. Regularization pe-
nalizes model’s complexity or smoothness and adjusts it in the way to 
reduce potential overfitting (Tian and Zhang, 2022; Bülhmann and van 
der Geer, 2011). For a regularized multinomial, we need to specify the 
penalization parameter, and the elastic parameter. 

Support vector machine constructs a hyper-plane or set of hyper- 
planes in a high or infinite dimensional space. The larger the distance 

to the nearest training data point, the better the separation between 
classes. Support vector machine assumes that data is independent and 
identically distributed. For support vector machine, we need to specify 
the margin parameter, and the inverse of the radius of influence of ob-
servations selected as support vectors. Fig. 8 illustrates the algorithm 
with three separating lines – support vectors (Scikit-learn, 2022). The 
solid line in the middle has the largest distance from both classes. 

4. Main results of the machine learning algorithms 

Table 1 summarizes the results of training and testing different ma-
chine learning algorithms in terms of their training and testing classi-
fication error rates. In total, we have 9057 training country pairs and 
8787 testing country pairs. We run the above algorithms using default 
parameters.7 We base the selection of the most accurate algorithm on the 
testing classification error rate because it shows how well an algorithm 

Fig. 3. Boosting algorithm (Zhang et al., 2021).  

Fig. 4. Nearest neighbor algorithm (Zhang, 2016).  Fig. 5. Neural network (Tanty and Desmukh, 2015).  

7 In the default mode, multinomial and regularized multinomial provide the 
same results. L2 regularization is applied by default. 

D. Erokhin and M. Zagler                                                                                                                                                                                                                     



Economic Modelling 139 (2024) 106819

6

performs in the out-of-sample prediction. We see that it ranges between 
0.057 and 0.273 with the random forest having the lowest testing 
classification error rate. Given the complex nature of the decision to 
enter into a tax treaty, it can be the case that there is no unique theory, 
which would predict tax treaty conclusion in every country pair. In such 
a case, the random forest performs best in the out-of-sample fit when 
variables may affect the outcome differently in different countries 
(Basuchoudhary et al., 2017).8 Thus, we select the random forest algo-
rithm for prediction. Given that our classes are imbalanced, in Table A5 
(see Appendix), we summarize the results for alternative evaluation 
metrics such as sensitivity, precision, specificity, F1-score, and 
area-under-the-curve. The random forest algorithm outperforms other 
algorithms according to all the evaluation metrics. 

Nonetheless, the suboptimal performance of certain algorithms can 
be attributed to the mismatch between their default settings and the 
characteristics of the data. To address this problem, we implement a 
hyperparameter selection process wherein we fine-tune the parameters 
of each algorithm with the goal of maximizing testing accuracy. This is 
achieved through the application of grid search in conjunction with a 
10-fold cross-validation where an exhaustive set of possible features was 
tested (see Table 2). It is worth noting that random forest consistently 
outperforms the other algorithms. When we substitute the optimal 
random forest parameters into the train-test, we get the testing CER of 
approximately 0.057 as in the default setting9 

Given that the random forest algorithm exhibits a zero training 
classification error rate and the lowest testing classification error rate, 
we present it in more detail. As discussed above, a random forest rep-
resents an average of a collection of random classification trees, so we 
present a specific classification tree first. In Fig. 9, we present a classi-
fication tree with 11 nodes drawn using the CART® Classification of the 
Minitab statistics package. 

In a classification tree, nodes are the key elements that make up the 
structure of the tree. There are two types of nodes: root nodes, which 
mark the beginning of the tree, and internal nodes (or decision nodes) 
that act as decision points. Each node contains information about a 
specific attribute or feature from the dataset and the rule for making 
decisions based on that attribute. Branches, on the other hand, are the 
connections that link nodes together. They represent the possible out-
comes or categories that result from the decisions made at the parent 
node. When data is split at an internal node, branches connect to child 
nodes, which can be either other internal nodes or leaf nodes. The 
number of branches leaving an internal node depends on the number of 
possible outcomes for the attribute under consideration. In a classifica-
tion tree, this hierarchical structure of nodes and branches is used to 

Fig. 6. Naïve Bayes network.  

Fig. 7. Multinomial logistic classifier.  

Fig. 8. Support vector machine algorithm (Scikit-learn, 2022).  
8 Though random forest outperforms other algorithms in this problem and 

also seems reasonable from a theoretical point of view, we cannot exclude the 
potential existence of other algorithms not covered in the paper, which could 
reach a higher accuracy.  

9 To be precise, the default testing CER is 0.0566, the testing CER for the 
model with optimal parameters is 0.0569.  
10 The prediction accuracy of an algorithm without tuning may be greater than 

of an algorithm with tuning due to a concept called overfitting. Overfitting 
occurs when a model is trained too well on the training data, and as a result, it 
performs poorly on new and unseen data. By tuning the parameters of the al-
gorithm, the model may become more complex and may overfit the training 
data. In contrast, a model without tuning may be less complex and therefore 
less prone to overfitting.  
11 Another reason for the worse performance of some cross-validation in 

comparison to default models could be the limited variability in certain factors, 
e.g., distance. It could make it easier for the machine to classify countries in the 
whole sample. To address this limitation, we conduct an additional analysis 
where we only look at newly signed tax treaties. 
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systematically divide and categorize data, eventually leading to leaf 
nodes where the final classification labels are assigned to the data 
points. 

In the left branch of the tree where countries trade little we have only 
13% of country pairs with tax treaties. In terminal node 1, we have 
country pairs, which trade little and have a low FDI difference. In this 
node, only 8% of country pairs have a tax treaty (e.g.,12 Albania-Latvia, 
Bahrain-Yemen, Kyrgyz Republic-Moldova). In terminal node 2, we 
have country pairs, which trade little but have a higher FDI difference 
and are geographically close. In this node, the probability of a tax treaty 
increases up to 70% (e.g., Greece-Moldova, Armenia-Lebanon, Armenia- 
Cyprus). In terminal node 3, we have country pairs, which trade little, 
are geographically far away and have a medium FDI difference. The 
probability of them having a tax treaty is 20% (e.g., Ghana-Ireland, 
Solomon Islands-United Kingdom, Belarus-Hong Kong). If the FDI dif-
ference between these countries is very high (see terminal node 4), the 
probability increases to 65% (e.g., Luxembourg-Uruguay, Canada- 
Zambia, Malta-Mauritius). 

Summarizing the left branch of the classification tree, countries that 
trade little tend not to have a double tax treaty, unless they are 
geographically close or they have large difference in FDI, which can be 
an indication that one partner in the treaty is an important capital 
exporter (FDI source country), whereas the other country is a capital 
importer (FDI destination country). 

In the right branch of the tree where countries trade a lot, we have 
60% of country pairs with tax treaties and 40% without, so no clear 
indication yet. The difference in entry costs, measured as the cost to start 
a business in the respective country, allows us to establish a 70%–30% 
distinction. If countries have a similar attitude to business, identified by 
similar entry costs, we are likely to see a treaty, whereas otherwise it is 
not very likely. Once again, FDI and geographical distance allows us to 
further distinguish country pairs by their probability to have a double 
tax treaty. 

In terminal node 5, we have country pairs, which trade a lot, have a 
low difference in entry costs and FDI, and are at a medium geographical 
distance. For them, the probability of having a tax treaty is 60% (e.g., 
China-Croatia, Austria-Iceland, Malaysia-Slovak Republic). If they are 
very far away geographically, the probability falls to 22% (see terminal 
node 6) (e.g., Mexico-Ukraine, New Zealand-Norway, Australia-Israel). 
In terminal node 7, we have country pairs, which trade a lot, have a low 
difference in entry costs, and a high difference in FDI (e.g., China- 
Pakistan, Bosnia and Herzegovina-United Kingdom, Bangladesh-India). 
For them, the probability is 86%. In terminal node 8, we have country 
pairs, which trade a lot, have a high difference in entry costs, have a low 
sum of FDI, did not have a common colonizer, and are geographically 
close (e.g., Bahrain-Egypt, Egypt-Poland, Jordan-Qatar). For them, the 
probability is 42%. If they are geographically distant, the probability 
decreases to 16% (see terminal node 9) (e.g., Ecuador-Germany, 
Denmark-Kenya, Belgium-Nigeria). In terminal node 10, we have 
country pairs, which trade a lot, have a high difference in entry costs, 
have a low FDI sum, and had the same colonizer (e.g., Central African 
Republic-France, Nigeria-United Kingdom, Sudan-United Kingdom). 
Their probability of having a tax treaty is 93%. Finally, in terminal node 
11, we have country pairs, which trade a lot, have a high difference in 
entry costs, and have a high sum of FDI (e.g., Kazakhstan-Tajikistan, 
Ukraine-United Arab Emirates, Myanmar-Singapore). The probability 
for them is 52%. 

A random forest is a collection of classification trees, just like the one 
presented above. Each tree in the forest is distinct, but we can summa-
rize the results of the random forest algorithm by counting how often a 
particular variable appears relevant in every tree. Fig. 10 illustrates the 
relative variable importance of all explanatory variables of the random 
forest, which measures mean decrease in impurity13 within each tree 
with respect to the top predictor.14 Trade sum is identified as the most 

Table 2 
Hyperparameter selection outcome (10-fold cross-validation),10,11  

Method Parameter 1 Parameter 2 Parameter 3 Cross-validation training 
accuracy 

Cross-validation testing 
accuracy 

Random forest Optimal tree depth = 50 Optimal n. of splitting features 
= 4 

Optimal n. of trees =
100 

1 0.859 

Classification tree Optimal tree depth = 5   0.855 0.833 
Boosting Optimal learning rate = 0.1 Optimal n. of trees = 100 Optimal tree depth = 5 0.933 0.856 
Nearest Neighbor Optimal n. of nearest neighbors 

= 20 
Optimal kernel function =
uniform  

0.792 0.751 

Regularized 
multinomial 

Optimal penalization 
parameter = 0.001 

Optimal elastic parameter = 0  0.473 0.473 

Neural network Optimal n. of neurons in layer 1 
= 400 

Optimal n. of neurons in layer 
2 = 1000 

Optimal L2 
penalization = 0 

0.687 0.687 

Support vector 
machine 

Optimal C parameter = 0.001 Optimal GAMMA parameter =
0.001  

0.687 0.687  

Table 1 
Predictive accuracy of machine learning methods.  

Method Number of used training units Training classification error rate (CER) Number of used testing units Testing classification error rate (CER) 

Random forest 9057 0 8787 0.057 
Classification tree 9057 0 8787 0.108 
Boosting 9057 0.144 8787 0.150 
Nearest Neighbor 9057 0.175 8787 0.229 
Regularized multinomial 9057 0.201 8787 0.200 
Standard multinomial 9057 0.201 8787 0.200 
Neural network 9057 0.245 8787 0.248 
Support vector machine 9057 0.247 8787 0.250 
Naive Bayes 9057 0.279 8787 0.273  

12 For illustration, three examples of country pairs were randomly selected for 
each terminal node from our data. 

13 The impurity measures how well a split in each variable divides the data 
into correct classes (Disha and Waheed, 2022).  
14 We use Stata pylearn module (pyforest function) to calculate the variable 

importance (Droste, 2020). 
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important variable (100.00% relative importance) followed by FDI dif-
ference (77.68%), distance (58.48%), and FDI sum (48.50%). Trade 
difference (45.91%) as well as entry cost difference (43.50%) and GDP 
per capita sum (30.23%) are also important. Under top ten variables, we 
also have GDP sum (28.97%), common religion (26.22%), and GDP 
difference (24.61%). 

5. Prediction and policy implications 

We can use the random forest model to calculate the probability that 
two countries should have a double tax treaty in place. And we can 
confront this with the actual data. Fig. 11 illustrates the share of country 
pairs with tax treaties in each predicted probability decile. We see that 
the share clearly increases with the probability, demonstrating again the 
validity of the algorithm. We can distinguish three groups. If the pre-
dicted probability is above 60%, than more than nine out of ten coun-
tries will actually have a double tax treaty in place. If the predicted 
probability to have a DTT is below 30%, than less than one out of ten 
countries will actually have a double tax treaty. Only if the probability to 
have a tax treaty is between 30% and 60%, we do see both countries 
pairs with and without treaties, as expected. Within this range, with 
increasing probability countries actually are more likely to have a treaty 
already in place. 

Fig. 12 illustrates boxplots for country pairs with a tax and for 
country pairs without a tax treaty in 2019. We see that on average 
country pairs with a tax treaty have a much higher average predicted 
probability of having a tax treaty than countries without a tax treaty. 
The difference is statistically significant. This demonstrates the algo-
rithm is very good at predicting the status of a particular country. 

We can look beyond the sample horizon, which ended in 2019 due to 
data availability and see whether our results are an indicator of the 

likeliness of negotiations of double tax treaties. In Fig. 13 we draw 
boxplots for four different types of negotiation status. We present 
probabilities for treaties that have been signed since 2019 on the left, 
next treaties where negotiations have been completed (initialed), but 
the respective parliaments have not yet ratified them, then country pairs 
that are currently negotiating a treaty, and finally to the right country 
pairs that have not initiated treaty negotiations. 

There is little difference between the first three categories. The me-
dians are very similar, as much of distribution. Clearly, the start of ne-
gotiations can be predicted with our model, but not there completion. 
That depends much more on politics and resources devoted to negotia-
tions, and even to timing. Note that the observation period falls into the 
global pandemic (2020–2022), and countries and negotiation teams had 
other priorities than to fly across the world to negotiate a double tax 
treaty. The last category stands out, with a much lower median with 
respect to the other three. Countries that do not negotiate a treaty clearly 
have a much lower incentive to do so. We present simple t-statistics 
between all four categories to test the null hypothesis whether the me-
dian of one category is statistically different from any other category 
(see Table 3). As we already saw in the boxplots, this is the case only for 
the last category (no treaty negotiations), at the 1% significance level. 

Fig. 12 contains a few outliers, countries with a high probability to 
have a treaty that do not have one, and vice versa. Whilst the latter can 
be attributed to politics (for instance colonies), we can take a closer look 
at countries without treaties that exhibit a high probability to have one 
in place. We have already represented these cases in Fig. 13 in our 
boxplots. Table A6 in the appendix goes one step further and lists 59 
country pairs that based on their 2019 features had been likely to have 
tax treaties (probability >60%) but had not had them yet. The predic-
tion comes from the random forest. Column 3 contains the probability of 
the country pairs having a tax treaty in 2019, which ranges between 

Fig. 9. Example of a classification tree with 11 nodes.  
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0.60 and 0.93. The table is extended by the current tax treaty status of 
the country pairs in column 4. We see that 24 country pairs are in the 
negotiation process, 4 have signed a tax treaty, and 3 have initialed a tax 
treaty. 6 country pairs have signed or are negotiating an exchange of 
information agreement or a transport tax treaty. 3 country pairs used to 
have tax treaties, which were terminated. Especially appealing is the 
identification of the 19 country pairs, which are likely to conclude tax 
treaties in the future, but no negation has been reported at the date of 
this publication. This is particularly relevant for policymakers. First, it 
gives clear guidelines to the countries involved to understand which 
future treaty may pose an attractive opportunity. Second, it gives 

Fig. 10. Relative variable importance.  

Fig. 11. Share of country pairs with tax treaties in each predicted probabil-
ity decile. 

Table 3 
T-statistics.  

Median/ 
Distribution 

Signed Initialed Under 
negotiation 

No tax 
treaty 

Signed . 0.2214 1.5750 4.4240*** 
Initialed − 0.2214 . 0.8421 3.6995*** 
Under 

negotiation 
− 1.5750 − 0.8421 . 11.7288*** 

No tax treaty − 4.4240*** − 3.6995*** − 11.7288*** . 

Note: t-statistics. *** identifies significance at the 1% level. 
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neighboring countries an indication which potential treaty may be a 
competitive pressure for their respective economies. 

The following countries/regions stand out by the number of pre-
dicted tax treaties: Germany (9), Saudi Arabia (8), Brazil (7), Myanmar 
(7), and Hong Kong (6). Below, we discuss the countries/regions with 
the highest number of predicted tax treaties. 

Brazil has a population of over 214 million people and is a resource- 
abundant country. Brazil is under top 25 most attractive countries for 
FDI worldwide and the third one under the emerging markets (Kearney, 
2022). However, the country only has 36 ratified tax treaties, though its 
number of tax treaties is increasing (Dagnese, 2006). For example, in the 
United Kingdom the lack of a tax treaty with Brazil was regarded as a 
gap in the UK global tax treaty network and its conclusion was seen as 
one of the main priorities (KPMG, 2022). 

Germany as the largest country in the European Union both by 
population and GDP is clearly an attractive economic partner to have a 
tax treaty with. Moreover, Germany is regarded as the second most 
attractive destination for FDI globally (Kearney, 2022). 

Hong Kong SAR (Special Administrative Region of the People’s Re-
public of China) is a highly developed place with a network of 45 tax 
treaties. Hong Kong plays a dominant role of an intermediary for FDI 
flows in Asia (Leung & & Unteroberdoerster, 2008) and is one of the 8 
major “pass-through economies” globally (Damgaard et al., 2018). It is 
both known as an FDI tax haven or offshore financial center (Hines Jr, 
2010) and a place for round-tripping FDI (Xiao, 2004). Especially, it is 

an attractive conduit location to enter the Mainland China (Hong, 2018). 
The benefits and opportunities Hong Kong provides to foreign investors 
make it an attractive tax treaty partner. 

Myanmar is a country with a population of 54 million people rich in 
resources like precious stones, rare-earth metals, oil, and natural gas.15 

Fig. 12. Probability of having a tax treaty by actual tax treaty status.  

Fig. 13. Probability of having a tax treaty and current negotiation status.  

Table 4 
Logit and probit regression coefficients.  

Variables (1) (2) 

Logit Probit 

Logged trade sum 0.388*** 0.214*** 
(0.0259) (0.0143) 

Logged FDI difference 0.102*** 0.0594*** 
(0.00738) (0.00424) 

Distance − 0.000153*** − 8.62e- 
05*** 

(9.49e-06) (5.25e-06) 
Logged FDI sum 0.0537*** 0.0307*** 

(0.00769) (0.00443) 
Logged trade difference − 0.0704*** − 0.0403*** 

(0.0230) (0.0129) 
Entry cost difference − 0.0204*** − 0.00979*** 

(0.00188) (0.000909) 
Logged GDPcap sum 0.795*** 0.453*** 

(0.0896) (0.0500) 
Logged GDP sum − 0.546*** − 0.313*** 

(0.0639) (0.0361) 
Common religion − 0.128 − 0.0660 

(0.137) (0.0760) 
Logged GDP difference 0.0433 0.0339 

(0.0396) (0.0225) 
Logged population sum 0.471*** 0.260*** 

(0.0824) (0.0463) 
Logged GDPcap difference − 0.0901** − 0.0538** 

(0.0389) (0.0217) 
Logged population difference − 0.0428 − 0.0244 

(0.0387) (0.0219) 
Entry time difference − 0.00298* − 0.00137 

(0.00174) (0.000948) 
EU 0.105 0.0513 

(0.0735) (0.0415) 
Entry procedure difference − 0.0329** − 0.0194** 

(0.0145) (0.00809) 
RTA 0.252*** 0.157*** 

(0.0773) (0.0438) 
GATT − 0.293*** − 0.156*** 

(0.0654) (0.0369) 
Common legal origins change in 1991 0.825*** 0.452*** 

(0.134) (0.0760) 
WTO − 0.103 − 0.0740 

(0.0965) (0.0545) 
Same colonizer ever − 0.0911 − 0.0524 

(0.131) (0.0729) 
Common legal origins before 1991 0.0942 0.0619 

(0.125) (0.0708) 
Common legal origins after 1991 − 0.333*** − 0.178** 

(0.125) (0.0707) 
Common official language 0.222 0.124 

(0.168) (0.0904) 
Common colonizer post 1945 0.707*** 0.397*** 

(0.151) (0.0836) 
Common language spoken by at least 9% of the 

population 
− 0.284* − 0.163* 
(0.161) (0.0872) 

Colonial or dependency relationship ever 0.986** 0.680*** 
(0.386) (0.208) 

Colonial relationship post 1945 1.504*** 0.607** 
(0.470) (0.241) 

Contiguity − 0.484** − 0.310** 
(0.219) (0.121)  

15 For example, Myanmar supplies up to 90% of world rubies (Shor and 
Weldon, 2009) and produces around 9% of the world’s rare earths, which 
makes it the third largest rare-earth producer worldwide (US Geological Survey, 
2022). 
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After becoming independent from the UK Myanmar experienced tur-
bulent time with lasting civil-war periods. The liberalization of the 
country in the latest years led to weakening of Western sanctions and 
opening the country to the world. This would make it attractive for 
Myanmar to develop and deepen economic relations with other coun-
tries. However, the military coup in 2021 might postpone these 
developments. 

Saudi Arabia is a resource-abound country with around 36 million 
people. For a long period of time, it used to have only one tax treaty with 

France (Daman, 2006). However, it has started expanding its tax treaty 
network to improve economic relations and attract more FDI. 

6. Robustness check and conventional econometric methods 

In addition to machine learning algorithms, we want to utilize 
traditional econometric methods in the analysis of tax treaty formation. 
In line with established literature, we employ logit and probit re-
gressions to gain insights into the data. Whereas conventional econo-
metric methods investigate global maximum likelihood, machine 
learning algorithms tend to search for local maxima, and therefore differ 
fundamentally in method. We could tackle this issue with a full set of 
interaction effects in a conventional econometric model estimation. 
With many variables, this would lead to a dramatic decline in the de-
grees of freedom, and hence technically infeasible. We therefore do not 
include any interaction effects here. Table 4 summarizes the regression 
coefficients for logit and probit. 

We take logarithms of FDI, trade, GDP, GDP per capita, and popu-
lation sum and difference, which would be a classical way when using 
these variables in a regression. We do not expect this approach to 
significantly impact our results. In addition, we use the estat 

Fig. 14. Relative variable importance for random forest and logit regression. 
Legend: 1. Trade sum, 2. FDI difference, 3. Distance, 4. FDI sum, 5. Trade 
difference, 6. Entry cost difference, 7. GDPcap sum, 8. GDP sum, 9. Common 
religion, 10. GDP difference, 11. Population sum, 12. GDPcap difference, 13. 
Population difference, 14. Entry time difference, 15. EU, 16. Entry procedure 
difference, 17. RTA, 18. GATT, 19. Common legal origins change in 1991, 20. 
WTO, 21. Same colonizer ever, 22. Common legal origins before 1991, 23. 
Common legal origins after 1991, 24. Common official language, 25. Common 
colonizer post 1945, 26. Common language spoken by at least 9% of the pop-
ulation, 27. Colonial or dependency relationship ever, 28. Colonial relationship 
post 1945, 29. Contiguity. 

Fig. 15. Probability of having a tax treaty predicted by random forest vs. probability of having a tax treaty predicted by logit vs. actual tax treaty status.  

Table 5 
Predictive accuracy of machine learning methods.  

Method Number of used 
training units 

Training 
CER 

Number of 
used testing 
units 

Testing 
CER 

Random forest 671 0 5991 0.009 
Classification 

tree 
671 0 5991 0.082 

Boosting 671 0.033 5991 0.035 
Nearest Neighbor Does not work with default parameters 
Regularized 

multinomial 
Same as standard multinomial with default parameters 

Standard 
multinomial 

671 0.083 5991 0.029 

Neural network 671 0.206 5991 0.159 
Support vector 

machine 
671 0.073 5991 0.006 

Naive Bayes 671 0.095 5991 0.060  
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classification command to estimate the accuracy of the models. The logit 
regression correctly classifies 84.97% of observations in the test sample, 
and the probit regression 84.99%. This implies that for the analysis of 
tax treaty formation random forest outperforms conventional econo-
metric methods. 

In order to compare the results of Table 4 with Fig. 10, we calculate 
fully standardized coefficients obtained from the Logit regression16 and 
put them in relation to the highest coefficient to identify their impor-
tance for the model. In Fig. 14 we plot this against the results obtained in 
Fig. 10.17 The further up, the more important is a variable in our ma-
chine learning algorithm, the further to the left, the more important it is 
in our logit regression. The line represents points where machine 
learning and logit exhibit identical importance, for every variable above 
(below) the line machine learning considers it more (less) important 
than logit. 

We find that both machine learning and conventional econometrics 
identify the trade sum as the most important exogenous variables. A 
major importance of double tax treaties is the avoidance of double 
taxation for multinational corporations. Whereas machine learning 
quite sensibly identifies FDI – both the sum (point 4 in Fig. 14) and the 
difference (point 2) between these two countries, Logit (and Probit) 
point towards GDP (points 8 and 10) as a major explanation. 

Fig. 15 plots random forest predictions against logit predictions 
against actual tax treaty status. Also graphically we see that random 
forest outperforms logit regression. Both of them are good in the 
quadrants I and III in predicting country pairs with tax treaties as having 
tax treaties (blue dots) and country pairs without tax treaties as not 
having tax treaties (red dots) respectively. However, as opposed to 
random forests, logit performs poor in the quadrants II and IV. It predicts 
many country pairs with tax treaties as not having tax treaties (the blue 
dots in the upper left quadrant) and many country pairs without tax 
treaties as having tax treaties (the red dots in the lower right quadrant), 
respectively. Indeed, the strength of machine learning lies in its pre-
dictability performance, demonstrated in this graph. We find only very 
few red dots in the upper half of the graph and very few blue dots in the 
lower half of the graph (which would be prediction errors of the random 
forest algorithm). 

The preceding analysis should be interpreted in light of its con-
straints, primarily stemming from the limited variability in certain fac-
tors, notably distance. This constraint may exert an influence on the 
results by rendering the task more straightforward for the algorithms. In 
response to these potential limitations, we have undertaken a rigorous 
examination that specifically focuses on newly signed treaties. Although 
this refined approach may exacerbate data imbalances, it holds the 

promise of delivering more robust and enlightening outcomes, particu-
larly with regard to predictive accuracy. 

Given the low number of about 50 country pairs with new tax treaties 
per year, we apply the technique of random undersampling by randomly 
selecting 10% of country pairs without tax treaties in the train sample. 
After that, we have about 7.30% of country pairs with tax treaties and 
the rest without tax treaties in our train sample. Table 5 presents pre-
dictive accuracy of different algorithms with default parameters, 
whereas Table 6 conducts the hyperparameter selection. 

Though support vector machine has a higher testing accuracy than 
other algorithms, it is based on a simple rule of classifying all country 
pairs as not having tax treaties. The random forest is the second best- 
performing algorithm. Its testing classification error rate is 0.009 in 
the default mode. When we do hyperparameter selection we have a CER 
of 0.012.18 

When we look at which country pairs were likely to have new tax 
treaties in 2019 but did not have them yet based on the random forest 
prediction (predicted probability of having a tax treaty equal to or 
greater than 60% as in the main analysis above), these were Brazil- 
Germany, Brazil-United Kingdom, Brazil-United States, China- 
Dominican Republic, China-Myanmar, China-Samoa, Denmark-France, 
Germany-Qatar, and Saudi Arabia-United States. Most of these pre-
dictions already have a tax treaty relationship, which supports machine 
learning as a valid tool in tax treaty predictions. The Denmark-France 
tax treaty was signed in February 2022. Though there is no tax treaty 
between Brazil and the United States yet, there have been multiple at-
tempts to negotiate it and the United States are considered the most 
important trade partner with whom Brazil does not have a tax treaty yet 
(Schoueri and Haddad, 2018). The Brazil-Germany tax treaty was 
terminated in 2005 (Dagnese, 2006) with a new treaty being under 
negotiation. A tax treaty between Brazil und the United Kingdom was 
signed in November 2022. Germany and Qatar have been negotiating a 

Table 6 
Hyperparameter selection outcome (10-fold cross-validation).  

Method Parameter 1 Parameter 2 Parameter 3 Cross-validation training 
accuracy 

Cross-validation testing 
accuracy 

Random forest Optimal tree depth = 10 Optimal n. of splitting 
features = 5 

Optimal n. of trees = 14 0.988 0.934 

Classification tree Optimal tree depth = 3   0.948 0.922 
Boosting Optimal learning rate = 0 Optimal n. of trees = 1 Optimal tree depth = 1 0.927 0.927 
Nearest Neighbor Optimal n. of nearest neighbors 

= 18 
Optimal kernel function =
distance  

1 0.923 

Regularized 
multinomial 

Optimal penalization 
parameter = 0.01 

Optimal elastic parameter =
0  

0.927 0.927 

Neural network Optimal n. of neurons in layer 1 
= 1 

Optimal n. of neurons in 
layer 2 = 1 

Optimal L2 
penalization = 0 

0.927 0.927 

Support vector 
machine 

Optimal C parameter = 0.01 Optimal GAMMA parameter 
= 0  

0.945 0.927  

16 Logit performed slightly better than probit, but results are very similar.  
17 Note the axis are logarithmically scaled in order to avoid bunching around 

the origin. The axis represents absolute values, and only 9 variables are above 
40 in one of the two dimensions (1–9 and 11). 

18 The value is obtained by inputting parameters optimized through cross- 
validation into the final test dataset. The prediction accuracy of a random 
forest algorithm without tuning may be greater than a random forest algorithm 
with tuning if the validation set is not representative of the general population. 
The model may become too specialized to the peculiarities of the validation set. 
The performance can also vary with different random seeds due to the 
randomness in selecting features and samples for building trees. It is possible 
that the untuned model got a “luckier” draw in terms of the subsets of the data 
it worked with, leading to better performance on the test set by chance. Another 
potential reason could lie in the data shift. If there is a significant shift in the 
distribution of the test data compared to the training and validation data, the 
model tuned on the latter might perform worse. An untuned model, being less 
specialized, might accidently be more robust to such shifts. Especially, it is to 
consider that given the low number of country pairs with a tax treaty in the 
whole dataset, their number in the cross-validation datasets may be even lower. 
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tax treaty.(Seefn19) 

7. Conclusion 

The paper analyzed country pairs that have tax treaties and country 
pairs that do not have tax treaties. For this, it applied novel machine 
learning techniques. Instead of relying on a theoretical model, it let the 
data speak, which is reasonable given the complex nature of the decision 
to enter into a tax treaty. A wide set of gravity variables was used to train 
the machine to distinguish between country pairs with tax treaties and 
country pairs without tax treaties. The year 2018 was chosen as the year 
to train the machine. In total, nine machine learning algorithms were 
trained and then tested using the 2019 data to estimate their predictive 
power. The random forest algorithm was selected as the one with the 
lowest testing classification error rate and thus the highest predictive 
power. The random forest was also found to outperform the conven-
tional logit and probit regressions. 

59 country pairs were identified that should have had tax treaties in 
year 2019 based on their features but had not had a tax treaty. 31 have 
already started or completed the negotiation process, whereas only 19 
have to our knowledge not yet initiated a negotiation. Countries/regions 
with the highest number of predicted new tax treaties are Germany (9), 
Saudi Arabia (8), Brazil (7), Myanmar (7), and Hong Kong (6). All 
identified country pairs were then investigated in terms of their current 
tax treaty status. 

Among the countries that have more than one missed opportunity for 
negotiation are Algeria, Brazil, China, Cyprus, Germany, Greece, the 
Netherlands, Myanmar, Saudi Arabia and Ghana. For policymakers in 
these countries in general, and their respective negotiation teams, these 
potential treaties present a clear opportunity to improve their treaty 
policy. For neighboring counties (such as France in the case of Germany 

and Belgium in the case of the Netherlands), these potential treaties pose 
a threat to their treaty network and tax policy. They may want to check 
whether they already have a treaty with respect to potential partners of 
their neighbors. Given a predicted treaty between Germany and Jordan 
and Germany and Peru, France may want to check whether it should 
start negotiating with Peru, or whether it should start improving con-
ditions in its existing treaty with Jordan, which was last amended in 
2019. 

This paper has given a clear guideline how machine learning algo-
rithms can give policymakers a clear indication of a course of action. In 
particular, we have used a particular machine learning algorithm, 
namely random forests, to predict potential future tax treaties between 
country pairs, and have argued that this gives a clear indication for 
national treaty negotiators on which treaty policy to follow. 

Whereas the primary emphasis of this paper lies in the examination 
of country pairs with existing tax treaties as opposed to those without, 
utilizing their current features as the basis for comparison, a compelling 
avenue for future research could involve delving into the prediction of 
new tax treaties. The robustness check, which specifically considers 
newly signed tax treaties in the years 2018 and 2019, serves as a sug-
gestive guidepost for this broader analytical framework. 
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Appendix  

Table A1 
Variable description  

Variable Description Data source 

DTT Dummy variable if countries have a signed tax treaty Tax Treaties Explorer, IBFD Tax Research Platform 
FDI sum Sum of FDI stocks (in thousands current US$) Calculated by the authors using IMF Coordinated Direct 

Investment Survey 
FDI difference Absolute difference of FDI stocks (in thousands current US$) Calculated by the authors using IMF Coordinated Direct 

Investment Survey 
Trade sum Sum of trade flows (in thousands current US$) Calculated by the authors using the CEPII Gravity Database. 

Original data source: IMF Direction of Trade Statistics 
Trade difference Absolute difference of trade flows (in thousands current US$) Calculated by the authors using the CEPII Gravity Database. 

Original data source: IMF Direction of Trade Statistics 
GDP sum Sum of GDPs (current thousands US$) Calculated by the authors using the CEPII Gravity Database. 

Original data source: World Bank’s Development Indicators 
GDP difference Absolute difference of GDPs (current thousands US$) Calculated by the authors using the CEPII Gravity Database. 

Original data source: World Bank’s Development Indicators 
GDP per capita sum Sum of GDPs per capita (current thousands US$) Calculated by the authors using the CEPII Gravity Database. 

Original data source: World Bank’s Development Indicators 
GDP per capita difference Absolute difference of GDPs per capita (current thousands US$) Calculated by the authors using the CEPII Gravity Database. 

Original data source: World Bank’s Development Indicators 
Population sum Sum of populations (in thousands) Calculated by the authors using the CEPII Gravity Database. 

Original data source: World Bank’s Development Indicators 
Population difference Absolute difference of populations (in thousands) Calculated by the authors using the CEPII Gravity Database. 

Original data source: World Bank’s Development Indicators 
Distance Simple distance between most populated cities (km) CEPII Gravity Database. Original data source: Geosphere R 

package 
Contiguity Dummy variable if countries are contiguous CEPII Gravity Database. Original data source: ARCGIS’s World 

Countries (Generalized) database 

(continued on next page) 

19 We are only talking about publicly known status. At the same time, we cannot exclude that there are also non-public negotiations in a number of cases. 
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Table A1 (continued ) 

Variable Description Data source 

Regional trade agreement Dummy variable if the pair currently has an RTA CEPII Gravity Database. Original data source: WTO’s Regional 
Trade Agreements database 

WTO membership Variable is equal to 2 if both countries are WTO members, to 1 if one of the 
countries is WTO member, to 0 if none of the countries are WTO members 

Calculated by the authors using the CEPII Gravity Database. 
Original data source: List of WTO members on WTO website 

GATT membership Variable is equal to 2 if both countries are GATT members, to 1 if one of the 
countries is GATT member, to 0 if none of the countries are GATT members 

Calculated by the authors using the CEPII Gravity Database. 
Original data source: List of GATT members on WTO website 

EU membership Variable is equal to 2 if both countries are EU members, to 1 if one of the 
countries is EU member, to 0 if none of the countries are EU members 

Calculated by the authors using the CEPII Gravity Database. 
Original data source: List of EU members on EU website 

Entry cost difference Absolute difference in cost of business start-up procedures (% of GNI per 
capita) 

Calculated by the authors using the CEPII Gravity Database. 
Original data source: World Bank Development Indicators API 

Entry time difference Absolute difference in days required to start a business Calculated by the authors using the CEPII Gravity Database. 
Original data source: World Bank Development Indicators API 

Entry procedure difference Absolute difference in number of start-up procedures to register a business Calculated by the authors using the CEPII Gravity Database. 
Original data source: World Bank Development Indicators API 

Common official or primary 
language 

Dummy variable if countries share common official or primary language CEPII Gravity Database. Original data source: CEPII’s GeoDist 

Common language spoken by at 
least 9% of the population 

Dummy variable if countries share a common language spoken by at least 9% 
of the population 

CEPII Gravity Database. Original data source: CEPII’s GeoDist 

Common religion Religious proximity index CEPII Gravity Database. Original data source: LaPorta et al. 
(1999): 

Common colonizer post 1945 Dummy variable if countries share a common colonizer post 1945 CEPII Gravity Database. Original data source: CEPII’s GeoDist 
Colonial relationship post 1945 Dummy variable if countries are or were in colonial relationship post 1945 CEPII Gravity Database. Original data source: CEPII’s GeoDist 
Common legal origins before 

1991 
Dummy variable if countries share common legal origins before 1991 CEPII Gravity Database. Original data source: La Porta et al. 

(1999) and La Porta et al. (2008) 
Common legal origins after 1991 Dummy variable if countries share common legal origins after 1991 CEPII Gravity Database. Original data source: La Porta et al. 

(1999) and La Porta et al. (2008) 
Common legal origin change in 

1991 
Dummy variable if common legal origins changed in 1991 CEPII Gravity Database. Original data source: La Porta et al. 

(1999) and La Porta et al. (2008) 
Colonial or dependency 

relationship ever 
Dummy variable if pair ever was in colonial or dependency relationship 
(including before 1948) 

CEPII Gravity Database. Original data source: Head et al. 
(2010), CIA World Factbook, Correlates of War Project (COW) 

Same colonizer ever Dummy variable if pair ever had the same colonizer (including before 1948) CEPII Gravity Database. Original data source: Head et al. 
(2010), CIA World Factbook, Correlates of War Project   

Table A2 
Summary statistics (2018 training sample)  

Variable Mean Standard deviation Minimum Maximum 

DTT 1.313 0.464 1 2 
FDI sum 1498688 17500000 0 898000000 
FDI difference 1475117 13200000 0 467000000 
Trade sum 2008019 18500000 0.002 1020000000 
Trade difference 170652 1230614 0 58800000 
GDP sum 1490000000 3400000000 1310732 34500000000 
GDP difference 1290000000 3280000000 7955.162 20600000000 
GDP per capita sum 37.403 30.571 0.800 199.472 
GDP per capita difference 23.620 23.121 0.002 116.273 
Population sum 117459.800 262939.600 149.200 2745347 
Population difference 94712.490 251872.300 9.064 1392678 
Distance 7232.871 4355.616 59.617 19812.040 
Contiguity 0.024 0.152 0 1 
Regional trade agreement 0.286 0.452 0 1 
WTO membership 1.844 0.376 0 2 
GATT membership 1.506 0.611 0 2 
EU membership 0.435 0.564 0 2 
Entry cost difference 23.673 33.607 0 200.300 
Entry time difference 16.643 22.003 0 173.500 
Entry procedure difference 3.167 2.402 0 14 
Common official or primary language 0.151 0.358 0 1 
Common language spoken by at least 9% of the population 0.151 0.358 0 1 
Common religion 0.166 0.243 0 0.993 
Common colonizer post 1945 0.087 0.282 0 1 
Colonial relationship post 1945 0.011 0.106 0 1 
Common legal origins before 1991 0.323 0.468 0 1 
Common legal origins after 1991 0.376 0.484 0 1 
Common legal origin change in 1991 0.097 0.296 0 1 
Colonial or dependency relationship ever 0.016 0.125 0 1 
Same colonizer ever 0.171 0.376 0 1   
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Table A3 
Mean of the variables for country pairs with and without tax treaties in 2018  

Variable/Mean value Country pairs with tax 
treaties 

Country pairs without tax 
treaties 

Ha:diff <0 Ha:diff = 0 Ha:diff >0 

FDI sum 4 575 965 95 834 Pr(T < t) =
0.0000 

Pr(T < t) =
0.0000 

Pr(T < t) =
1.0000 

FDI difference 4 501 843 95 308 Pr(T < t) =
0.0000 

Pr(T < t) =
0.0000 

Pr(T < t) =
1.0000 

Trade sum 5 929 274 220 417 Pr(T < t) =
0.0000 

Pr(T < t) =
0.0000 

Pr(T < t) =
1.0000 

Trade difference 459 436 39 003 Pr(T < t) =
0.0000 

Pr(T < t) =
0.0000 

Pr(T < t) =
1.0000 

GDP sum 2 270 000 000 1 130 000 000 Pr(T < t) =
0.0000 

Pr(T < t) =
0.0000 

Pr(T < t) =
1.0000 

GDP difference 1 830 000 000 1 050 000 000 Pr(T < t) =
0.0000 

Pr(T < t) =
0.0000 

Pr(T < t) =
1.0000 

GDP per capita sum 51 31 Pr(T < t) =
0.0000 

Pr(T < t) =
0.0000 

Pr(T < t) =
1.0000 

GDP per capita difference 28 22 Pr(T < t) =
0.0000 

Pr(T < t) =
0.0000 

Pr(T < t) =
1.0000 

Population sum 170 562 93 252 Pr(T < t) =
0.0000 

Pr(T < t) =
0.0000 

Pr(T < t) =
1.0000 

Population difference 137 832 75 055 Pr(T < t) =
0.0000 

Pr(T < t) =
0.0000 

Pr(T < t) =
1.0000 

Distance 5222 8150 Pr(T < t) =
1.0000 

Pr(T < t) =
0.0000 

Pr(T < t) =
0.0000 

Contiguity 0.050 0.012 Pr(T < t) =
0.0000 

Pr(T < t) =
0.0000 

Pr(T < t) =
1.0000 

Regional trade agreement 0.478 0.199 Pr(T < t) =
0.0000 

Pr(T < t) =
0.0000 

Pr(T < t) =
1.0000 

WTO membership 1.874 1.831 Pr(T < t) =
0.0000 

Pr(T < t) =
0.0000 

Pr(T < t) =
1.0000 

GATT membership 1.485 1.515 Pr(T < t) =
0.9851 

Pr(T < t) =
0.0298 

Pr(T < t) =
0.0149 

EU membership 0.676 0.326 Pr(T < t) =
0.0000 

Pr(T < t) =
0.0000 

Pr(T < t) =
1.0000 

Entry cost difference 10.722 29.577 Pr(T < t) =
1.0000 

Pr(T < t) =
0.0000 

Pr(T < t) =
0.0000 

Entry time difference 12.602 18.485 Pr(T < t) =
1.0000 

Pr(T < t) =
0.0000 

Pr(T < t) =
0.0000 

Entry procedure difference 2.939 3.270 Pr(T < t) =
1.0000 

Pr(T < t) =
0.0000 

Pr(T < t) =
0.0000 

Common official or primary language 0.1506 0.1509 Pr(T < t) =
0.5223 

Pr(T < t) =
0.9554 

Pr(T < t) =
0.4777 

Common language spoken by at least 9% of the 
population 

0.161 0.146 Pr(T < t) =
0.0325 

Pr(T < t) =
0.0650 

Pr(T < t) =
0.9675 

Common religion 0.169 0.164 Pr(T < t) =
0.1882 

Pr(T < t) =
0.3763 

Pr(T < t) =
0.8118 

Common colonizer post 1945 0.09 0.085 Pr(T < t) =
0.1771 

Pr(T < t) =
0.3541 

Pr(T < t) =
0.8229 

Colonial relationship post 1945 0.028 0.004 Pr(T < t) =
0.0000 

Pr(T < t) =
0.0000 

Pr(T < t) =
1.0000 

Common legal origins before 1991 0.328 0.321 Pr(T < t) =
0.2630 

Pr(T < t) =
0.5259 

Pr(T < t) =
0.7370 

Common legal origins after 1991 0.369 0.379 Pr(T < t) =
0.8208 

Pr(T < t) =
0.3583 

Pr(T < t) =
0.1792 

Common legal origins change in 1991 0.135 0.080 Pr(T < t) =
0.0000 

Pr(T < t) =
0.0000 

Pr(T < t) =
1.0000 

Colonial or dependency relationship ever 0.037 0.006 Pr(T < t) =
0.0000 

Pr(T < t) =
0.0000 

Pr(T < t) =
1.0000 

Same colonizer ever 0.175 0.169 Pr(T < t) =
0.2216 

Pr(T < t) =
0.4433 

Pr(T < t) =
0.7784   
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Table A4 
List of countries/regions  

Albania, Algeria, Angola, Antigua and Barbuda, Argentina, Armenia, Australia, Austria, Azerbaijan, Bahamas, Bahrain, 
Bangladesh, Barbados, Belarus, Belgium, Belize, Benin, Bhutan, Bolivia, Bosnia and Herzegovina, Botswana, Brazil, 
Brunei, Bulgaria, Burkina Faso, Burundi, Cambodia, Cameroon, Canada, Central African Republic, Chad, Chile, China, 
Colombia, Comoros, Congo, Costa Rica, Cote d’Ivoire, Croatia, Cyprus, Democratic Republic of Congo, Denmark, 
Djibouti, Dominica, Dominican Republic, Ecuador, Egypt, El Salvador, Equatorial Guinea, Estonia, Ethiopia, Fiji, 
Finland, France, Gabon, Gambia, Georgia, Germany, Ghana, Greece, Grenada, Guatemala, Guinea, Guinea-Bissau, 
Guyana, Haiti, Honduras, Hong Kong, Hungary, Iceland, India, Indonesia, Iran, Iraq, Ireland, Israel, Italy, Jamaica, 
Japan, Jordan, Kazakhstan, Kenya, Kiribati, Kuwait, Kyrgyz Republic, Laos, Latvia, Lebanon, Lesotho, Liberia, Libya, 
Luxembourg, Macedonia, Madagascar, Malawi, Malaysia, Maldives, Mali, Malta, Mauritania, Mauritius, Mexico, 
Micronesia, Moldova, Mongolia, Morocco, Mozambique, Myanmar, Namibia, Nepal, Netherlands, New Zealand, 
Nicaragua, Niger, Nigeria, Norway, Oman, Pakistan, Panama, Papua New Guinea, Paraguay, Peru, Philippines, Poland, 
Portugal, Qatar, Romania, Russia, Rwanda, Saint Kitts and Nevis, Saint Lucia, Saint Vincent and the Grenadines, Samoa, 
Sao Tome and Principe, Saudi Arabia, Senegal, Seychelles, Sierra Leone, Singapore, Slovak Republic, Slovenia, Solomon 
Islands, South Africa, South Korea, Spain, Sri Lanka, Sudan, Suriname, Sweden, Switzerland, Tajikistan, Tanzania, 
Thailand, Togo, Tonga, Trinidad and Tobago, Tunisia, Turkey, Uganda, Ukraine, United Arab Emirates, United 
Kingdom, United States, Uruguay, Uzbekistan, Vanuatu, Vietnam, Yemen, Zambia, Zimbabwe.   

Table A5 
Alternative performance metrics for classification of the test data  

Method Sensitivity Precision Specificity F1-score Area-under-the-curve 

Random forest 0.869 0.951 0.979 0.908 0.983 
Classification tree 0.829 0.834 0.921 0.831 0.875 
Boosting 0.703 0.807 0.920 0.752 0.812 
Nearest Neighbor 0.525 0.688 0.887 0.596 0.786 
Regularized multinomial 0.579 0.742 0.905 0.650 0.743 
Standard multinomial 0.579 0.742 0.905 0.650 0.743 
Neural network 0.291 0.828 0.971 0.431 0.631 
Support vector machine 0.313 0.778 0.958 0.447 0.636 
Naive Bayes 0.228 0.708 0.956 0.345 0.596  

Sensitivity =
true positives

true positives+false negatives. 
Sensitivity is applicable when we are intolerable towards false negatives. For example, in the case of diabetes diagnostics we would leave a diabetic 

person labelled healthy. 
Precision =

true positives
true positives+false positives. 

Precision refers to the proportion of predicted positives that are actually positive. It measures how well a model can identify true positives. 
Precision is the metric of choice when the cost of false positives is significant. To exemplify, suppose we prefer receiving one extra spam email in our 
primary inbox than having a legitimate email flagged as spam. 

Specificity =
true negatives

true negatives+false positives. 
Specificity refers to the proportion of actual negatives that are correctly identified as such by the machine learning model. It measures how well a 

model can identify true negatives. Specificity is the suitable parameter when the price of false positives is high. As an instance, let us consider a drug 
test, after which everyone who tests positive is sent to prison. 

F1 − score =
2∗sensitivity∗precision
sensitivity+precision . 

F1-score is the harmonic mean of precision and sensitivity and provides a balanced measure between the two metrics. It is useful when both 
precision and sensitivity are equally important. 

The area under the curve (AUC) measures the overall performance of the classifier at all possible threshold values. The AUC ranges from 0 to 1, 
where a perfect classifier has an AUC of 1, and a completely random classifier has an AUC of 0.5. The AUC is calculated by plotting the receiver 
operating characteristic (ROC) curve. The ROC curve is created by plotting the true positive rate (TPR) against the false positive rate (FPR) for different 
threshold values. The TPR is the proportion of true positive predictions among all actual positive cases, and the FPR is the proportion of false positive 
predictions among all actual negative cases. To calculate the AUC, the ROC curve is integrated using the trapezoidal rule. The area under the curve is 
then calculated by summing the areas of the trapezoids formed by adjacent points on the curve. The resulting value represents the overall performance 
of the classifier at all possible threshold values.  

Table A6 
Country pairs predicted to have tax treaties in 2019 and their current tax treaty status in 2023  

Country/region 
A 

Country/region B Predicted probability of a tax treaty in 
2019 

Current status of a tax treaty in 2023 (IBFD, 2023; Orbitax, 2023)18 

Signed 
Croatia United States 0.62 Signed (December 2022) 
Denmark France 0.81 Signed (February 2022) 
Brazil United Kingdom 0.76 Signed (November 2022) 
Brazil Poland 0.67 Signed (September 2022) 
Initialled 

(continued on next page) 
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Table A6 (continued ) 

Country/region 
A 

Country/region B Predicted probability of a tax treaty in 
2019 

Current status of a tax treaty in 2023 (IBFD, 2023; Orbitax, 2023)18 

Croatia Cyprus 0.77 Initialled 
Greece Japan 0.65 Initialled 
Hong Kong Turkey 0.85 Initialled 
Under negotiation 
Albania Slovak Republic 0.60 Under Negotiation 
Argentina South Korea 0.72 Under Negotiation 
Australia Bangladesh 0.66 Under Negotiation 
Bahrain India 0.63 Under Negotiation 
Bangladesh Hong Kong 0.69 Under Negotiation 
Brazil Germany 0.74 Under Negotiation 
Brazil Malaysia 0.81 Under Negotiation 
Brazil Malta 0.63 Under Negotiation 
Brazil Saudi Arabia 0.72 Under Negotiation 
Brunei Thailand 0.80 Under Negotiation 
Chile Germany 0.67 Under Negotiation 
Cyprus Israel 0.72 Under Negotiation 
Denmark Hong Kong 0.71 Under negotiation 
Germany Hong Kong 0.84 Under negotiation 
Germany Panama 0.64 Under negotiation 
Germany Saudi Arabia 0.93 Under negotiation 
Germany Senegal 0.65 Under Negotiation 
Greece Macedonia 0.75 Under negotiation 
Hong Kong Myanmar 0.62 Under negotiation 
India Nigeria 0.72 Under Negotiation 
Italy Peru 0.65 Under negotiation 
Myanmar Philippines 0.67 Under negotiation 
Netherlands Trinidad and 

Tobago 
0.67 Under Negotiation 

Nigeria Switzerland 0.63 Under Negotiation 
No tax treaty negotiations reported, but other kind of tax-related treaty signed or under negotiation 
Saudi Arabia United States 0.65 Transport tax treaty signed (December 1999) 
Italy Nigeria 0.69 Transport tax treaty signed (February 1977) 
Saudi Arabia Thailand 0.75 Transport tax treaty signed (June 1994) 
Indonesia Saudi Arabia 0.71 Transport tax treaty signed (March 2001) 
Canada Panama 0.68 Transport treaty signed (February 2020)/Exchange of information agreement signed 

(March 2013) 
Norway Saudi Arabia 0.63 Air transport agreement under negotiation 
Terminated 
Denmark Spain 0.80 Terminated (January 2009) 
Finland Portugal 0.72 Terminated (January 2019) 
Denmark Moldova 0.66 Terminated (September 2003) 
No tax treaty 
Albania Cyprus 0.77 No tax treaty 
Algeria Cyprus 0.62 No tax treaty 
Algeria Greece 0.67 No tax treaty 
Brazil Hong Kong 0.73 No tax treaty 
Canada Ghana 0.61 No tax treaty 
China Ghana 0.64 No tax treaty 
China Myanmar 0.80 No tax treaty 
Cote d’Ivoire Netherlands 0.60 No tax treaty 
Denmark Saudi Arabia 0.67 No tax treaty 
Finland Saudi Arabia 0.67 No tax treaty 
France Myanmar 0.83 No tax treaty 
Germany Jordan 0.65 No tax treaty 
Germany Myanmar 0.60 No tax treaty 
Germany Peru 0.64 No tax treaty 
Greece Lebanon 0.60 No tax treaty 
Guatemala Italy 0.65 No tax treaty 
Honduras Mexico 0.64 No tax treaty 
Japan Myanmar 0.85 No tax treaty 
Myanmar Netherlands 0.86 No tax treaty  
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