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ABSTRACT
Developing a precise and interpretable spatiotemporal model is need for establishing evidence-based 
adaptation strategies on climate change-driven disasters. This study introduced a diagnostic prediction 
concept as a generalized modeling framework for enhancing modeling precision and interpretability 
and demonstrate a case study of estimating forest net primary production (NPP) in a mid-latitude 
region (MLR) by developing a diagnostic NPP diagnostic prediction model (DNPM). The diagnostic 
prediction concept starts with modeling meteorology and static environmental data, referred as 
a prognostic prediction part. Then, its outcome is refined with spatiotemporal residual calibration in 
the diagnostic prediction part, of which result undergo spatial, temporal, and spatiotemporally explicit 
validation methods. For the case of DNPM, a prognostic NPP prediction model (PNPM) was set, using 
a multilinear regression on SPEI 3, temperature, and static environmental features extracted from 
topography and soil by a random forest. Subsequently, during the diagnostic process of DNPM, we 
calibrated the primary outcome based on the temporal pattern captured at the time-series residual of 
PNPM. The results highlighted the superiority of the DNPM over the PNPM. Spatiotemporal validation 
showed that the DNPM achieved higher accuracy, with Pearson correlation coefficients (r) ranging from 
0.975 to 0.992 and root mean squared error (RMSE) between 38.99 and 70.23 gC/m2/year across all 
climate zones. Similarly, temporal validation indicated that DNPM outperformed the PNPM, with r 
values of 0.233 to 0.494 and RMSE of 46.01 to 70.75 gC/m2/year, compared to the PNPM’s r values of 
0.192 to 0.406 and RMSE of 55.23 to 89.31 gC/m2/year. This study showed enhanced diagnostic 
prediction concept can be applied to diverse environmental modeling approaches, offering valuable 
insights for climate adaptation and forest policy formulation. By accurately predicting various environ
mental targets, including drought and forest NPP, this approach aids in making informed policy 
decisions across different scales.
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1. Introduction

The current global scenario is witnessing substantial 
changes in water cycle patterns, leading to an increase 
in hydrometeorological disasters and their associated 
impacts. The Intergovernmental Panel on Climate 
Change (IPCC) has highlighted that these changes will 
exacerbate extreme phenomena in the semi-arid and 
mid-latitude region (MLR), increasing the likelihood of 
natural disasters (IPCC et al. 2021). Natural disasters can 
occur anywhere, but the resulting damages vary 
depending on the capacity of regions and countries to 
predict, respond to, and recover from these events (FAO  
2021). Therefore, to effectively adapt to and respond to 

these risks, it is necessary to provide policymakers with 
spatiotemporal assessments tailored to each country’s 
circumstances under climate change (UN/ISDR 2008; 
CISA 2021). Environmental model should aim to reduce 
uncertainty and improve prediction accuracy while 
building interpretable models, ensuring that it can lead 
to effective policymaking and action plans.

With the advent of big data and artificial intelli
gence, the role of earth observation (EO) dataset in 
environmental modeling is becoming increasingly pre
dominant. Remote sensing datasets provide valuable 
spatiotemporal information that can be effectively 
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combined with various spatial and socioeconomic data 
to establish accurate decision-making criteria for risk 
situations such as extreme weather events and current 
environmental issues (Orusa, Cammareri, and 
Borgogno Mondino 2022). Especially, In the domain 
of forestry, satellite imagery is instrumental in monitor
ing forest dynamics, assessing deforestation and refor
estation trends, and mapping and estimating forest 
biomass and net primary production (NPP) (Orusa 
and Borgogno Mondino 2021). Assessing environmen
tal changes under climate and disaster risks requires 
a rapid, quantitative, and complex spatiotemporal 
methodology (Hassan 2018). Therefore, integration 
EO datasets enables the establishment of precise deci
sion-making frameworks for addressing various envir
onmental challenges, including extreme weather 
events and ongoing environmental issues.

Recently, there have been advancements have 
been made in the application of multiple-source data
sets and data-fusion methods. E. Park et al. (2022) 
introduced an advanced data fusion method for 
drought prediction that reflects semantic and struc
tural features of EO data, proposing a new diagnostic 
prediction concept. Unlike previous diagnostic mod
els, this method uses remote sensing data to continu
ously calibrate regional errors in meteorological- 
based assessment. They developed a diagnostic 
drought prediction model for Kyrgyzstan, demon
strating its potential for monthly. However, they 
focused solely on monthly agricultural drought and 
did not provide detailed information on the compre
hensive framework of general algorithms and data 
calibration within the diagnostic process. 
Additionally, the applicability of the diagnostic pre
diction model (DPM) to multi-time-series prediction 
targets has not yet been explored. Therefore, it is 
imperative to enhance the versatility of the DPM algo
rithm and extend its serviceability to a broad range of 
environmental predictions is imperative.

Forests are vital to the global carbon cycle, balan
cing greenhouse gases and carbon stocks in terrestrial 
ecosystems (Tang et al. 2010). Accurate quantification 
of forest production, measured using forest NPP, is 
essential for assessing a forest’s capacity to provide 
ecosystem services (Kindermann et al. 2008; J. H. Park, 
Gan, and Park 2021; Yu, Chen, and Chen 2019). 
However, climate change-induced events and intri
cate interactions at the land surface level pose esca
lating challenges for quantifying forest NPP and 

assessing related risks (IPCC et al. 2021). Therefore, 
a precise estimation of forest resources should be 
preceded to prepare for future forest threats. 
Spatiotemporal modeling of forest biomass aids pol
icymakers in developing climate adaptation strategies 
and provides valuable insights to local forest man
agers for implementing change and disaster risk 
reduction measures (Mickler, Earnhardt, and Moore  
2002; Tang et al. 2010; Zhao and Running 2010). 
Various methods, including remote sensing such as 
Sentinel and MODIS sensors, process-based models 
such as Carnegie-Ames-Stanford Approach and 
BioGeoChemistry Management Model, and field sur
veys have been used to estimate global forest NPP 
and biomass across different scales (FAO (2020); 
United Nations Department of Economic and Social 
Affairs, United Nations Forum on Forests Secretariat  
2021). As the spatiotemporal heterogeneity of forest 
NPP is driven by regional environmental factors and 
other complex interactions (Li et al. 2022), integrated 
modeling approaches are required for its estimation. 
Therefore, the development of new models and fra
meworks is essential for effectively estimating global 
NPP, enhancing forest sustainability, and promoting 
carbon sequestration (J. H. Park, Gan, and Park 2021). 
Developing data fusion methods that comprehen
sively integrate climate and observational data char
acteristics at the land surface level under predicted 
climate conditions is crucial for improving prediction 
accuracy and forest management strategies

Considering these research gaps, this study aimed 
to expand the theoretical concept of DPM and pro
pose a general methodology. Specifically, we demon
strated the model’s generalization by introducing 
methods for error prediction and calibrations within 
the diagnostic process of DPM. Furthermore, we con
ducted a case study to simulate forest NPP in MLR to 
access the applicability of DPM.

2. Concept of DPM

The DPM is an EO data fusion method to minimizes 
prediction errors by incorporating both semantic and 
structural features of forecastable climate and land 
observation data (E. Park et al. 2022). In proposing 
the DPM, they proposed the idea of prediction by 
continuously reflecting spatiotemporal regional 
errors through land observation into meteorological- 
based modeling, rather than simply adding land 
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observation variables to environmental modeling like 
previous diagnostic models. In this section, we newly 
introduce each step of DPM and specify functions that 
could be useful for estimating environmental targets.

The concept of DPM comprises two modeling 
steps: the prognostic prediction model (PPM) and 
the diagnostic process within the DPM. It has two 
primary characteristics. First, it captures the dynamic 
relationship between the most recently observed 
error and the prediction at the local land surface 
level. If fitting errors are treated as independent vari
ables instead of omissions in a regression model, such 
as regression-kriging (Figure 1), the land surface infor
mation present in the error can be used (Hengl, 
Heuvelink, and Rossiter 2007; Piao et al. 2018). The 
DPM projects the latest fitting error onto the temporal 
axis and assumes spatiotemporal autocorrelation to 
predict how to differentiate the deviation of land sur
face environments from the general PPM prediction. 
This allows the calibration and optimization of future 
fitting errors based on temporal functions and cur
rent-fitting errors, respectively.

Therefore, we project the latest fitting error onto 
the temporal axis using the DPM (Figure 2) and pre
dict the difference between the land surface environ
ments and the general PPM prediction using the most 
recently observed patterns of future fitting errors. 
Diagnostic prediction calibrates the estimated next 
fitting errors of prognostic results as a function of 
time. Thus, the temporal equation is designed based 
on the characteristics of the prediction target, and the 
parameters are optimized using current fitting errors.

Second, the DPM differentiates between the fea
tures of meteorological impacts (which are universally 

applicable) and regionally varying fitting errors. 
Furthermore, the effects of climate change can be 
explained using the PPM by interpreting the effects 
of time-series meteorology and static variables, such 
as topography, which do not change over time. 
Regional fitting errors are differences reflecting the 
effects of infrastructure, policy, and other factors in 
the diagnostic process. These differences enhance the 
interpretability of each model and play a vital role in 
decision making regarding climate change 
adaptation.

The process of diagnostic prediction modeling, 
including prognostic prediction building and future 
fitting error estimation, varies depending on the pre
diction target, demonstrating the flexibility of the 
DPM (E. Park et al. 2022). However, the underlying 
principle is to develop a model with highly foresee
able variables and complement it with time-series 
monitoring. By continuously calibrating the model 
with the latest fitting errors, DPM improves the accu
racy of future predictions over time. This calibration is 
particularly crucial because it allows the model to 
adapt to changes and reduce uncertainty in predic
tion, making it more reliable for long-term environ
mental forecasting. Based on these principles, 
a workflow for diagnostic prediction is proposed in 
this study (Figure 3). The workflow of diagnostic pre
diction comprises two models and validation meth
ods. In Step 1, the PPM can be constructed using 
meteorological and static variables such as precipita
tion, temperature, topography, soil. In Step 2, the 
DPM diagnoses the predicted results from the PPM 
using land observation monitoring and subsequently 
calibrated them. Finally, in Step 3, the predicted result 
from each step can be compared with the corre
sponding land observations with respect to time 
and space using a spatiotemporal evaluation method.

2.1. Prognostic prediction model (PPM)

The PPM predicts future targets using the relation
ships between the meteorological variables and the 
target. Static environmental variables, such as topo
graphy and soil, can be also considered depending on 
the characteristics of the target. Land observation 
data, particularly satellite data, is used to extract 
most of the features of the prediction target. 
Therefore, this study generalized the prediction target 
of the PPM as a satellite-based index (SI). The SI at Figure 1. Concept of regression-kriging model.
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time i is calculated using the function of the PPM 
(fprog) with the meteorological index (MI) and static 
variables (Vs), whereas the remaining variation is 
represented by a fitting error (eprog

i ) (Equation 1). The 
PPM provides a simple and intuitive way to under
stand the impacts of climate change on targets, 
thereby enabling short-to long-term predictions. 

where i = time.

2.2. Diagnostic prediction model (DPM)

The DPM uses the current fitting error to minimize 
future fitting errors for reducing the uncertainty in the 
PPM. Although the PPM is effective for large-scale 
projections based on long-term meteorological 
changes, it inevitably comprises a fitting error (eprog

i ) 
owing to the exclusion of certain regional 

environmental conditions. Therefore, when consider
ing surface-level environmental factors, such as geo
graphy and anthropogenic activities, the actual 
environmental response can be more heterogeneous 
than the PPM projection. However, considering that 
the impact of climate change globally is unequal 
across regions, the purpose of environmental model
ing for climate change adaptation is to identify 
extreme environmental changes far from normal, 
which are termed as disasters. The DPM estimates 
the impact of the excluded variables by diagnosing 
the current environment using land observations at 
a certain time i and assuming the temporal autocor
relation of environmental factors (Shahin, Ali, and Ali  
2014; Shamsnia et al. 2011), which is subsequently 
applied to the next time step (i þ 1) of the PPM. The 
DPM specializes in short- and mid-term predictions 
and enhances the interpretability of models for deci
sion-making in the climate crisis. Additionally, the 
process of diagnosing the current environment and 

Figure 2. Generalized concept of diagnostic prediction model (DPM) (revised from E. Park et al. 2022). (a) Meteorological 
Index MIð Þ � Satellite based Index SIð Þ space illustrating a trace of the prognostic prediction model (PPM) through the time axis under 
general conditions, although the monitored SI may differ from the PPM under specific meteorological conditions. (b) time � SI space 
showing the most recent fitting errors (residuals) of the PPM. The DPM process diagnoses the current residuals and calibrates the next 
fitting errors of the PPM.
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applying it to the next time step varies based on the 
characteristics of the prediction target.

The DPM incorporates current and future meteor
ological variables, most recent land observations (SIi), 
and static variables (Equation 2). Furthermore, it com
prises a function of calibration (fcalib) that optimizes 
the parameters for the error prediction (fe) using the 
most recent land observations (SIi) at time i 
(Equation 3). Subsequently, it predicts the future fit
ting error (êprog

iþ1 ) at time iþ 1using fe, which calibrates 
the PPM (Equation 4). The fitting error of the DPM 
reflects the predicted error calculated from, aiming to 
be lower than the PPM’s error in most cases 
(Equation 5). The DPM minimizes fitting errors by 
identifying non-meteorological effects using satellite 
information and subsequently incorporating them 
into future predictions. 

2.3. Spatiotemporal assessment

Accuracy in spatiotemporal dimensions is crucial for 
validating the performance of the proposed model. 
The prediction results of the PPM and DPM can be 
compared with the monitored land observations 
using specific aggregate window units which are 
set as a proper valid unit in a study area. 
Comparing results at scales that are extremely 
small or large can cause an underestimation or 
imprecise estimation of model performance. The 
root mean squared error (RMSE) and Pearson corre
lation coefficient (r) can be used to identify the 
trends and absolute errors in the prediction results 
(Equations 6 and 7). These metrics can be calculated 
for the entire study period to assess the overall per
formance in spatiotemporal dimensions (Figure 4a). 
For a comprehensive evaluation of model perfor
mance, additional spatiotemporal validations were 
considered depending on the characteristics of the 
target. To emphasize the spatial dimension, the 

Figure 3. Workflow of diagnostic prediction modelling for the synergetic use of each earth observation data. fprog xð Þ and fdiag xð Þ
represent the functions of the prognostic and diagnostic prediction models, respectively. MIandSI represent the meteorological and 
satellite-based indices, respectively. Vs and e represent static variables and fitting errors (residuals), respectively.
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aggregated values within the same time step can be 
presented as a line. Each line represents a specific 
area, as shown in Figure 4b. The validation indices 
were calculated and averaged for each line. Similarly, 
to emphasize the temporal dimension, the aggre
gated values within a specific grid unit over the 
entire study period are presented as a line, as 
shown in Figure 4c. Each line represents the time 
step within a grid unit. The validation indices were 
calculated and averaged for each line.

where ŷi and yi are predicted and observed values, 
respectively. 

where xi and yi are the variables, and �x and �y are the 
mean values of each variable.

3. Materials

To develop a PNPM and DNPM in MLR, Meteorological 
data and Land observation data were utilized within 
the diagnostic prediction framework. Additionally, 
topographic and soil data were used to reflect the 
static environmental characteristics of NPP, and forest 
land cover and climate zone information were used as 
supplementary data (Table 1).

Figure 4. Multi-dimension assessment of model performance. (a) Spatiotemporal, (b) spatial, and (c) temporal validations.
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3.1. Study area

The MLR lies between 30° N and 60° N in the Northern 
Hemisphere and comprises forests, barren land, grass
land, savannas, and sparse vegetation. It is extremely 
vulnerable to climate change and has limited envir
onmental resources owing to degradation, sand and 
dust storms, and droughts. Furthermore, it comprises 
approximately 50% of the global population and 
many developing countries. Therefore, concerns 
have arisen over its declining agricultural and forest 
production due to extreme seasonal variations, rising 
temperatures, and declining precipitation.

This study focused on MLR forests located between 
18.89° N and 56.22° N latitudes and 135.79° W and 
115.44° E longitudes. We used the 2018 MODIS Land 

Cover Map and extracted forest areas at 500 m resolu
tion, which were subsequently aggregated to a mean 
value at 4 km resolution for model development 
(Figure 5).

3.2. Meteorological data

3.2.1. Historical climate data
Time-series precipitation and temperature were 
obtained from the WorldClim database (http://www. 
worldclim.org/). WorldClim provides historical climate 
data between 1960 and 2018 at 2.5 minutes spatial 
resolution (approximately 4.5 km from the equator) 
(Fick and Hijmans 2017). We collected monthly pre
cipitation and temperature datasets at 4 km 

Table 1. List of data used in this study.
Dataset Period Original resolution Aggregated resolution Type of data Source

Temperature 2000‒2018 (Monthly) 2.5 arc minutes 4 km Raster WorldClim (Fick and Hijmans 2017)
Precipitation 2000‒2018 (Monthly) 2.5 arc minutes 4 km Raster WorldClim (Fick and Hijmans 2017)
SPEI 3 ‒ ‒ 4 km Raster Temperature and precipitation
DEM ‒ 500 m 4 km Raster CGIAR-CSI SRTM (Jarvis et al. 2008)
Slope ‒ ‒ 4 km Raster DEM
Aspect ‒ ‒ 4 km Raster DEM
TWI ‒ ‒ 4 km Raster DEM
AWC ‒ 1:5,000,000 4 km Vector FAO (Fischer et al. 2008)
TBD ‒ 1:5,000,000 4 km Vector FAO (Fischer et al. 2008)
NPP 2000‒2018 (Yearly) 500 m 4 km Raster MODIS
Land cover map 2018 500 m 4 km Raster MODIS
Aridity index ‒ 30 arc-second 4 km Raster CGIAR-CSI (Trabucco and Zomer 2019)

Figure 5. Study area and forests in the mid-latitude region (MLR) (EPSG: 54008).
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resolution from January 1980–December 2018 to pro
duce a meteorological drought index.

3.2.2. Standardized precipitation evapotranspiration 
index (SPEI)
The SPEI is a meteorological drought index that uses 
both Precipitation (P) and Potential Evapotranspiration 
(PET) to assess drought conditions in terrestrial ecosys
tems. It captures temperature variability; therefore, it is 
an important parameter for evaluating the impacts of 
meteorological variables on land surfaces (Chen et al.  
2013; Vicente-Serrano, Beguería, and López-Moreno  
2010). To calculate SPEI, the accumulated differences 
between precipitation and PET at different time scales 
(e.g. 1, 3, 6, 9, 12, or 24 months) (Equation 8) are fit to 
a selected distribution function, such as the log- 
logistic, gamma, or Pearson III distribution. The cumu
lative probability of the fitted distribution is then trans
formed using the inverse of the standard normal 
distribution to produce the SPEI values. Additionally, 
a minimum of 30 years of high-quality climate data is 
required to ensure the statistical significance of SPEI 
calculation. In this study, we produce the three-month 
SPEI (SPEI 3) from 1980 to 2018 by calculating PET 
(Thornthwaite 1984) and fitting a log-logistic distribu
tion (Equation 9) using Deep learning & Remote sen
sing analYsis for Agroforesty and Drought (DRYAD) 
software (Jo and Lee 2024) (https://zenodo.org/doi/ 
10.5281/zenodo.10078913) (Equation 8 and 9). To inte
grate with NPP from MODIS, we selected the target 
period from 2000 to 2018 for model development. SPEI 
values greater than 1.0 indicated wet conditions, 
whereas values less than −1.0 indicated dry conditions. 

where n is calculation frequency and k is time scale. 

where α; β and γ are scale, shape and origin para
meters, respectively, for D values in the 
range (γ >D<1).

3.3. Land observation data

3.3.1. Time-series NPP
Satellite-based NPP estimation is the most suitable 
approach for areas lacking adequate data or 

encompassing a wide range. Time-series NPP datasets 
were acquired from the MOD17A3HGF Version 6 (006) 
product of MODIS and prepossessed within Google 
Earth Engine (https://developers.google.com/earth- 
engine/datasets/catalog/MODIS_061_MOD17 
A3HGF). The MOD17A3HGF provides annual NPP data 
from 2000 to present at a spatial resolution of 500 m 
near the equator. In this study, we used annual NPP 
datasets from 2000 to 2018 as the dependent variable 
(prediction target) for forest production. We extracted 
by forest land cover, which were subsequently aggre
gated it to a mean value at 4 km resolution.

3.3.2. Static environmental dataset
In this study, static environmental datasets, compris
ing soil and topographic information, were used to 
extract static environmental features in the develop
ing process of PPM. The Harmonized World Soil 
Database (HWSD) v 1.2 was obtained from the Food 
and Agriculture Organization (https://www.fao.org/ 
soils-portal/data-hub/soil-maps-and-databases/har 
monized-world-soil-database-v12/en/). The HWSD is 
a global soil database that contains over 16,000 dif
ferent soil properties (sol units, pH, texture, etc.) with 
1 km resolution (Fischer et al. 2008). In this study, the 
Available Water storage Capacity (AWC) and Topsoil 
Bulk Density (TBD) were extracted by forest land 
cover, and these values were subsequently aggre
gated to a mean value at 4 km resolution.

To acquire topographic characteristics, the Digital 
Elevation Model (DEM) data was obtained from the 
CGIAR-CSI Shuttle Radar Topography Mission (SRTM) 
dataset at a resampled resolution of approximately 
500 meters (Jarvis et al. 2008). (https://csidotinfo.word 
press.com/data/srtm-90m-digital-elevation-database- 
v4-1/). Due to its uniform resolution and accuracy 
over most of the Earth’s surface, SRTM DEM has 
been widely used in the environmental modeling 
and monitoring. In general, DEM, Slope, and Aspect 
factors are utilized in vegetation modeling along with 
climate data, mainly to reflect regional differences. 
Additionally, we calculated the Topographic Wetness 
Index (TWI) based on general algorithms described by 
Sørensen, Zinko, and Seibert (2006), which combines 
catchment area and local slope gradients to assess 
topographical moisture levels and their influence on 
vegetation growth (Beven and Kirkby 1979; Kopecky 
and Cízková 2010). In this study, Slope, Aspect, and 
TWI were produced based on the DEM and All 
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variables were extracted by forest land cover, and 
subsequently aggregated it to a mean value at 4 km 
resolution.

For climate classification, Global Aridity Index, 
based the FAO −56 Penman Monteith equation, was 
obtained from the CGIAR CSI database version 3 
(Trabucco and Zomer 2019). The aridity index repre
sents the function of mean annual precipitation and 
mean annual potential evapotranspiration for aver
aged 1970‒2000 period at 30 arc second spatial reso
lution. In this study, the index was categorized sub- 
forest areas into arid, semi-arid, dry sub-humid, and 
humid climate zones development for distinguish cli
mate zone for model.

4. Methods

Figure 6 illustrates the DPM workflow for simulating 
forest NPP. The Prognostic NPP Prediction Model 
(PNPM) comprised two steps. It was developed as 
a multilinear regression analysis using climatic vari
ables (SPEI 3 and annual temperature) and static 
environmental features. Static environmental features 
were extracted using a Random Forest (RF) model to 
analyze the impact of complex topographies on for
est NPP.

We used a calibration function (see Equation 12) 
based on the characteristics of the fitting error time- 
series of the PNPM in the diagnostic process of the 
Diagnostic NPP Prediction Model (DNPM). The error 
prediction function was applied as a linear regression, 
which re-optimized the parameters based on the rela
tionship between the predicted PNPM and the 
observed NPP results at the current time, to predict 
future fitting errors. We used the observed meteoro
logical variables instead of forecasts for the next time 
step during the relative time-series analysis of the 
PNPM.

4.1. PNPM

The PNPM predicts forest production (NPP) using 
meteorological variables (SPEI 3 and temperature). 
The PNPM employs static environmental features 
and meteorological variables as independent vari
ables to explain the impact of meteorology on the 
land surface. The development of the PNPM consisted 
of two steps.

First, an RF model (Breiman 2001) was used to 
extract static environmental features that have sub
stantial impacts on forest NPP and remain relatively 
constant over time (Field, Randerson, and Malmström  
1995; Running, Hunt, and Ehleringer 1993). To extract 
average characteristics of complex influence of topo
graphy and soil properties over the entire study per
iod, the mean forest NPP from 2000 to 2018 was used 
as the dependent variable. The extracted features 
were then used as independent variables in the to 
improve the accuracy and understanding of the 
PNPM.

Second, multilinear regression was used to inte
grate climatic variables and extracted static environ
mental features into the PNPM. Regression analysis 
was used to determine the parameters (b0–b14), and 
an error term (e) was used to analyze the relationship 
between these variables and the NPP (Equation 10). 
The model explained NPP variation using simulta
neous changes in meteorological conditions. Since 
NPP distribution varies depending on climate classifi
cation (Chen et al. 2013), the PNPM was developed for 
different climate zones, including arid, semi-arid, dry 
sub-humid, and humid zones. 

where SPEI 3i; Tempi; Vs; and eprog
i are yearly monthly 

SPEI 3, annual temperature, static environmental fea
tures, and fitting error of PNPM respectively, at time i.

4.2. DNPM

The DNPM aims to minimize the uncertainty and 
reflect the current land surface conditions to improve 
the accuracy and precision of the PNPM by using 
residuals. Although the PNPM partially incorporates 
regional static environmental features and meteorol
ogy, there are still residuals that were not included as 
independent variables. Consequently, the DNPM 
(Equation 11) uses a calibration function 
(Equation 12) to optimize the error prediction func
tion and compensate any future fitting errors of the 
PNPM (Equations 13). The calibration function opti
mizes the error prediction based on the observed NPP 
at time i and returns the predicted fitting errors (êprog

iþ1 ) 
at the next time i þ 1 (Equation 14). Subsequently, the 
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DNPM compensates for the PNPM’s future fitting error 
at the next time i þ 1 (Equation 13). The error predic
tion function used time-series residuals from 2000 to 

2010 as a baseline and applied linear regression 
(Equation 15). During the diagnostic process, the 
slope and intercepts were adjusted based on the 

Figure 6. Workflow of the detailed DPM application for forest NPP estimation MLR.
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data added each year to forecast future fitting errors 
for the next period (Figure 7).

where Meteoi is refers SPEI 3i; Tempi; and Vs:

where aopt:i and bopt:i are the adjusted slope and 
intercept of NPPi at time i; respectively, and êprog

iþ1 is 
the predicted fitting error.

4.3. Model validation in spatiotemporal 
dimensions

The developed models (PNPM and DNPM) were eval
uated by comparing the annual predicted NPP values, 
which were aggregated to a 100 km2 grid, with the 
observed NPP values in each climate zone. Spatial 
differences between the PNPM and the DNPM were 
not substantial owing to the inclusion of topographic 
soil characteristics in the PNPM. Furthermore, addi
tional temporal validation was conducted to highlight 
the impact of the DNPM. Model performance was 
assessed using r and RMSE, which were calculated at 
each grid unit, to emphasize the temporal dimension.

5. Results

5.1. Development and validation of PNPM and 
DNPM

The PNPM was developed using multilinear regres
sion based on meteorological variables and static 
environmental features extracted through the RF 
model. Initially, during PNPM development, the RF 
model achieved a coefficient of determination (R2) 
and RMSE values of 0.96 and 51.55 gC/m2/year. The 
important features identified by RF were consistent 
with previous studies, indicating predominant corre
lation among forest types, elevation, latitude, long
itude, and production (Gillman et al. 2015; Kim et al.  
2020; Pan et al. 1996). As a result of PNPM, predicted 
NPP values expanded gradually as the model shifted 
from the Arid to Humid zone. In the Arid zone, the 
values were relatively low with a narrow range, while 
the Humid zone encompassed a wider range of 
values. This difference is attributed to the majority 
of MLR forests being located in the Humid zone, 
where diverse environmental conditions support 
varying productivity levels. Conversely, the smallest 
forested areas are found in the Arid zone, character
ized by high temperatures and low rainfall, limiting 
forest productivity. Additionally, as the distribution 
shifts from Arid to Humid zones, forest types transi
tion from dry to tropical. Subsequently, the pre
dicted NPP values from 2000 to 2018 by PNPM 
were calibrated using observed MODIS NPP during 
the same period based on DNPM’s diagnostic 
process.

Figure 7. The process of calculating prediction error in the diagnostic process of the DNPM. Time-series fitting errors from 2000–2010 
(gray box) are used. As new years are added (red and green boxes for new and previous years, respectively), the slope and intercept of 
the error prediction function are optimized for each year i, thereby predicting the fitting error value for the next year (blue point).
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To assess the spatiotemporal error calibration 
effects of the DNPM, the model performance of both 
DNPM and PNPM was validated across spatiotem
poral and temporal dimensions. Spatiotemporal eva
luation results, comparing the entire year and grid- 
based assessment simultaneously (indicated by red 
lines), demonstrated high predictive performance for 
both PNPM and DNPM. This reflects PNPM’s compre
hensive development incorporating meteorological 
and static environmental features crucial for general 
NPP prediction. However, DNPM showed improved 
model performance by calibrating time-series 
PNPM’s residuals obtained from satellite observation. 
DNPM exhibited improved validation indices across 
all climate zones, with r values of 0.98, 0.99, 0.98, and 
0.98, and RMSE values of 70.27, 65.90, 47.63, and 38.99 
gC/m2/year, respectively, compared to the r and RMSE 
values of the PNPM (0.97, 0.95, 0.96, and 0.96 and 
94.21, 77.24, 65.88, and 63.11 gC/m2/year, respec
tively). DNPM significantly improved detailed regional 
errors in extreme climate zones like Arid and Humid.

Temporal evaluation results revealed that while the 
PNPM represented horizontal time-series patterns 
within the same region (illustrated by the blue lines) 
with r values of 0.33, 0.41, 0.36, and 0.19, and RMSE 
values of 89.31, 63.79, 57.23, and 55.23 gC/m2/year, 

respectively in Figures 8a–, DNPM displayed relatively 
upward patterns with low variations (depicted in 
Figures 8f–), characterized by r values of 0.34, 0.49, 
0.41, and 0.23, and RMSE values of 70.75, 46.01, 48.52, 
and 50.52 gC/m2/year, respectively. These improve
ments in the evaluation indices were particularly pro
nounced in the semi-arid and dry sub-humid zones, as 
shown in Figures 8b,f,,, respectively. This can be 
attributed to the higher sensitivity to climate change 
and significant land surface changes in these regions, 
which are relatively more responsive to temporal var
iations within the same grid. In contrast, the improve
ments were relatively modest in the arid and humid 
zones. In the arid zone, degraded and low vegetation 
health primarily caused consistently low production, 
regardless of environmental conditions, resulting in 
relatively low improvement. The humid region, char
acterized by a concentration of diverse forest struc
tures in the MLR, exhibited relatively lower temporal 
improvement. This is likely due to the mix of multiple 
age structures, tree species, and site productivity 
within the 100 km of spatial validation grid size. 
Compared with PNPM, DNPM demonstrated relative 
performance improvements, underscoring the poten
tial of residual calibration to enhance prediction accu
racy across all dimensions.

Figure 8. Comparison of the spatiotemporal prediction patterns for the entire period (red line) and temporal prediction for a specific 
region (blue line) using the prognostic NPP prediction model (PNPM; (a) arid, (b) semi-arid, (c) dry sub-humid, and (d) humid), 
diagnostic NPP prediction model (DNPM; (e) arid, (f) semi-arid, (g) dry sub-humid, and (h) humid) and observed NPP.
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5.2. Calibration effects and characteristics of DNPM

Figures 9–12 compare the predicted NPP using the 
PNPM and DNPM and observed NPP in MLR at both 
regional and local scales. At the regional scale (large 
scale), the prediction from both the PNPM and DNPM 
were similar spatial pattern to the observed NPP 
(Figure 9). PNPM, reflecting the empirical relationships 
between static environmental features and meteorolo
gical variables, generally estimates well and shows 
similarity to the observed NPP over the same period. 
However, at the zoomed-in local scale (Figures 10a, 
11a, and 12a), PNPM occasionally showed over- or 
under-estimations which constrained the detection of 
detailed differences. This is due to smooth patterns of 
meteorological properties and broad spatial autocor
relation, particularly observed in the Korean Peninsula 
and Japan, which can reduce PNPM’s spatial accuracy 
during model evaluation.

In contrast, the DNPM effectively performed at the 
local scale by calibrating regional differences using 
the latest satellite images based on the PNPM 

predictions (Figures 10b–12b). Although DNPM still 
showed an underestimated result in some regions 
(Figure 12b), it showed the potential DNPM’s ability 
by calibrating residual patterns closer to the observed 
value. This is because DNPM learned the fitting error 
patterns of the PNPM and calibrated them for future 
predictions.

The DPM’s effectiveness lies in its ability to 
adjust for regional to local differences between 
expected impacts from the PPM and the latest 
land observations, especially noticeable at the 
small scale, particularly in extreme weather or sce
narios with varied vegetation responses under 
similar climates (Figure 4.13). These findings high
light the unique advantages of the DPM. The 
PNPM demonstrated broad-scale prediction areas 
under general meteorological condition, learned 
from historical weather events, with relatively lim
ited coverage in extreme conditions that are diffi
cult to predict in the extreme future condition, 
Conversely, The DNPM’s sporadic enhancements 
introduced spatiotemporal variation to the PNPM 

Figure 9. Comparison between the observed and predicted NPP on the regional scale for 2018. (a) PNPM NPP, (b) DNPM NPP, and (c) 
observed NPP (EPSG: 54008).
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outcomes, albeit in relatively modest proportions 
(depicted by shaded areas in Figure 13). Despite 
their slight variation, these changes are significant 
for formulating adaptation strategies, as it high
lights areas with varying susceptibility to meteor
ological impacts and identifies locations with 
extreme values prone to disasters.

6. Discussion

6.1. Advantages of DPM concept

In this study, the versatility of the DPM approach was 
emphasized, suggesting its potential applicability to 
various environmental targets and its utility in making 
informed policy decisions across different scales. One 
of the key advantages of the DPM is its ability to be 

flexibly edited to estimate prediction targets using 
only meteorological and satellite data, making it sui
table for application even in data-scarce regions. This 
flexibility allows for the continuous integration of 
spatiotemporal regional errors, enhancing prediction 
accuracy and applicability across diverse environmen
tal contexts. Additionally, by presenting the diagnos
tic methodology within the DPM and guidelines for 
the PPM, it was demonstrated that predictive perfor
mance could be improved in various environmental 
sectors, such as drought and forest productivity. 
Unlike previous models, the DPM concept provides 
more accurate future predictions by continually diag
nosing current environmental conditions and regio
nal response characteristics, effectively calibrating 
residual from meteorological based prediction using 
the latest land observation.

Figure 10. Comparison between the observed and predicted NPP of the eastern part (Korean Peninsula and Japan) on the local scale 
for 2005. (a) PNPM NPP, (b) DNPM NPP, and (c) observed NPP (EPSG: 54008).
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The significance of DPM lies in its utilization of 
interpretable and predictable PPM as a foundation, 
augmented by accurate land observations to com
pensate for prediction errors. By incorporating spa
tiotemporal variation into meteorological based 
PPM prediction, DPM is able to detect local 

differences which can be the starting point of dis
aster even under the same weather conditions. 
This capability position not only to provide accu
rate predictive information but also to offer essen
tial insight for establishing adaptation strategies in 
disaster-prone regions.

Figure 11. Comparison between the observed and predicted NPP of the eastern part (China) on the regional scale for 2018. (a) PNPM 
NPP, (b) DNPM NPP, and (c) observed NPP (EPSG: 54008).
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6.2. DPM application for estimating forest NPP

Through the applicability assessment of DPM on for
est productivity, this study quantitatively identified 
forest productivity by only using physical environ
mental factors based on meteorological and satellite 

data in MLR where forest resource data is insufficient. 
In terms of forest modeling, this study was designed 
as an interpretable regression model for climate 
reflection and a complex machine learning model 
for static environmental reflection to provide valuable 
information to decision makers for establishing future 

Figure 12. Comparison between the observed and predicted NPP of the western part (the US) on the regional scale for 2002. (a) PNPM 
NPP, and (b) DNPM NPP, and (c) observed NPP (EPSG: 54008).
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climate change and forest policy. The results of the 
PNPM were consistent with previous studies, indicat
ing that topographic environments and climatic fac
tors are pivotal for NPP simulation and can influence 
forest productivity over the medium and long term 
(Eum, Kang, and Lee 2005; Gillman et al. 2015; Kim 
et al. 2020; Shvidenko, Nilsson, and Buluy 2008; Song 
et al. 2019).

While PNPM relies on historical patterns within the 
diagnostic prediction concept, it allows for the inter
pretation of variables and long-term projections, thus 
playing a vital role in the quantification of forest 
resources. Since the PNPM already accounted for 
some regional spatial differences by static environmen
tal features in this study, DNPM focused on the evol
ving land surface over time. In the diagnostic process of 
DNPM, the residuals were calculated following the pre
mise of the DPM, and the PNPM results were tempo
rally calibrated using linear regression, Consequently, 
DNPM exhibited accurate and effective model perfor
mance in both spatiotemporal and temporal valida
tion. These results can be inferred that the DNPM 
captured the effects of changing socioenvironmental 
conditions, including factors, such as forest growth, 
land denudation progress, and forest management 
over time, which were not explicitly included in the 
PNPM. This was achieved on a regional spatial scale by 
using the time-series pattern of residuals at the annual 

prediction level. Therefore, the effectiveness of the 
DPM in compensating for spatiotemporal variations 
underscores the advantage of local-level prediction 
based on regional land surface responses, as opposed 
to the PPM, which relies solely on historical patterns. 
These results and approach can be linked to the exist
ing forest models such as Global Forest Model 
(Kindermann et al. 2013) for assessing carbon seques
tration and developing various scenarios of reforesta
tion and forest management. This DPM approach is 
highly significant as it opens avenues for addressing 
complex environmental issues and informing evi
dence-based policy interventions through collabora
tion with forest stakeholders, such as national entities 
or MLR consortia, and interdisciplinary cooperation.

6.3. Limitations and outlook for future studies

The scalability and transferability of the DPM 
approach can be further refined through future 
research. DPM has shown potential in predicting var
ious phenomena. Its effectiveness could be further 
demonstrated by applying it to a broader range of 
geographic regions and additional targets, including 
wildfires and landslides. The principle behind DPM is 
that PPM serves not only as the foundation of DPM 
but also as a dynamic element responsive to current 
conditions, with fitting errors exhibiting temporal 

Figure 13. Prediction patterns for the predicted surface response using the PPM and DPM under different climate conditions. The DPM 
adds spatiotemporal variation (shaded area) to the PPM results by reflecting land surface response at the local level.

GISCIENCE & REMOTE SENSING 17



autocorrelation within a specific time range (E. Park 
et al. 2022). Consequently, high-quality datasets and 
various process-based models with diverse objectives 
can either replace PPM or enhance its interpretability. 
In the diagnostic process, sophisticated temporal 
algorithms could be used to estimate the impact of 
the current residuals on the subsequent predictions 
(E. Park et al. 2022). Additionally, identifying the range 
of temporal autocorrelation is crucial for establishing 
a flexible prediction period. Given that DPM assumes 
temporally autocorrelated fitting errors in PPM, apply
ing a semi-variogram could help determine the range 
of autocorrelation with respect to temporal distance. 
As climate variability intensifies, the temporal auto
correlation range on the time axis is expected to 
change in the future. Thus, future studies could refine 
DPM by applying a semi-variogram after adjusting the 
time axis according to the rate of climate change.

Meanwhile, several measures need to be taken to 
further improve the DNPM, which has demonstrated 
applicability of DPM to forest productivity. While pre
vious studies have utilized various meteorological 
data to predict forest production, this study used 
only SPEI 3 and annual temperature as climate vari
ables. Future research should consider additional cli
matic variables, such as solar radiation, humidity, and 
CO2 concentration. Given the potential complexity in 
the relationship among meteorological factors con
sidered in the PNPM, selecting the most effective and 
relevant indicators is crucial. This study used multi
linear regression in the PNPM to explore the relation
ship between the NPP and both meteorological and 
static environmental features across different climate 
zones. Additionally, although this study examined the 
comprehensive impact of environmental features on 
NPP, dynamic factors such as soil nitrogen and phos
phorus can change due to forest management and 
climate change, affecting forest productivity. Future 
research should account for these dynamic variabil
ities. Due to the multifaceted and nonlinear nature of 
the natural environment, future PNPM improvements 
might involve using nonlinear regression or machine 
learning algorithms (Xue et al. 2022; Yang et al. 2017). 
These advancements should be directly compared 
and validated against existing NPP-related models in 
future research. Continuous collaboration with deci
sion-makers is essential for refining the model by 
systematically comparing data, methodologies, and 
data fusion techniques. This collaborative effort aims 

to provide decision-makers with intuitive and efficient 
information for informed decision-making strategies. 
Finally, to assess model performance effectively 
across large MLR and ensure accurate validation with
out under- or over-estimation, future research should 
discuss appropriate validation grid sizes. Moreover, 
while the prediction error was reduced through time- 
series calibration in the DNPM, only simple linear 
regression was used. Additionally, satellite-based 
vegetation indices related to NPP, such as normalized 
difference vegetation index and leaf area index, 
should be considered in the diagnostic process. 
Therefore, future research should consider time- 
series models and various algorithms that can predict 
highly complex residual patterns.

7. Conclusions

Environmental spatial modeling for disaster risk 
reduction must balance model interpretability and 
accuracy in decision-making. This study generalized 
a diagnostic prediction concept, ensuring its applic
ability tailored to various environmental prediction 
modeling techniques. By introducing additional diag
nosis algorithms and integrating topographic and soil 
features, the detailed development of the PPM and 
the diagnosis process within the DPM improved spa
tiotemporal accuracy, which is a crucial task for estab
lishing adaptation strategies. The improved DPM 
concept, especially the diagnostic process that con
sidered time-series residual patterns, was validated 
through the case study on forest NPP in MLR, where 
forest resource data is often insufficient. In the spatio
temporal validation, the DNPM (r: 0.975–0.992 and 
RMSE: 38.99–70.23gC/m2/year) showed improved 
model performance compared to the PNPM (r: 
0.948–0.967 and RMSE: 63.11–94.21 gC/m2/year). 
Furthermore, in the temporal validation, the DNPM 
(r: 0.233–0.494 and RMSE: 46.01–70.75 gC/m2/year) 
exhibited better accuracy than the PNPM (r: 0.192– 
0.406 and RMSE: 55.23–89.31 gC/m2/year). These 
results demonstrate that the DNPM model consis
tently improves upon the performance of the PNPM 
model across all climate zones, highlighting the 
advantages of DNPM in emphasizing areas with vary
ing susceptibility to meteorological impacts. From 
this perspective, DNPM can provide essential quanti
tative data on forest resources in MLR, addressing 
data limitations and the absence of detailed forest 

18 E. PARK ET AL.



models. This enhanced diagnostic prediction concept 
can aid in finalizing policy decisions and strategies at 
various scales, from local to global, by offering accu
rate future predictions. This study contributes to the 
developing globally applicable models and frame
works, facilitating accurate forest NPP estimation 
and supporting sustainable forest management. 
Additionally, it provides new insights for achieving 
nationally determined contributions and forming 
a consultative forest group in the MLR.
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