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Significance

 Heatwaves can lead to 
considerable impacts on societal 
and natural systems. Accurate 
simulation of their response to 
warming is important for 
adaptation to potential climate 
futures. Here, we quantify 
changes of extreme 
temperatures worldwide over 
recent decades. We find an 
emergence of hotspots where 
the hottest temperatures are 
warming significantly faster than 
more moderate temperatures. In 
these regions, trends are largely 
underestimated in climate model 
simulations. Globally aggregated, 
we find that models struggle with 
both ends of the trend 
distribution, with positive trends 
being underestimated most, 
while moderate trends are well 
reproduced. Our findings 
highlight the need to better 
understand and model extreme 
heat and to rapidly mitigate 
greenhouse gas emissions to 
avoid further harm.
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Multiple recent record-shattering weather events raise questions about the adequacy 
of climate models to effectively predict and prepare for unprecedented climate impacts 
on human life, infrastructure, and ecosystems. Here, we show that extreme heat in 
several regions globally is increasing significantly and faster in magnitude than what 
state-of-the-art climate models have predicted under present warming even after 
accounting for their regional summer background warming. Across all global land area, 
models underestimate positive trends exceeding 0.5 °C per decade in widening of the 
upper tail of extreme surface temperature distributions by a factor of four compared 
to reanalysis data and exhibit a lower fraction of significantly increasing trends overall. 
To a lesser degree, models also underestimate observed strong trends of contraction of 
the upper tails in some areas, while moderate trends are well reproduced in a global 
perspective. Our results highlight the need to better understand and model the drivers 
of extreme heat and to rapidly mitigate greenhouse gas emissions to avoid further harm 
from unexpected weather events.

heatwaves | extreme weather | climate change

 The frequency and magnitude of extreme weather events that exceeded the margins of 
local and regional climatology by multiple SD in recent years have caused substantial 
impacts on ecological and social systems and attracted much attention in the public and 
scientific domain. Early examples of such “record-shattering” heat events ( 1 ) include the 
European and Russian heatwaves of 2003, 2010, and 2018 ( 2       – 6 ) and the Siberian  heatwave 
of 2020 ( 7 ,  8 ). More recently, the extreme 2021 heatwave struck the North American 
Pacific Northwest ( 9   – 11 ) ( Fig. 1 A  and B  ) and the sequential European heatwaves of 2022 
( Fig. 1 C  and D  ), which contributed to a seasonal total of over 60,000 heat related deaths 
( 12 ), occurred in synchrony with record-breaking heatwaves in North America and China. 
Record-breaking heat returned to Europe, as well as central Russia and Southeast Asia 
(SI Appendix, Fig. S1 A  and B ) in 2023 ( 13 ,  14 ). The year 2023 also featured record-breaking 
heat in the Amazon basin ( Fig. 1 E  and F  ), which had substantial health impacts on the 
affected population. Notable past examples of record-breaking heat in the Southern 
Hemisphere further include the record-breaking heatwave of 2016 in South Africa ( Fig. 1 G  
and H  ), which exacerbated water scarcity in that area and was part of a multiyear drought 
among many other events. As confirmed in multiple extreme event attribution studies, 
the globally observed long-term increase in such extreme heat events can be attributed to 
anthropogenic activities, the rise of greenhouse gas concentrations in the atmosphere, and 
their associated warming ( 15 ,  16 ).        

 In the global average, this warming has been accurately predicted by different genera-
tions of climate models ( 17 ). However, an overestimation of mean warming in some of 
the most recent CMIP6 models (commonly known as the “hot-model” problem) has 
sparked discussions about paying closer attention in multimodel contexts to weighting 
models by their skill in reproducing observed trends ( 18 ). From an extreme weather 
perspective, the large and unexpected margins by which recent regional-scale extremes 
have broken earlier records have raised questions about the degree to which climate models 
can provide adequate estimates of relations between global mean temperature changes 
and regional climate risks.

 The interacting processes associated with extreme heat can cause the tails of the distribu-
tions to increase faster than the mean, with effects on regional temperature distributions ( 19 , 
 20 ). As key heatwave drivers, soil moisture deficiencies, surface air temperature, and 
high-pressure systems constitute a tightly linked interacting trifold that can drive heat into 
extreme ranges. Bartusek et al. ( 9 ) exemplified the framework of climate-change-driven non-
linear interactions based on the case of the 2021 Pacific Northwest heatwave, showing that 
extreme anomalies of common drivers can push a linear dependence structure among the 
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three variables into a nonlinear regime. These relationships are com-
plex and can still pose challenges to models on a regional-scale. 
Throughout multiple generations of Coupled Model Intercomparison 

Projects, models have predicted that daily surface temperature var-
iability during the warm season should increase over a large majority 
of land areas in response to global warming ( 21 ,  22 ), in contrast to 

A B

C D

E F

G H

Fig. 1.   Daily maximum temperature anomalies during recent record-breaking heatwaves and their temporal context. (A) 2-m daily maximum temperature 
(Tx) anomaly fields averaged over the 2021 Pacific Northwest heatwave in North America. Regions where values were record-breaking (since 1950) during the 
indicated time period are hatched. (B) Time series for the years 1950 to 2023 of the hottest annual average Tx anomaly over the region indicated by the box 
in A (relative to 1981 to 2010 June–August). The record-breaking values of regional-mean Tx and their dates are highlighted (red dot) in each time series. (C 
and D) same as A and B but for the western European heatwave in July 2022, (E and F) for the heatwave in the Amazon Basin in November 2023 (warm season 
September–November) and (G and H) the heatwave in Southern Africa (warm season December–February) in January 2016.
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strongly decreasing variability outside the warm season, especially 
at high latitudes ( 6 ,  23   – 25 ).

 However, comparing observed trends in the upper tail of tem-
perature distributions to modeled trends over the historical period 
remains relatively unexplored ( 20 ,  21 ,  23 ,  26 ,  27 ).

 Here, we investigate trends in extreme temperatures by focusing 
on the warming of the extreme tails compared to trends in more 
moderate percentiles of the yearly temperature distribution for 
each grid-point. The manuscript is structured as follows: We first 
assess trends in the upper tail of local yearly distributions in daily 
maximum temperatures compared to the warming of typical warm 
season days over the past seven decades to identify regional heat-
wave hotspots, using a range of available reanalysis products 
( Fig. 2 ). We then compare the observed trends with those based 
on a large number of state-of-the-art model experiments from the 
HighResMIP project ( 28 ) consisting of a range of model resolu-
tions and setups, fully coupled and forced with observed sea sur-
face temperatures (SST) ( Fig. 3 ) and then discuss the local and 
global discrepancies ( Fig. 4 ). We conclude with a discussion of 
physical mechanisms that might not be accurately captured in 
models and suggestions on how to move forward.                         

Results

 Trends in the most extreme daily maximum near-surface tempera-
tures (Tx) values per year are greater than what is expected from a 
simple shift in the mean (i.e., a uniform shift across all percentiles) 
in several highly populated regions globally.  Fig. 2A   displays observed 
regional changes in the most extreme Tx values (99th percentile) 
per year compared to changes in less extreme (87.5th percentile, as 
the median of the 75th and 100th percentile, the limits of the upper 
quartile) Tx values, based on ERA5 reanalysis data from 1958 to 
2022 ( 29 ). For simplicity, we will refer to this difference in trends 
as “tail-widening” trends in the following. The most intense signal 
is observed in Western Europe ( Fig. 2B  , box b in  Fig. 2A  ), as has 
been reported elsewhere ( 30   – 32 ). This is a robust signal found in a 
series of reanalysis (JRA-55) and an observation-based dataset for 
Europe (E-OBS). Our analysis reveals a set of additional regions 
globally in which the most extreme temperatures within a year are 
rising significantly faster than the 87.5th percentile (nonstippled 
regions in  Fig. 2 A –I  ), as selected by objective conditions (provided 
in the methods section. Among those are central China, southern 
South America, the Arabian Peninsula, Eastern Australia, Japan, and 
Korea, and high-latitude regions of Canada and Greenland. In the 
highest-latitude regions, JRA-55 trends are weaker, though still 
toward the extreme end of the modeled trend distributions. Here, 
reanalysis products disagree on the strength of the trends, possibly 
due to more challenging data aggregation over these regions and the 
fact that JRA-55 Tx is calculated from six-hourly instead of hourly 
data. Tail-widening is, however, by no means ubiquitous and, in 
fact, tail-narrowing occurs over vast regions of North America and 
Siberia and other regions of the world.  Fig. 2 J  and K   highlight two 
of these regions. Further SI Appendix, Fig. S2  and the methods sec-
tion detail the objective selection criteria which motivated the eight 
regions shown in  Fig. 2 . These conditions require robust trends 
across time periods and reanalysis products. Analogous assessments 
over additional regions that do not meet all the criteria are provided 
in SI Appendix, Figs. S3 and S4 .

 The observed occurrence of hotspots is largely, if not completely, 
missed over the same regions by state-of-the-art modeling frame-
works, indicated with boxes in  Fig. 3A  . In these regions, the 
observed trends are in the extreme end or even outside of the mod-
eled spread, even when using global mean temperature as covariate 
instead of time (SI Appendix, Figs. S6, S7B , and S9 ). Because these 

observed trends in extreme temperatures are only compared with 
modeled trends after removing the average summer warming, 
model-observation discrepancy resulting from seasonal-scale warm-
ing differences is minimized. Thus, comparing the tail-widening in 
reanalysis data and models is a more specific comparison that seeks 
to minimize the trend influence of changes in lower percentiles, 
while investigating trends in Tx alone might include a large role 
from trends in the 50th percentile.

 Regions such as Northwest Europe ( Figs. 1 C  and D   and  2B  ) 
among other areas have repeatedly witnessed record-breaking 
extreme heat events in recent years and the upper tail of the nearby 
temperature distribution has steadily been widening ( Fig. 2 ). 
These large and in part densely populated regions are among those 
for which we find that tail-widening in observations exceed the 
95th percentile of all the model spread ( Fig. 3 B –I  ). Other notable 
areas where grid-point discrepancies persist but regional averages 
do not meet all the criteria outlined in SI Appendix, Fig. S2  include 
densely populated areas of the Southern United States and impor-
tant biomes such as the Amazon and central Africa (SI Appendix, 
Figs. S1–S4 ).

 In the case of Southern South America ( Fig. 3D  ), the Arabian 
Peninsula ( Fig. 3E  ), and the high Arctic ( Fig. 3H  ) observed trends 
in ERA5 are stronger than in any model realization. While rea-
nalysis datasets (ERA5, E-OBS, JRA-55) mostly agree on the sign 
of trends, it is notable that their magnitude can differ strongly in 
some regions. JRA-55 shows smaller trends throughout the regions 
outlined in  Fig. 3 . In some cases, such as over the Arctic ( Fig. 3H  ) 
or over Northwest Canada ( Fig. 3I  ), these discrepancies can be 
quite large, to a degree that JRA-55 is more within the model 
ensemble spread to a degree that the CI can overlap. As ERA5 can 
be considered the more modern and accurate reanalysis dataset 
due to a higher spatial resolution in vertical and horizontal direc-
tions and increased temporal resolution (hourly vs. six-hourly) 
( 29 ,  33 ), these discrepancies could result in difficulties simulating 
the processes in extreme heat in JRA-55. Interestingly, models do 
underestimate negative trends in tail-widening (i.e., tail-narrowing) 
over some areas as well. Northern Africa ( Fig. 2J  ) and Siberia 
( Fig. 2K  ) show the largest areas of significant negative trends in 
observations, a signal that is partially missed in model simulations 
( Fig. 3 J  and K  ), in particular over Siberia ( Fig. 3K  ).

 While the differences between observed and modeled trends  
in the Northwestern Europe hotspot have been investigated  
( 30   – 32 ,  34 ), here we expand such an analysis to the remainder of 
the global land area. Additionally, in contrast to previous studies, 
our analysis also includes SST-forced models which, unlike the 
coupled models, contain the observed history of SSTs (see 
﻿SI Appendix, Table S1  for a list of all models investigated). We find 
that model biases are largely independent of the type of model set 
up, locally ( Fig. 3 B –I  ) and on a global scale: The land area fraction 
over which trends are misaligned is only slightly reduced in 
high-resolution (25 to 50 km) (SI Appendix, Figs. S8 A –C and S9 
﻿A –C ) and SST-forced models (SI Appendix, Figs. S8 D –F and S9 
﻿D –F ). In experiments where the atmosphere is forced with observed 
SSTs, a slight improvement is found for median values, which 
slightly move toward higher magnitude, in particular for regions 
such as eastern Australia and Japan/Korea (SI Appendix, Fig. S5 F  
and G ), where median trends switch from negative trends in cou-
pled models to positive trends in SST-forced models. This suggests 
a minor role for SSTs potentially through SST-forced teleconnec-
tions in these regions that could have contributed to recent trends. 
The reanalysis-based trends are at the outer margins or beyond the 
95th percentile of the model spread, which also holds for larger 
SST-forced ensembles (up to a total of 109 model runs) which do 
not offer a substantial improvement (SI Appendix, Fig. S5 ).D
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 Finally, we find that discrepancies of strongly positive trends in 
the upper tails of surface temperature distributions are notable also 
when aggregated globally or assessed over specific latitudinal ranges 
( Fig. 4  and SI Appendix, Figs. S10 and S11 ). While climate models 
exhibit a higher fraction of land area overall with positive tail width 
trends than in the observations (55% in models, 48% in ERA5), 
they simulate a much smaller area of statistically significant positive 
trends than seen in observations (SI Appendix, Fig. S10 A , B, and 
﻿D﻿ ). At P  < 0.05, 16.3% of land-weighted positive trends are 

significant in ERA5, vs. 10.5% in models, and this discrepancy inten-
sifies at even higher significance levels (7.9% vs. 3.5% at P  < 0.01) 
(SI Appendix, Fig. S10 C  and E ). Probability density histograms show 
that for moderate trends, models largely reproduce those found in 
reanalysis ( Fig. 4A  ), while still underestimating the extreme trends, 
as indicated by the higher skewness of the observed distribution 
( Fig. 4A  , note the log-scale at the y-axis). Interestingly, the distribu-
tion of low-resolution models matches the reanalysis better (skewness 
of 0.24 and 0.4, respectively) compared to high-resolution models 

A

B C D E F

G H I J K

Fig. 2.   A global emergence of regional heatwave hotspots. (A) Regional trends in extreme heat tail-widening, estimated by calculating long-term trends in the 
differences of the yearly 99th percentile of daily maximum temperature (Tx) and the yearly 87.5th percentile of Tx (the median of the upper quartile bounded 
by the 75th and 100th percentiles) at each grid-point over 1958 to 2022. Areas where trends in the annual 87.5th percentile of Tx are negative are shown in 
gray. Grid-points where the bootstrapped 95% CI includes zero (Data & Methods) are masked with white dots. A warming of the most extreme events exceeding 
the underlying upper quartile median warming (i.e., a widening of the upper tail of the temperature distribution) is observed in various regions globally. (B–I) 
Timeseries and linear trends of regionally aggregated changes for areas where trends have been increasing as highlighted by black boxes in a and using ERA5 
(red), JRA-55 (orange), and E-OBS (yellow, for Europe only) (see labels in A). Gray lines show the trends retrieved from a suite of climate models, which largely fail 
to reproduce observed trends (see Fig. 3 for further details). Bootstrapped 95% CI of the linear trends are shaded. (J and K) shows the same analysis for regions 
in which the hottest Tx values have increased at a slower rate compared to the more typical warm season hot days (blue boxes in A).
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(skewness of 0.15), while all models combined exhibit a skewness of 
0.2 (SI Appendix, Fig. S11A﻿ ) underestimating the tail. Low-resolution 
models also exhibit the strongest single grid-point trends, which may 
be attributable to isolated grid-points in Arctic regions, in the vicinity 
of coastlines and potential artifacts of challenging cryosphere mod-
eling (see exemplary trend map based on one ensemble member in 
﻿SI Appendix, Fig. S12 ). The underestimation of positive trends is also 

expressed by the cumulative probability ratio between ERA5 and 
models ( Fig. 4B  ).

 We find that for positive trends, models underestimate the land 
area exhibiting an occurrence of positive tail-widening trends 
exceeding 0.5 °C per decade by a factor of four. Considering trends 
of both signs rather than just positive trends, models underesti-
mate the occurrence of trends exceeding 0.5 °C per decade by a 
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Fig. 3.   Regional trends of extreme temperatures are underestimated in climate model experiments in multiple regions globally. (A) Comparison of observed 
trends in tail-widening (yearly 99th percentile minus 87.5th percentile) with 49 simulations from coupled and SST-forced climate models (SI Appendix, Table S1). 
Observed trends are outside of the modeled range in several regions globally (dark red). Areas where the annual 87.5th percentile of Tx shows a negative trend 
in observations are shown in gray. (B–I) Distributions of modeled trends in the 99th percentile relative to the 87.5th percentile each year in areas as in Fig. 2 B–I 
for coupled and SST-forced models compared to ERA5 (red), JRA-55 (orange), and E-OBS (in B only) observations-based gridded climate data, displayed as box-
and whisker-plots. Boxes span the 25th and 75th percentiles of the model spread while the median is shown as a horizontal black line. The whiskers denote the 
5th and 95th percentiles, while the single model values are provided as scatters. In the same fashion, panels J and K show exemplary regions in which models 
exhibit an overestimation of historic trends in tail width. Bootstrapped 95% CI bounds are shown for observations (Data & Methods).
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factor of 3.5 (SI Appendix, Fig. S11B﻿ ). Note that despite that dis-
crepancy in strong trends (here chosen as above 0.5 °C per decade), 
they simulate positive trends slightly more often overall. Biases 
are found to be strongest in the Northern high latitudes, in both 
cumulative probability differences ( Fig. 4C  ) and ratios ( Fig. 4D  ), 
while Northern and Southern Hemisphere mid-latitudes, where 
multiple hotspots are located, are also emphasized. Red areas on 
the positive side at around 50 to 60°N and 50°S are likely the 
reflection of the observed hotspots of Northwest Europe and 
Southern South America. For lower mid-latitudes (around 40°N), 
an overestimation of moderate (~0.2 °C per decade) positive and 
negative trends is identified, which are mostly nonsignificant 
( Fig. 1A  ). For the case of high northern latitudes, the underesti-
mated Arctic mean warming in climate models reported previously 
( 35 ) might also affect the tails of the distribution.  

Summary and Discussion

 While coupled climate models have been useful tools in modeling 
and projecting the past global mean temperature response to 
anthropogenic activities over the historical period ( 17 ) (SI Appendix, 
Fig. S6 ), we find that observed long-term trends in the tail behavior 
of extreme heat events are indeed outside of what historical model 
ensembles suggest in several regions globally ( Fig. 3  and SI Appendix, 
Figs. S5, S8, and S9 ). High-impact extreme weather events are 

mostly without exception the outcome of several compounding 
factors acting together, with regionally varying importance of each 
component involved.

 Dry soils and associated land–atmosphere feedbacks are major 
heatwave drivers ( 9 ,  19 ,  36 ). It has been found that an amplified 
warming trend of hot days vs. mean warming in the tropics can 
largely be explained by a “dry gets hotter” mechanism ( 37 ), while 
precipitation trends were found to govern the occurrence of hot-dry 
extremes globally ( 38 ). Huntingford et al. ( 26 ) found regionally 
varying causes for trends in the yearly 90th percentile of daily tem-
peratures: While in the Northern Hemisphere, extratropics dry soils 
were emphasized, trends in tropical Africa were linked to increased 
available energy. Similar results were reported by ref.  27  who found 
a good agreement of model simulations and reanalysis data over the 
Northern Hemisphere in a more moderate definition of tail-widening 
(trends average Tx vs hottest Tx). They also find that positive and 
negative trends (as observed here over Siberia or Northern Africa) 
can be related to local changes in the hydroclimate. This is consistent 
with earlier findings ( 39 ) that attributed amplified warming in 
Mediterranean-type regions. Simpson et al. ( 40 ) found that trends 
in humidity, which are strongly dependent on the accurate depiction 
of rainfall patterns ( 38 ), evaporation (which is partially controlled 
by vegetation), and hydrological characteristics of the land surface, 
including vegetation are still not accurately reproduced, which could 
in part explain the discrepancies reported here.

A

C D

B

Fig. 4.   Global underestimation of trends in extreme temperature tail width in climate models compared to reanalysis data. (A) Area weighted probability 
density histogram of trends over land in the difference between the yearly 99th percentile and 87.5th percentile Tx in ERA5 (red), high-resolution climate models 
(black, dashed) and low-resolution climate models (black, dotted). Number of models included and the skewness of the distribution are noted in the legend. 
Histograms are shown according to a log scale (saturated colors) and a linear scale (translucent colors). Medians of the distributions are shown as vertical lines. 
(B) Cumulative probability distributions of negative trends (left of zero) and positive trends (right of zero) separately, and their ratios between models and ERA5. 
Models underestimate positive trends exceeding 0.5 °C/decade by a factor of four. (C) Differences and (D) ratios between cumulative distributions of positive 
and negative trends in reanalysis and models, by latitude. The largest discrepancies are identified in Northern Hemisphere high latitudes and the mid-latitudes 
of the Northern and Southern Hemispheres.

D
ow

nl
oa

de
d 

fr
om

 h
ttp

s:
//w

w
w

.p
na

s.
or

g 
by

 "
II

A
SA

 -
 I

N
T

E
R

N
A

T
IO

N
A

L
 I

N
ST

IT
U

T
E

 F
O

R
, A

PP
L

IE
D

 S
Y

ST
E

M
S 

A
N

A
L

Y
SI

S"
 o

n 
N

ov
em

be
r 

28
, 2

02
4 

fr
om

 I
P 

ad
dr

es
s 

14
7.

12
5.

38
.6

9.

http://www.pnas.org/lookup/doi/10.1073/pnas.2411258121#supplementary-materials
http://www.pnas.org/lookup/doi/10.1073/pnas.2411258121#supplementary-materials
http://www.pnas.org/lookup/doi/10.1073/pnas.2411258121#supplementary-materials
http://www.pnas.org/lookup/doi/10.1073/pnas.2411258121#supplementary-materials
http://www.pnas.org/lookup/doi/10.1073/pnas.2411258121#supplementary-materials


PNAS  2024  Vol. 121  No. 49 e2411258121� https://doi.org/10.1073/pnas.2411258121 7 of 10

 Persistent high-pressure systems, which materialize as local block-
ing patterns ( 41 ) or zonally elongated stationary Rossby waves  
( 3 ,  42 ,  43 ) are important contributors to weather extremes espe-
cially in the mid-latitudes ( 44 ). Atmospheric circulation is consid-
ered a major source of uncertainty which also affects precipitation 
trends (Shepherd, 2014) and, hence, surface water and energy bal-
ances and temperatures. Specifically, Europe has been identified as 
a global heatwave hotspot ( 31 ), where the hottest days of the year 
are warming twice as fast as mean summer days ( 30 ), a trend that 
is driven by atmosphere dynamical patterns ( 31 ,  34 ) and is largely 
missed by climate models ( 32 ). Circulation trends could also be 
contributing to the decreasing tail width over Siberia and Northern 
Africa where geopotential height trends show smaller or negative 
trends compared to the remaining mid-latitudes ( 45 ) and have 
suppressed warming over the central United States (masked in gray 
in  Figs. 1  and  2  as 87th percentiles show a negative trend) ( 46 ).

 Although the newest generation of climate models shows some 
improvement in the representation of the frequency and magni-
tude of atmospheric blocking ( 41 ,  47 ,  48 ), these measures are still 
underestimated in CMIP6 models ( 49 ). Recent research has 
shown that while models do accurately reproduce the location and 
strength of upper-level wave patterns, they also substantially 
underestimate the surface response to quasistationary wave pat-
terns of the type involved in several of recent extreme weather 
events, e.g., the European heatwave of 2003 ( 50 ,  51 ).

 The slight improvement we find in SST-forced models, in par-
ticular for Eastern Australia and Japan and Korea ( Fig. 3  and 
﻿SI Appendix, Fig. S5 ), provides further evidence for a potential 
role for specific SST patterns, possibly by forcing certain atmos-
pheric dynamical circulation patterns and/or rainfall patterns and 
associated land–atmosphere feedbacks, which have played an 
important role in recent high-impact heatwaves ( 3 ,  5 ,  52 ,  53 ). 
Heatwaves in North America are often linked to persistent ridges 
in the jet stream, which have been related to SST patterns in the 
Pacific ( 54 ,  55 ).

 Persistent and extreme heat has particularly increased over west-
ern and southern North America ( 31 ,  56 ). Tropical Pacific SSTs 
exert a powerful control on climate and weather variability world-
wide, primarily via El Niño-Southern Oscillation (ENSO) cycles. 
El Niño has been suggested as a potential contributor to some 
extreme heat and precipitation in the Northern mid-latitudes in 
summer 2023 ( 13 ). Further, it is known that a La Niña-like SST 
trend in the tropical Pacific has contributed to the two-decades-long 
megadrought in southwest North America ( 57 ). ENSO events also 
have an important role in favoring specific heat extremes such as 
the 2010 heatwave in Russia which was associated with a La 
Niña-like SST pattern ( 52 ). State-of-the-art climate models predict 
that rising greenhouse gas emissions (GHG) should reduce the 
west-to-east warm-to-cool SST gradient across the equatorial Pacific 
while, in observations, the gradient has strengthened over recent 
decades along with rising GHG concentrations ( 58 ,  59 ). Regional 
biases in heatwave intensification may therefore be partially linked 
to diverging SST signals in models and observations and how they 
teleconnect to precipitation and temperature worldwide. However, 
since bias reduction in SST-forced experiments is small, this cannot 
be the sole explanation ( Fig. 3  and SI Appendix, Fig. S5 ).

 The representation of aerosols and their interaction with clouds 
remain a major challenge for climate models ( 60 ), but these factors 
can play an important role in regional heatwave trends ( 61 ). 
Aerosol reduction has been identified as a contributing driver of 
European heatwave trends, largely missed by regional models ( 62 ). 
China has substantially reduced aerosol and ozone precursor emis-
sions in recent years, which have contributed to increased local 
temperature trends in some locations ( 63 ).  

Conclusion

﻿Actionable climate assessment for effective climate adaptation and 
mitigation requires skillful and reliable projections of extreme 
weather risks under different emission scenarios on a regional to 
local level. This holds particularly true for the representation of 
recently observed extremes of large magnitude that might be rare 
under current climatic conditions but will become more likely 
under continued GHG emissions ( 1 ,  56 ,  64 ). Skillful projections 
of trends in such “extreme-extremes” (unprecedented or record-
shattering extremes) must build on a thorough physical under-
standing of why they are emerging and the nonlinear behavior 
responsible so that model simulations can be benchmarked and 
potential biases can be accounted for.

 In large and densely populated areas such as western Europe 
and China and other areas that feature important biomes for the 
world climate such as the Amazon, and polar regions around 
Greenland and Canada, some of which have been discussed in the 
context of climate tipping points ( 65 ,  66 ), the multimodel mean 
of climate simulations of the past decades does not show the 
enhanced warming of the temperature distributions’ upper tails 
observed in these regions ( Fig. 1  and SI Appendix, Fig. S5 ). Note 
that for the Amazon, the strongest trends have emerged over the 
past 23 y and are found for ERA5 only (SI Appendix, Fig. S4 ).

 Often, the multimodel mean is used and prioritized in many 
assessments of climate risks, while upper percentiles are treated as 
implausible scenarios and are at times rejected as outliers. For 
instance, the 1.5 °C warming target established by the Paris Agreement 
was set largely based on avoiding “dangerous climate change,” in part 
associated with critical tipping elements and/or thresholds in the 
Earth system ( 65 ,  67 ). However, if impacts of global warming, such 
as amplified extreme heat, proceed faster than expected based on the 
multimodel mean projections used to support such a warming target, 
its utility may deserve reconsideration. We find that in numerous 
regions ( Figs. 2  and  3 ), trends in the tail-widening of extreme heat 
distribution over the past 65 y exceed the 95th percentile of the model 
spread and, in some cases, even exceed the spread entirely. Trends 
shown in ERA5 reanalysis are outside of the modeled range for south-
ern South America, the Arabian Peninsula, and Arctic Canada ( Fig. 3 
﻿D , E , and H  ), irrespective of any model configuration investigated 
here, while the observed uncertainty intervals determined by boot-
strapping overlap with the model spread. These findings hold for 
model simulations at higher resolution, or forced with historical SSTs, 
as well as with greatly expanded ensemble sizes (SI Appendix, Figs. S5, 
S8, and S9 ).

 Newer modeling initiatives such as super-high-resolution frame-
works suggested, e.g., in the Earth Virtualization Engine (EVE) ( 68 ) 
promise convection permitting resolution and may offer possibilities 
in improving the depiction of important mechanisms. However, no 
substantial improvement for the higher resolved subset of the inves-
tigated models was found. Super-high-resolution, convection-resolving 
models may better represent processes that link SSTs with Rossby 
waves and associated extremes ( 45 ), regional blocking, and realistic 
surface response of heat events to such atmospheric patterns ( 50 ,  51 ). 
However, limitations due to data storage and computing costs might 
be significant constraints for the study of extreme events with 
high-resolution modeling frameworks, as the long time series lengths 
and large ensemble sizes needed for adequate statistics and trend 
attribution may be too resource intensive and not readily available. 
Newer generation models have also shown an improved skill in mod-
eling blocking events which is more pronounced in high-resolution 
models ( 47 ,  69 ). Given the importance of nonlinear feedbacks involv-
ing hydroclimatic processes, a proper representation of the seasonal D
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relationships of the flow of energy and water in the soil–vegetation–
atmosphere continuum needs to be assured ( 7 ). Reasonable forecasts 
of past extreme heatwaves suggest that models can in principle pro-
duce such extreme-extremes when directly forced with the correct 
boundary conditions ( 11 ,  70 ). Ensemble boosting techniques can be 
used to create large ensembles of extraordinary extremes at reduced 
computational cost ( 71 ,  72 ). In an evolutionary manner, these algo-
rithms preserve those that follow an extreme trajectory while filtering 
out others. This allows a sampling around a specific event character-
istic. A large ensemble of highly anomalous events, which would be 
featured only at an extremely low rate in large ensembles ( 20 ), allows 
for an in-depth and statistically robust analysis of the governing phys-
ics of extreme-extremes in models.

 However, disentangling the relative importance of externally forced 
and internal variability in the observed trends may be key to attrib-
uting the sources of model–observation discrepancies. Coordinated 
single forcing large ensemble experiments such as the new Large 
Ensemble Single Forcing Model Intercomparison Project (LESFMIP) 
( 73 ) might help in improving our understanding in the relative role 
of various external or internal drivers in extreme event trends.

 Further, machine learning (ML) approaches have shown prom-
ising results for providing more reliable bias adjustment of climate 
model output. These are based on methods from image processing 
and are better in retaining the relationships between variables 
compared to more traditional quantile-mapping approaches. This 
is particularly important when analyzing risks and impacts from 
compound extremes. ML techniques could also assist in detecting 
nonlinear and regime-changing behavior in the ocean–atmos-
phere–land–vegetation system and provide causality where com-
mon drivers experience strong coupling and feedbacks ( 9 ,  74 ). 
Beyond using ML for analysis, recent advances in ML-driven 
weather forecasts exemplify its potential in climate modeling ( 75 , 
 76 ). In addition, ML might offer accurate and less computation-
ally costly solutions for resolving important subgrid processes ( 77 , 
 78 ), compared to purely numerical frameworks. ML approaches, 
however, must be combined with others that can physically explain 
and understand the causal flows identified by ML. New assimila-
tion techniques that integrate observational datasets and exploit 
advanced interpolation frameworks have been proven to improve 
the depiction of extremes compared to reanalysis datasets ( 79 ) and 
provide climate information at a higher resolution.

 While our findings provide many avenues for interesting and 
relevant new research, the authors stress that the best way to reduce 
both uncertainty in and exposure to climate impacts is a rapid 
transition of relevant societal sectors away from fossil fuels to 
stabilize global temperature rise.  

Data & Methods

Data. The analysis is based on daily maximum temperature (Tx) at 
2-m height. All model-derived results in the main analysis use data 
from the HighResMIP project (28), which provides a good balance 
and coherent setup of coupled and SST-forced experiments. 
Within HighResMIP, configurations labeled “SST-forced” in 
SI Appendix, Table S1 refer to a concatenation of the “highresSST-
present” experiment from 1958 to 2014 with the “highresSST-
future” experiment from 2015 to 2022 (with matching member 
IDs only). Both are atmosphere-only, with highresSST-present 
forced by historic SST/sea-ice fields and highresSST-future forced 
by SSP585 SST/sea-ice fields.

 Configurations labeled “Coupled” in the table above refer to a 
concatenation of the “hist-1950” experiment from 1950 to 2014 
with the “highres-future” experiment from 2015 to 2022 (with 
matching member IDs only). Both are coupled, with hist-1950 

subject to historical forcing and highres-future subject to SSP585 
forcing. All model data were pre-processed with xmip  to stand-
ardize metadata and data structures.

 ERA5 reanalysis data ( 29 ) from years 1958 to 2023 were used 
in  Fig. 1  to display 2-m Tx and ERA5 u and v components of 
wind at the 300 hPa pressure level and were downloaded from the 
Copernicus Data Store (https://cds.climate.copernicus.eu/#!/
home ). For  Fig. 2 , the data were limited to 1958 to 2022 as a 
global analysis requires the availability of the entire annual dataset.

 Six-hourly temperature data from the Japanese 55-year 
Reanalysis (JRA-55) ( 80 ) ranging from years 1958 to 2022  
were used in  Figs. 2  and  3  and were retrieved from 
﻿https://jra.kishou.go.jp/JRA-55/index_en.html . Note that the 
difference in temporal resolution, might influence the accuracy 
of Tx values based on JRA-55 (six-hourly) compared to ERA5 
(hourly).

 Temperature data from the gridded observation-based E-OBS 
( 81 ) were used for calculating trends over Europe as shown in 
 Figs. 2B   and  3B   and were downloaded from: https://www.ecad.
eu/download/ensembles/download.php .

 Due to a better representation of various fields possibly linked 
to a higher horizontal and vertical spatial and also temporal reso-
lution which makes the quantification of Tx values more accurate 
ERA5 is considered as the best estimate of historical trends in this 
analysis.  

Methods. Tx is defined as the hottest daily temperature based on one-hourly 
data for ERA5 and six-hourly data for JRA-55. In the main analysis, the yearly 99th 
and 87.5th percentiles (as the median of the upper quartile, spanning the 75th 
to 100th percentile) of Tx were calculated for each grid-point from model runs 
(on their native grids) and ERA5, for all years 1958 to 2022. The 99th percentile 
represents the median day of the hottest 2% days of the year, while the 87.5th 
percentile approximates the average summer day, as it represents the median of 
the hottest quarter of days of the year. This percentile approach is therefore gener-
alizable to all areas of the globe, not dependent on specific calendar definitions 
of seasons. Computed percentiles were conservatively regridded to a common 
1-degree grid using xesmf. We compute linear trends in the yearly difference of 
these two percentiles, similar to a quantile regression approach (82, 83). In Figs. 2 
and 3, significance and uncertainty ranges for observed trends are calculated via 
a bootstrap approach. In Fig. 2A, for each grid-point, the 65 yearly datapoints (the 
difference between yearly 99th and 87.5th percentile Tx) from 1958 to 2022 were 
resampled 1,000 times (with replacement, and without shuffling in time), calcu-
lating a linear trend in time for each iteration, and grid-points were covered with 
a white dot if the 2.5th to 97.5th percentile range of these trend values crossed 
zero. In Fig. 3 B–K, for each region and observational dataset, a yearly mean of the 
difference between the yearly 99th and 87.5th percentile Tx at each grid-point 
was calculated, the resulting 65 yearly datapoints were resampled 10,000 times 
as described above, and the 2.5th to 97.5th percentile range in the iterations’ 
trend values is shown as vertical lines.

Regions shown in Figs. 2 and 3 were selected based on a set of conditions 
outlined in SI Appendix, Fig. S2, requiring that the trend of the regional average is 
positive and significant (P < 0.05) in ERA5 over the period 1958 to 2022, positive 
in JRA55 over the period 1958 to 2022 and positive over the period 1980 to 2022 
in all available datasets [including MERRA-2 (84)]. Those regions are marked black 
in SI Appendix, Fig. S1, and regional average trends are shown in SI Appendix, 
Figs. S3 and S4. In SI Appendix, Fig. S10 (and where it is referenced in the main 
text), P-values for both ERA5 and model data are calculated parametrically, via a 
two-tailed Wald Test with a t-distribution of the test statistic, rather than applying 
the full iterative bootstrapping approach to all model ensemble members (in 
contrast to the significance testing in Figs. 2 and 3).

Data, Materials, and Software Availability. All figures were produced using 
Python v.3.6 (https://www.python.org/downloads/release/python-360/) (85). 
All code needed to reproduce the main figures are available at https://doi.
org/10.5281/zenodo.13993309 (86). All model data were accessed through Earth 
System Grid Federation (ESGF) (https://wcrp-cmip.org/nodes/aims3-llnl-gov/) D
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(87). All model runs in main analysis are from CMIP6’s HighResMIP (https://
gmd.copernicus.org/articles/9/4185/2016/gmd-9-4185-2016.html) (88). All 
model runs listed in SI Appendix, Table S1 are available from ESGF (hosted at 
the Lawrence Livermore National Laboratory data node) at the time of accessing, 
given matching member IDs across historical and future experiments, and with 
uninterrupted data across the entire 1958 to 2023 period, were used. ERA5 data 
was downloaded from the Copernicus Climate Data Store.
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