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Abstract
Ensuring accurate information during natural disasters is vital for effective emer-
gency response and public safety. Disasters like earthquakes and hurricanes often 
trigger misinformation, complicating response efforts and endangering lives. Histor-
ical events, such as Hurricane Katrina and the COVID-19 pandemic, illustrate the 
harmful impact of false information. Artificial intelligence (AI), with technologies 
like natural language processing and machine learning, offers promising solutions 
for detecting and mitigating misinformation. This paper explores AI’s role in man-
aging misinformation during disasters, highlighting its potential to improve disaster 
response, enhance public trust, and strengthen community resilience.

Keywords Misinformation · Natural disasters · Artificial intelligence · Natural 
language processing · Emergency response · Public trust

Introduction

Natural disasters, such as earthquakes, hurricanes, floods, and wildfires, have pro-
found impacts on societies worldwide. These events can cause significant loss of life, 
displacement of populations, and extensive damage to infrastructure (Teh & Khan, 
2021). In the immediate aftermath of such disasters, the need for accurate and timely 
information becomes critical for effective response and recovery efforts (Natural 
Research Council, 1999). However, the chaotic nature of these events often leads to 
the spread of misinformation, which can exacerbate the challenges faced by emer-
gency responders and affected communities (Tran et al., 2020).
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Misinformation during natural disasters can take many forms, including rumors, 
false claims, and deliberate disinformation (see Table 1 for a selection of real-world 
examples). This misinformation can spread rapidly through various channels, partic-
ularly social media, and create confusion and panic among the public. For instance, 
during Hurricane Katrina in 2005, false reports of violence and chaos hampered 
rescue operations and contributed to a breakdown of trust between the public and 
authorities (Miller, 2016; Brezina & Phipps Jr, 2009). Similarly, during the COVID-
19 pandemic, misinformation regarding safety measures and treatments spread 
widely and complicated public health efforts (Caceres et al., 2022).

Recognizing the detrimental impact of misinformation, previous research has 
explored various strategies for its detection and mitigation. Advancements in artificial 
intelligence (AI) have emerged as promising tools in this regard, offering advanced 
capabilities for real-time analysis and intervention. Specifically, AI technologies such 
as natural language processing (NLP) and machine learning algorithms have shown 
significant potential in identifying and countering false information (Kumar et al., 
2021). AI algorithms can achieve an impressive 97% accuracy in classifying news 
articles, effectively determining whether they are genuine or false (Hashmi et al., 
2024). Moreover, AI tools can be highly effective in helping people reconsider their 
beliefs in conspiracy theories (Costello et al., 2024). In an experiment involving over 
2000 participants, researchers used a version of ChatGPT (GPT-4 Turbo) to chal-
lenge conspiracy theories. Surprisingly, people’s belief in false conspiracy theories 
dropped by an average of 20%. About 25% of participants reduced their confidence 
in these theories from above to below 50%. On TikTok, flagging unsubstantiated vid-
eos decreased the rate at which they were shared by 24%, while likes on such unsub-
stantiated content declined by 7% (Hernandez, 2021), whereas hiding content with 
fact-checking labels on Facebook could reduce content views by up to 95% (Rosen, 
2020). In addition, AI tools on Facebook detect almost 100% of spam and remove 
99.5% of terrorist-related content, 98.5% of fake accounts, 96% of adult nudity and 
sexual activity, and 86% of graphic violence (Koebler & Kox, 2018). Endorsement 
of technology companies’ efforts to combat misinformation is also important. A 
recent survey shows growing public support for technology companies to take steps 
in restricting false information online, with 65% of respondents in 2023 expressing 
support, up from 56% in 2018 (PEW Research Center, 2023).

Despite these advancements, effectively managing misinformation during natural 
disasters remains a significant challenge. The unique characteristics of disaster sce-
narios– rapidly evolving situations, diverse and unverified information sources, and 
heightened emotional states among affected populations– pose distinct obstacles that 
have not been fully addressed in existing research. Challenges include the need for 
AI systems to process large volumes of data in real-time, understand context-specific 
language and terminology related to disasters, and deal with the scarcity of labeled 
datasets for training models in these scenarios. Moreover, there is a gap in research 
regarding the deployment of AI tools that can adapt to the unpredictable nature of 
disasters and provide timely interventions without causing additional confusion or 
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Form of 
misinformation

Description Real-world examples

Rumors Unverified 
information 
that spreads 
rapidly due 
to fear or 
uncertainty.

- Hurricanes Harvey and Irma: False information spread on social 
media claiming that immigration status would be checked at evacu-
ation shelters. This caused fear and confusion among residents, 
potentially affecting their decision to evacuatea.
- New Year Noto earthquake: After the earthquake on the Noto 
Peninsula in Japan, rumors spread on social media about the sever-
ity of the damage and potential aftershocks. Prime Minister Kishida 
Fumio had to warn the public about the dangers of spreading 
misinformationb.

False claims Incorrect 
statements 
presented as 
facts.

- Hurricane Milton: False claims suggesting that Hurricane Milton 
was “engineered” and that the weather in Florida was being “ma-
nipulated” spread on social media. These claims were debunked by 
experts, but they caused significant confusion and fear among the 
publicc.
- Climate change misinformation: A viral video falsely claimed 
that decreasing natural disaster-related death counts show climate 
change is not real. This misinformation spread widely, despite 
evidence to the contraryd.

Conspiracy 
theories

Explanations 
that attribute 
events to 
secret, often 
malevolent 
plots by 
groups.

- Hurricane Milton: Discussions surrounding Hurricane Milton 
have been clouded by false conspiracy theories, particularly those 
suggesting that the storm is a result of geoengineering or political 
manipulatione.
- Earthquake in Syria and Turkey: The HAARP (High-Frequency 
Active Auroral Research Program) conspiracy theory suggests that 
the U.S. government uses this research program as a weapon to 
intentionally trigger massive earthquakes around the world. Some 
conspiracy theorists believe that natural disasters, such as the 
devastating earthquakes in Turkey and Syria, are not accidental but 
rather the result of human manipulation through HAARP or similar 
technologiesf.

Misinterpreta-
tion of official 
statements

Incorrect 
understanding 
or reporting 
of informa-
tion from 
authorities.

- Oroville Dam crisis: The National Weather Service Sacramento 
tweeted a map showing expected flooding, which encompassed all 
of Sacramento County, including the area near Oroville Dam, lead-
ing many to mistakenly believe that the entire county was under an 
evacuation orderg.
- Hurricane Cone Graphic: The National Hurricane Center’s Tropi-
cal Cyclone Track Forecast Cone has been widely misinterpreted 
by the public, leading many to believe that areas outside the cone 
are safe from storm threatsh.

Hoaxes and 
pranks

False infor-
mation spread 
as jokes or 
to cause 
disruption.

- Shooting at the hurricane: A satirical Facebook event encour-
aged people to shoot guns at the storm to scare it away. Despite 
its humorous intent, law enforcement had to warn against such 
dangerous behaviori.
- Storing valuables in dishwashers: A viral post advised people to 
store valuables in dishwashers during floods, falsely claiming that 
they are waterproof. This myth has been debunked by experts, as 
dishwashers are not watertight during floodsj.

Table 1 Forms of misinformation during natural disasters
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panic. This underscores a pressing need to explore how AI can be effectively lever-
aged to detect and mitigate misinformation in these critical situations.

This study aims to fill this gap by providing a comprehensive examination of the 
role of AI in detecting and mitigating misinformation during natural disasters. Specif-
ically, it investigates the types and sources of misinformation unique to disaster con-
texts, analyzes the capabilities of AI technologies in addressing these issues, assesses 
the impact of AI-driven interventions on public trust and decision-making, and iden-
tifies the challenges and limitations associated with deploying AI tools in such sce-
narios. By integrating theoretical insights with empirical evidence– including case 
studies of past and recent natural disasters– the research contributes new knowledge 
to the field and offers practical strategies for enhancing disaster response efforts.

Form of 
misinformation

Description Real-world examples

Scams and 
fraudulent offers

Deceptive 
practices aim-
ing to exploit 
individuals 
during crises.

- Fake hurricane donation posts: Schemers are creating fake images 
of hurricane victims and asking people for donations. An example 
is an image of a girl holding a puppy and being evacuated from a 
flood areak.
- Fake earthquake donation posts: Scammers claim to raise money 
for survivors, left without heat or water. But instead of helping 
those in need, scammers are channeling donations away from real 
charities, and into their own accounts and cryptocurrency walletsl.

False images and 
videos

Sharing 
doctored or 
unrelated 
media as cur-
rent disaster 
events.

- Hurricane Harvey: Following Hurricane Harvey, there were 
numerous fake images and videos circulating online, including doc-
tored photos and videos from other disasters. These misleading vi-
suals made it difficult for people to discern accurate informationm.
- Hurricane Milton: After Hurricane Milton, numerous false images 
and videos spread on social media, including AI-generated footage 
and visuals from unrelated events. These misleading visuals caused 
confusion and fear among the publicn.

a h t t p s : / / n e w . n s f . g o v / n e w s / h o w - r u m o r s - s p r e a d - s o c i a l - m e d i a - d u r i n g - w e a t h e r
bhttps://www.nippon.com/en/in-depth/d00987/
c h t t p s : / / w w w . b b c . c o m / n e w s / a r t i c l e s / c x 2 l y z w 7 x w x o
d h t t p s : / / e u . u s a t o d a y . c o m / s t o r y / n e w s / f a c t c h e c k / 2 0 2 3 / 1 1 / 2 7 / f a l s e - c l a i m - d i s a s t e r - d e a t h s - s h o w - c l i m a t e - c 
h a n g e - n o t - r e a l - f a c t - c h e c k / 7 1 2 4 9 8 8 2 0 0 7 /
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g h t t p s : / / w w w . d h s . g o v / s i t e s / d e f a u l t / fi  l e s / p u b l i c a t i o n s / S M W G _ C o u n t e r i n g - F a l s e - I n f o - S o c i a l - M e d i a - D i s 
a s t e r s - E m e r g e n c i e s _ M a r 2 0 1 8 - 5 0 8 . p d f
h h t t p s : / / n e w s . m i a m i . e d u / s t o r i e s / 2 0 2 4 / 0 2 / c o n e - o f - u n c e r t a i n t y - g r a p h i c - t o - f e a t u r e - m o r e - i n f o r m a t i o n . h t 
m l
i h t t p s : / / w w w . s e a t t l e t i m e s . c o m / l i f e / w h a t - n o t - t o - b e l i e v e - v i r a l - h o a x e s - a b o u t - h u r r i c a n e - fl  o r e n c e /
j h t t p s : / / w w w . s e a t t l e t i m e s . c o m / l i f e / w h a t - n o t - t o - b e l i e v e - v i r a l - h o a x e s - a b o u t - h u r r i c a n e - fl  o r e n c e /
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Table 1 (continued) 
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The remainder of the paper is organized as follows. Section 2 provides a literature 
review on misinformation during natural disasters, AI tools for misinformation detec-
tion, and the relationship between information accuracy and public trust. Section 3 
outlines the research methodology. Section 4 delves into AI detection and mitigation 
techniques. Section 5 presents case studies of natural disasters to illustrate the practi-
cal application of AI tools in misinformation management. Section 6 examines the 
impact of AI-driven interventions on public trust and decision-making during natural 
disasters. Section 7 addresses the challenges and limitations of using AI for misin-
formation management. Finally, Sect. 8 concludes by summarizing key findings and 
discussing their implications.

Literature Review

Misinformation during natural disasters is a pervasive issue that significantly hampers 
emergency response efforts and public safety (Omar & Van Belle, 2024). It encom-
passes various forms, including rumors, false claims, and deliberate disinformation, 
all of which can spread rapidly through communication channels, particularly social 
media platforms (Aïmeur et al., 2023). The widespread use and immediacy of social 
media amplify the speed at which misinformation is disseminated, creating chal-
lenges for authorities trying to ensure the public receives accurate information.

Several key types of misinformation are commonly observed in these situa-
tions. Incorrect safety advice, exaggerated or false information about the scale of 
the disaster, and rumors regarding resource availability or government response are 
frequent (Méndez-Muros et al., 2024; Omar & Van Belle, 2024; Zhou et al., 2021). 
For instance, during the 2011 Tōhoku earthquake and tsunami, widespread rumors 
about radiation levels caused unnecessary panic (Svendsen, 2013), while false tweets 
during Hurricane Sandy in 2012 about flooding in the New York Stock Exchange 
building caused confusion and concern (Hunt et al., 2020a).

The sources of misinformation vary widely, from well-meaning individuals shar-
ing unverified information to malicious actors deliberately spreading falsehoods for 
political or financial gain. Even reputable news organizations can unintentionally 
contribute to the problem through reporting errors (Molina et al., 2021; Silverman, 
2015). The impact of such misinformation is profound, leading to misinformed deci-
sions, the misallocation of resources, and a general erosion of trust in official com-
munication channels (Cook et al., 2015; Rubin, 2022; Lovari, 2020).

AI has emerged as a crucial tool for addressing this growing problem (Demartini et 
al., 2020). Advanced AI techniques, such as NLP, machine learning, and data mining, 
are being developed to detect and mitigate the spread of false information (Meesad, 
2021). NLP algorithms, for example, can analyze large volumes of text from social 
media and news outlets to identify misinformation patterns (Berrondo-Otermin & 
Sarasa-Cabezuelo, 2023), while machine learning models can be trained on datasets 
of known misinformation to recognize and flag similar content in real-time.

Several AI tools have been developed with promising results. Google’s Fact Check 
Tools and Facebook’s AI-driven misinformation detection systems use machine learn-
ing to identify and limit the spread of false information on their platforms (Google, 
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2024; Meta, 2020). However, there are notable challenges to these technologies. Mis-
information evolves rapidly, with new false narratives emerging regularly, and AI 
systems often struggle with context, sarcasm, and cultural nuances, leading to false 
positives or negatives (Adriani, 2019; Hershcovich et al., 2022; Muaad et al., 2022).

In the context of natural disasters, misinformation undermines public trust in 
authorities and official sources of information. When official sources are slow to 
address or counter misinformation, it creates a vacuum that is often filled by rumors 
and false claims (Carlson et al., 2018). This can lead to a reluctance to follow official 
guidance, thereby increasing the risks to public safety during emergencies (Freeman 
et al., 2022). Accurate, timely communication is critical for effective decision-mak-
ing, as demonstrated by case studies like the 2010 Haiti earthquake, where reliable 
information was crucial for coordinating rescue efforts (Van de Walle & Dugdale, 
2012). Conversely, the spread of misinformation during the 2017 Las Vegas shooting 
caused widespread confusion, illustrating the dangers of unchecked false information 
(Blankenship, 2020).

Despite the advances in AI, there are several gaps in current research. The first is 
the need for more robust datasets that reflect the evolving nature of misinformation 
(Hu et al., 2022). Many AI models are limited by the quality and scope of the data 
on which they are trained. Secondly, interdisciplinary collaboration is essential for 
developing more effective solutions, incorporating insights from fields such as com-
puter science, communications, psychology, and emergency management (Leitner et 
al., 2021). Finally, ethical and privacy concerns surrounding the use of AI in misin-
formation detection remain underexplored. Issues such as surveillance, data privacy, 
and potential misuse of these technologies need further research (Huriye, 2023).

Methodology

This study employs a qualitative research design centered on a narrative literature 
review, supplemented by case study analyses. Narrative literature reviews serve a 
vital scientific function in academia, allowing researchers to examine broader ques-
tions and engage in post hoc theorizing (Baumeister & Leary, 1997). These reviews 
facilitate a comprehensive examination of existing knowledge, theories, and prac-
tices through an iterative, non-structured, and multi-layered process (Juntunen & 
Lehenkari, 2021). They provide flexibility in analyzing and interpreting literature. 
This approach allows for an in-depth exploration of the complexities, challenges, and 
opportunities within the AI domain.

The literature review draws from a diverse range of sources, including peer-
reviewed journal articles, conference papers, academic books, and reputable online 
publications. The key thematic areas addressed in the review include investigating 
the common forms of misinformation that emerge during natural disasters and the 
channels through which they spread; examining the current AI tools and algorithms 
used to identify and mitigate misinformation; exploring how accurate information 
influences public perception and actions during disaster scenarios; and identifying 
the shortcomings and obstacles faced by existing AI solutions in effectively manag-
ing misinformation. By synthesizing findings across these areas, the review aims to 
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identify patterns, gaps, and emerging trends that inform the understanding of AI’s 
role in misinformation management.

To ground the theoretical insights in practical application, the study incorporates 
case studies of real-world disaster scenarios where AI tools have been employed to 
manage misinformation. The selection of case studies is based on relevance, ensuring 
that each case involves the application of AI technologies specifically aimed at man-
aging misinformation during a natural disaster. Diversity is also a factor, with cases 
selected from different types of natural disasters and various geographical regions to 
provide a comprehensive analysis. Additionally, impact is considered by choosing 
cases that demonstrate significant outcomes or offer critical insights into the effec-
tiveness and limitations of AI tools in real-world settings. These case studies serve 
to illustrate the practical challenges and successes of implementing AI solutions, 
thereby enriching the findings from the literature review with tangible examples.

While this study does not follow the protocols of a systematic literature review, 
it maintains scientific rigor through critical analysis and synthesis of the available 
literature. The narrative approach offers the flexibility to explore a wide range of 
sources and perspectives, which is essential given the rapidly evolving nature of AI 
technologies and misinformation tactics.

Several limitations are acknowledged in this study. Dependence on existing lit-
erature and case studies means that the findings are contingent upon the availability 
and quality of prior research, which may be subject to publication bias or incomplete 
data. The dynamic nature of the field, with advances in AI technologies and changes 
in misinformation strategies, means that the study’s conclusions represent a snapshot 
in time and may require updates as the field evolves. Additionally, the absence of a 
systematic methodology may introduce selection bias, although efforts have been 
made to mitigate this through comprehensive sourcing and critical evaluation. By 
recognizing these limitations, the study aims to provide a transparent and balanced 
analysis that contributes meaningful insights to the ongoing discourse on AI applica-
tions in misinformation management during natural disasters.

AI Detection and Mitigation Techniques

Natural Language Processing

NLP is a subset of artificial intelligence that focuses on the interaction between com-
puters and human language. It enables machines to understand, interpret, and respond 
to human language in a way that is both meaningful and useful. NLP is particularly 
effective in misinformation detection during natural disasters due to its ability to 
process vast amounts of textual data from various sources such as social media, news 
articles, and official reports.

One of the primary applications of NLP in misinformation detection is sentiment 
analysis (Alonso et al., 2021). Sentiment analysis involves determining the sentiment 
expressed in a piece of text, such as positive, negative, or neutral. By analyzing the 
sentiment of social media posts and news articles, NLP can help identify potential 
misinformation. For instance, a sudden surge in negative sentiment around a specific 
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topic might indicate the spread of false information. Additionally, NLP can be used 
to detect specific keywords and phrases commonly associated with misinformation, 
such as hoax, fake, or unverified.

Named entity recognition (NER) is another crucial NLP technique used in misin-
formation detection (Tsai, 2023). NER involves identifying and classifying named 
entities mentioned in text into predefined categories such as the names of people, 
organizations, locations, and dates. By cross-referencing these entities with reliable 
databases, NLP can help verify the accuracy of information and flag potential mis-
information. For example, if a social media post claims that a particular government 
agency issued a warning, NER can help verify whether the agency indeed issued such 
a warning.

Moreover, NLP can be employed for topic modeling, which involves discover-
ing abstract topics within a collection of documents (John & Keikhosrokiani, 2022). 
Topic modeling helps in identifying the main themes and trends in large datasets and 
allows for the detection of emerging misinformation narratives. Techniques such as 
latent Dirichlet allocation (LDA) are commonly used for this purpose. By continu-
ously monitoring the topics discussed in social media and news articles, NLP can 
help detect and respond to new misinformation trends as they emerge.

Machine Learning Algorithms

Machine learning algorithms play a vital role in misinformation detection by 
enabling systems to learn from data and improve their performance over time. These 
algorithms can be trained on large datasets of known misinformation and legitimate 
information, which allows them to recognize patterns and classify new information 
accordingly.

Supervised learning algorithms are commonly used in misinformation detection 
(Poddar & Umadevi, 2019). In supervised learning, algorithms are trained on labeled 
datasets, where the input data is paired with the correct output. For example, a dataset 
might consist of social media posts labeled as either true or false. Common super-
vised learning algorithms used in misinformation detection include support vector 
machines (SVM), decision trees, and neural networks. These algorithms can classify 
new posts as true or false based on the patterns they have learned from the training 
data.

Unsupervised learning algorithms, on the other hand, do not require labeled data 
(Barve & Saini, 2022). Instead, they identify patterns and relationships within the 
data itself. Clustering algorithms, such as k-means clustering, are often used in this 
context. By grouping similar pieces of information together, clustering algorithms 
can help identify clusters of misinformation. For example, if a large number of social 
media posts share similar content and are identified as potentially false, this cluster 
can be flagged for further investigation.

Deep learning has also shown great promise in misinformation detection (Nasir 
et al., 2021). Deep learning models, such as convolutional neural networks (CNNs) 
and recurrent neural networks (RNNs), are capable of processing large volumes of 
data and capturing complex patterns. These models have been used to analyze text, 
images, and videos for misinformation. For instance, CNNs can be used to detect 
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doctored images (Hamid et al., 2023), while RNNs can analyze the temporal patterns 
in posts (Shu et al., 2017).

Ensemble methods, which combine the predictions of multiple machine learn-
ing models, are also effective in misinformation detection (Ahmad et al., 2020). By 
aggregating the outputs of different models, ensemble methods can improve the over-
all accuracy and robustness of the system. Common ensemble methods include ran-
dom forests, boosting, and bagging. These methods can help mitigate the limitations 
of individual models and provide more reliable predictions.

Real-time Monitoring Systems

Real-time monitoring systems are essential for the timely detection and mitigation of 
misinformation during natural disasters. These systems continuously monitor various 
information sources, such as social media, news websites, and official channels, to 
identify and respond to misinformation as it arises.

One of the key components of real-time monitoring systems is the use of auto-
mated data collection techniques. Web scraping tools can be used to gather data from 
various online sources in real-time (Rajarathinam et al., 2022). These tools can be 
programmed to collect specific types of information, such as social media posts con-
taining certain keywords or news articles from specific websites. By continuously 
collecting data, real-time monitoring systems can ensure that they have up-to-date 
information on the current state of misinformation.

Once the data is collected, it is processed and analyzed using various AI techniques 
as also described above. NLP is often used to preprocess the data, to extract relevant 
information and filter out noise (Al Sharou et al., 2021; Singh, 2018). Machine learn-
ing algorithms are then applied to classify the information and identify potential mis-
information (Du et al., 2021). The use of AI allows these systems to process large 
volumes of data quickly and efficiently and makes real-time monitoring feasible.

Real-time monitoring systems also rely on alert mechanisms to notify relevant 
authorities and stakeholders about detected misinformation (Hussein et al., 2020). 
These alerts can be generated based on predefined rules or thresholds. For example, if 
a certain number of social media posts about a false rumor are detected within a short 
period, an alert can be triggered. These alerts can be sent to emergency responders, 
government officials, or other relevant parties and allow them to take prompt action 
to address the misinformation.

In addition to detecting misinformation, real-time monitoring systems can also play 
a role in mitigating its impact. By providing accurate and timely information, these 
systems can help counteract false narratives and reassure the public. For instance, 
real-time monitoring systems can be used to disseminate verified information through 
official channels, such as government websites and social media accounts. This can 
help correct false information and prevent it from spreading further.

Real-time monitoring systems can also support the coordination of emergency 
response efforts. By providing a comprehensive view of the information landscape, 
these systems can help identify areas where misinformation is causing confusion 
or hindering response efforts. This allows emergency responders to prioritize their 
efforts and allocate resources more effectively.
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Case Studies

Historical Analysis

Hurricane Katrina (2005)

Hurricane Katrina, one of the most devastating natural disasters in U.S. history, high-
lighted the significant role misinformation can play during crises (Sun, 2010, 2012; 
Brezina & Phipps Jr, 2009). In the aftermath of Katrina, misinformation spread rap-
idly through various channels and exacerbated the chaos. False reports of violence, 
lawlessness, and rampant looting in New Orleans created a sense of fear and confu-
sion among both the public and emergency responders. These false narratives not 
only hindered rescue and relief efforts but also strained the relationship between the 
affected communities and government agencies.

Given that social media was not as prevalent at the time, and some of today’s 
popular networks did not even exist yet (Beigi et al., 2016), most of the analysis done 
focused on examining the discussion of the hurricane in traditional media (Barnes et 
al., 2008; Sommers et al., 2006; Tierney et al., 2006).

2010 Haiti Earthquake

The 2010 earthquake in Haiti showcased the potential benefits of using technology 
to manage misinformation. In the immediate aftermath of the earthquake, there was a 
significant influx of misinformation on social media (Oh et al., 2010).

The crisis-mapping platform Ushahidi played a crucial role in disaster relief 
efforts following the earthquake in Haiti (Heinzelman & Waters, 2010). It allowed 
the international community to access real-time information directly from the Hai-
tian population through text messages and social media sources. By crowdsourcing 
information, Ushahidi enabled responders to quickly target resources in the rapidly 
changing disaster environment. It facilitated the collection and mapping of actionable 
intelligence and helped identify urgent needs and incidents on the ground. Despite 
challenges in verifying and triaging reports, Ushahidi’s deployment in Haiti show-
cased the potential of leveraging technology for effective disaster response and infor-
mation gathering.

Recent Examples

Hurricane Harvey (2017)

Hurricane Harvey struck the Gulf Coast of the United States in 2017 and brought 
unprecedented rainfall and flooding to the Houston area. During this disaster, social 
media became a double-edged sword. While it was invaluable for disseminating real-
time information and coordinating rescue efforts, it also facilitated the rapid spread 
of misinformation (Hunt et al., 2020b). False reports about mandatory evacuations or 
the availability of shelters caused confusion and unnecessary panic (Yang & Zhuang, 
2020).
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Machine learning was applied to track and predict the veracity of tweets related 
to misinformation spread during the hurricane (Hunt et al., 2020b, 2022; Wang et 
al., 2020). Researchers were able to analyze and monitor the spread of false rumors 
on platforms like Twitter. The framework was trained on historical misinformation-
related tweets from Hurricane Harvey and other events to predict the accuracy of 
tweets associated with new cases of misinformation. The machine learning algo-
rithms were capable of accurately predicting the veracity of tweets and categorize 
them as true, false, or neutral.

COVID-19 Pandemic

The COVID-19 pandemic represents one of the most extensive and prolonged cri-
ses where misinformation management has been crucial (Bridgman et al., 2020). 
The pandemic saw an explosion of misinformation across all media, including social 
media, news websites, and even traditional media. False claims about the virus’s 
origins, unverified treatments, and misleading information about vaccines created 
widespread confusion and hindered public health efforts.

AI tools were extensively deployed to combat misinformation during the pan-
demic. Social media platforms implemented sophisticated AI algorithms to detect 
and remove false information related to COVID-19 (Shams et al., 2021; Timberg et 
al., 2020). Additionally, AI-driven chatbots and virtual assistants were deployed by 
various health organizations to provide accurate information and answer public que-
ries (Agarwal et al., 2024). These AI tools helped in countering misinformation by 
disseminating verified information and clarifying doubts, thereby improving public 
understanding and trust (Almalki & Azeez, 2020).

Comparative Analysis

To summarize the above case studies, historically, the management of misinforma-
tion during disasters was a significant challenge due to the absence of advanced tech-
nological tools. In earlier crises, limited technological infrastructure and the absence 
of social media meant that false reports often proliferated unchecked through tradi-
tional media channels. This could lead to widespread fear, confusion, and strained 
relationships between affected communities and government agencies. The analysis 
of misinformation during these periods primarily focused on traditional media’s role 
and highlighted the need for more robust information management systems.

As technology advanced, the potential of AI and machine learning became more 
apparent in managing misinformation and facilitating disaster response. With the 
advent of crowdsourced information platforms and real-time data analytics, respond-
ers could access situational awareness more effectively. This innovative use of tech-
nology allowed for better targeting of resources and demonstrated the benefits of 
integrating AI-driven platforms in disaster response strategies, despite challenges in 
report verification.

In recent years, AI has transitioned from a research tool to an active component 
in managing disasters and combating misinformation. Social media and other digital 
platforms have leveraged AI-driven machine learning algorithms to track and predict 
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the veracity of information and to enable real-time monitoring and categorization 
of misinformation. This marked a significant improvement in the ability to manage 
false information quickly and effectively and showcased AI’s growing role in disaster 
management.

Impact on Public Trust and Decision-making

Building Public Trust

Public trust is a cornerstone of effective disaster management (Oh & Lee, 2022). 
During natural disasters, the public relies heavily on accurate and timely information 
to make critical decisions about their safety and well-being. When misinformation 
spreads, it undermines this trust and may lead to confusion, fear, and potentially 
harmful behaviors (Korta, 2018). AI tools can play a significant role in building and 
maintaining public trust by ensuring that accurate information is disseminated, and 
misinformation is promptly addressed.

AI-driven misinformation detection systems help authorities monitor and analyze 
large volumes of data from social media, news outlets, and other sources (Ivanov & 
Petrova, 2024). By identifying and flagging false information, these systems enable 
rapid response and correction, preventing misinformation from gaining traction. For 
example, during the COVID-19 pandemic, AI tools were used to identify and correct 
false claims about the virus, treatments, and vaccines (Ahmad et al., 2022; Chen & 
See, 2020).

Additionally, AI tools can enhance the transparency of information dissemination 
processes. By providing clear explanations of how misinformation is detected and 
why certain information is flagged or corrected, authorities can build trust with the 
public. Transparency about the use of AI and the steps taken to ensure data accuracy 
and privacy can also alleviate concerns about surveillance and misuse of technology.

Improving Decision-making

Accurate information is critical for effective decision-making during natural disasters. 
Both individuals and emergency responders rely on timely and accurate information 
to make decisions about evacuations, resource allocation, and response strategies. 
Misinformation can lead to poor decision-making, with potentially life-threatening 
consequences. AI tools can significantly improve decision-making by ensuring that 
accurate information is available and accessible.

One of the key ways AI improves decision-making is through real-time data analy-
sis and situational awareness. AI systems can process and analyze vast amounts of 
data quickly and provide real-time insights into the evolving disaster situation. For 
example, AI-powered dashboards and analytics platforms can visualize data from 
various sources, such as weather reports, social media, and emergency services, to 
provide a comprehensive view of the situation (Ramya & Singh, 2024; Reddy et al., 
2024; Dias et al., 2023). This allows decision-makers to respond more effectively and 
allocate resources where they are needed most.
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AI tools can also assist in predictive modeling and scenario planning (Varsha et 
al., 2024). By analyzing historical data and current trends, AI systems can predict the 
likely impact of a disaster and suggest optimal response strategies. For instance, dur-
ing hurricane season, AI models can predict the potential path and impact of a storm, 
enabling authorities to issue timely warnings and plan evacuations more effectively 
(Hashemi et al., 2016). These predictive capabilities enhance the ability to make 
informed decisions and reduce the overall impact of natural disasters.

Moreover, AI tools can facilitate better communication and coordination among 
different stakeholders. During natural disasters, effective communication is essen-
tial for coordinating response efforts and ensuring that everyone has the information 
they need. AI-driven communication platforms can streamline information shar-
ing and enable emergency responders, government agencies, and the public to stay 
informed and work together more effectively. For example, AI chatbots and virtual 
assistants can provide real-time updates and answer common questions and free up 
human resources for more critical tasks (Do et al., 2022; Bonales Daimiel & Martínez 
Estrella, 2021).

Strategies for Using AI to Enhance Public Trust

To maximize the benefits of AI in building public trust and improving decision-mak-
ing, several strategies can be implemented. First, it is essential to ensure the transpar-
ency and accountability of AI systems. Authorities should clearly communicate how 
AI tools are used, what data they analyze, and how decisions are made based on AI 
insights. Transparency builds trust and helps the public understand the value of AI in 
disaster management.

Second, collaboration between AI developers, emergency responders, and com-
munication experts is crucial. By working together, these stakeholders can design 
AI tools that are user-friendly, accurate, and effective in addressing misinformation. 
Collaborative efforts also ensure that AI tools are integrated seamlessly into existing 
emergency response frameworks and enhance their overall impact.

Third, ongoing training and education are vital for both the public and emergency 
responders. The public should be educated about the risks of misinformation and the 
importance of relying on verified sources of information. Emergency responders, on 
the other hand, should be trained on how to use AI tools effectively and interpret the 
data provided by these systems. Continuous training ensures that everyone is pre-
pared to leverage AI technologies during disasters.

Finally, it is important to address ethical and privacy concerns related to the use 
of AI. Authorities should implement robust data protection measures and ensure 
that AI tools are used responsibly. By prioritizing ethical considerations and safe-
guarding privacy, authorities can build public confidence in the use of AI for disaster 
management.
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Challenges and Limitations

Technical Challenges

AI technologies, while powerful, face numerous technical challenges when it comes 
to detecting and mitigating misinformation during natural disasters. One of the pri-
mary issues is the constant evolution of misinformation tactics. Misinformation 
creators frequently adapt their strategies, using new language, images, and dissemi-
nation techniques to evade detection by AI systems (Ayetiran & Özgöbek, 2024; Sha-
hid et al., 2022). To address this challenge, implementing automated algorithms that 
can update in real-time with minimal supervision is essential (Haass, 2022). Utilizing 
machine learning models that support online learning can help AI systems adapt to 
new misinformation patterns more efficiently. Additionally, collaboration between 
organizations to share threat intelligence can lead to the development of more robust 
models that are better equipped to handle evolving tactics (Preuveneers & Joosen, 
2021).

Another technical challenge is the complexity of natural language. Understanding 
context, sarcasm, and cultural nuances is difficult for AI models (Rahma et al., 2023; 
Hershcovich et al., 2022). These subtleties often lead to false positives (accurate 
information being flagged as false) and false negatives (misinformation not being 
detected). For instance, a sarcastic tweet might be incorrectly classified as genuine 
information, or a legitimate news article might be flagged due to specific keywords 
that the model associates with misinformation. Advancements in natural language 
processing, such as the transition from rule-based systems to sophisticated neural 
networks, particularly transformer-based models like BERT and GPT, could enhance 
AI’s ability to understand subtle linguistic cues (Zhang, 2024; Chai et al., 2024). 
These models have improved performance in various NLP applications, including 
sentiment analysis, machine translation, and content generation. The integration of 
deep learning techniques has led to more accurate interpretation of contextual rela-
tionships and semantic nuances. Multilingual capabilities have been developed to 
address language diversity (Pritam et al., 2024).

Data quality and availability also pose significant challenges (Velev & Zlateva, 
2023). AI systems rely on large datasets to learn and improve. However, obtaining 
high-quality, labeled data that accurately represents the diverse forms of misinforma-
tion can be challenging. During natural disasters, the rapid influx of information can 
include a lot of noise– irrelevant or redundant data– which makes it harder for AI 
systems to filter out useful information from misinformation. To mitigate this issue, 
implementing data preprocessing techniques such as noise reduction algorithms and 
data augmentation can enhance dataset quality (Maharana et al., 2022). Leverag-
ing semi-supervised and unsupervised learning methods can reduce the reliance on 
labeled data, allowing AI systems to learn from unlabeled datasets (Nishi et al., 2021; 
Xie et al., 2020). Additionally, crowdsourcing platforms can be utilized to obtain 
labeled data more efficiently, engaging volunteers in the data labeling process (Drutsa 
et al., 2020).
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Ethical and Privacy Concerns

The use of AI for monitoring and analyzing public communication raises significant 
ethical and privacy concerns (Stahl & Wright, 2018). AI systems often require access 
to vast amounts of personal data, which can include social media posts, location data, 
and communication patterns. This level of surveillance can lead to privacy infringe-
ments if not managed properly. There is a fine balance between collecting enough 
data to accurately detect misinformation and protecting individual privacy.

One of the most pressing negative consequences is the potential erosion of indi-
vidual autonomy and freedom of expression. Awareness of surveillance leads to self-
censorship and a chilling effect on open discourse (Murray et al., 2024; Stoycheff, 
2016). AI systems used in content moderation and personalization on online platforms 
can create filter bubbles and raise concerns about the legitimacy of content removal 
decisions (Kolarević, 2022). The deployment of AI tools to manipulate democratic 
processes and capture personal information poses threats to privacy, anonymity, and 
autonomy (Manheim & Kaplan, 2019). These effects can erode public confidence 
in institutions and hinder democratic functioning. The impacts of surveillance are 
particularly concerning for marginalized communities and can exacerbate existing 
inequalities. To address these concerns, implementing privacy-preserving techniques 
such as differential privacy and federated learning can help protect individual data 
(Rodríguez-Barroso et al., 2020). These methods allow AI models to learn from data 
without accessing personally identifiable information. Establishing clear data gov-
ernance policies and obtaining informed consent can also enhance transparency and 
trust (Janssen et al., 2020; Rossi & Lenzini, 2020).

Transparency about data collection and processing is essential to maintain public 
trust. However, many AI systems operate as black boxes (Von Eschenbach, 2021), 
which makes it difficult to explain how decisions are made. This lack of transpar-
ency can lead to public skepticism and resistance, particularly if people feel their 
data is being used without their consent or understanding. Ensuring that AI systems 
are explainable and that their decision-making processes are transparent is critical 
to addressing these ethical concerns. Developing explainable AI (XAI) models can 
help in making AI decision-making processes more transparent (Tiwari, 2023). XAI 
techniques focus on developing interpretable models and post-hoc explanations to 
decipher the reasoning behind AI-driven conclusions (Alapati & Valleru, 2023). 
These approaches include feature importance analysis, model interpretability, and 
natural language explanations (Tiwari, 2023). By bridging the cognitive gap between 
complex algorithms and human understanding, XAI empowers stakeholders to eval-
uate and trust AI systems, ensuring fairness, accountability, and ethical standards 
(Praveenraj et al., 2023).

Bias in AI models is another significant ethical issue (Gaonkar et al., 2020). AI 
systems are trained on existing data, which can include biases present in the source 
material. If not carefully managed, these biases can be perpetuated or even ampli-
fied by AI systems. For example, certain communities might be disproportionately 
targeted by misinformation detection efforts, which leads to unequal treatment. 
Ensuring fairness and avoiding discrimination requires continuous monitoring and 
adjustment of AI models. Implementing fairness-aware machine learning practices 
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is crucial for mitigating biases in AI systems. Researchers have developed tools to 
help data scientists discover and mitigate discrimination in machine learning mod-
els (Bantilan, 2018). Strategies such as reweighting, adversarial training, and resam-
pling can be employed to overcome prejudice in algorithms (Dhabliya et al., 2024). 
Adopting a “fairness-first” approach is essential when developing machine learning 
models for various applications (Bird et al., 2019). Regular auditing of AI models 
for bias and incorporating diverse datasets during training can enhance fairness. The 
Fairway method, which combines pre-processing and in-processing approaches, has 
been proposed to remove ethical bias from training data and trained models without 
significantly impacting predictive performance (Chakraborty et al., 2020). Collabo-
rating with ethicists and stakeholders from various communities can provide valuable 
insights to address potential biases proactively (Bird et al., 2019).

Furthermore, the deployment of AI-based surveillance systems raises serious con-
cerns about data security and the potential for misuse. Large-scale data collection 
creates attractive targets for cybercriminals, increasing the risk of data breaches that 
could expose sensitive personal information (Veluru, 2024). There is also the danger 
that surveillance data could be repurposed for unintended uses, such as commercial 
profiling or political manipulation, without individuals’ knowledge or consent. In the 
absence of stringent regulations and oversight, these systems might operate with little 
accountability, making it difficult to challenge abuses of power or seek redress for 
harms caused (Fontes et al., 2022).

Practical Limitations

The practical implementation of AI systems for misinformation management during 
natural disasters involves several logistical challenges. One major limitation is the 
integration of AI tools with existing emergency response frameworks (Damaševičius 
et al., 2023; Deloitte, 2023). Many emergency response systems are not designed 
to incorporate advanced AI technologies and retrofitting them can be complex and 
costly. Coordination between various agencies and stakeholders is essential to ensure 
that AI tools can be effectively utilized. To facilitate integration, developing modular 
AI solutions that can easily interface with existing systems is crucial (Agrawal et al., 
2021; Su et al., 2019). Establishing standard protocols and APIs can enable seam-
less communication between AI tools and emergency response platforms. Securing 
funding and support for technological upgrades can also help in overcoming financial 
barriers.

Training and capacity-building are also critical practical considerations (Fernando, 
2023). Emergency responders and relevant personnel need to be trained on how to 
use AI tools and interpret the data they provide. This training requires time and 
resources, and it is essential to ensure that all stakeholders are adequately prepared 
to leverage AI technologies during disasters. Implementing comprehensive training 
programs and workshops can enhance the skill sets of emergency responders. Online 
training modules and simulation exercises can provide practical experience with AI 
tools. Partnering with educational institutions and technology providers can support 
ongoing capacity-building efforts.
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Resource constraints can limit the deployment and effectiveness of AI systems. 
Developing and maintaining sophisticated AI models require significant computa-
tional power and expertise. In resource-limited settings, such as in many develop-
ing countries, the necessary infrastructure and technical expertise may be lacking 
(Nugraha, 2023; Wahl et al., 2018). This disparity can lead to unequal access to the 
benefits of AI in misinformation management. Leveraging cloud-based AI services 
and edge computing can provide access to computational resources for developing 
regions without significant upfront investment (Vuruma et al., 2024). Open-source AI 
platforms and collaboration with international organizations can support the deploy-
ment of AI solutions in low-resource contexts (Okolo, 2020).

Real-world Constraints

The real-world application of AI systems also faces constraints related to the unpre-
dictable nature of natural disasters (Venkadesh et al., 2024). The rapid onset of disas-
ters means that AI systems must be able to adapt quickly to changing conditions and 
new types of misinformation. This requires robust and flexible AI models that can 
operate effectively in real-time, a challenging requirement given the current state of 
technology. Enhancing the real-time processing capabilities of AI systems through 
optimization and efficient algorithms can improve responsiveness. Edge computing 
can improve responsiveness by processing data closer to the source, reducing latency 
in critical applications (Bertino & Banerjee, 2020). AI-driven edge analytics can ana-
lyze aerial footage to create real-time environmental models and detect individuals 
in distress during disasters (Wagner & Roopaei, 2020). Machine learning algorithms 
can efficiently analyze and prioritize emergency calls, enabling faster response times 
and better resource allocation (Reddy et al., 2024). Social media platforms, com-
bined with AI technologies, can provide valuable information during disasters by 
automatically processing textual messages and imagery data into humanitarian cat-
egories (Imran et al., 2017). These advancements in AI and edge computing contrib-
ute to improved situational awareness, faster decision-making, and more effective 
coordination among emergency services, ultimately enhancing disaster management 
capabilities and societal resilience.

Furthermore, the effectiveness of AI systems can be influenced by the broader 
information ecosystem. For instance, the presence of multiple platforms with varying 
levels of content moderation and misinformation control can complicate efforts to 
manage misinformation. Coordination across different stakeholders (Ramašauskaitė, 
2023) is necessary to create a comprehensive approach, but this is often difficult to 
achieve due to differing policies, technical standards, and interests.

Public perception and behavior also play a crucial role (Kankanamge et al., 2021). 
Even the most advanced AI systems can be rendered ineffective if the public does 
not trust or engage with the information provided by these systems. Building and 
maintaining public trust requires not only technical solutions but also effective com-
munication strategies that emphasize transparency, accountability, and the ethical use 
of AI. Implementing public awareness campaigns to educate communities about the 
role and benefits of AI in disaster response can enhance engagement. Providing clear 
and accessible information about how AI systems operate and the measures taken to 
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protect privacy can build trust. Encouraging public feedback and participation in the 
development of AI tools can also foster a sense of ownership and acceptance.

Conclusion

Integrating AI into misinformation management during natural disasters addresses 
key issues in public communication, organizational decision-making, and community 
resilience. AI technologies such as natural language processing, machine learning 
algorithms, and real-time monitoring systems offer significant potential for enhanc-
ing the accuracy of information dissemination during crises. These advancements 
support both individual and organizational decision-making by providing accurate, 
timely information, which is crucial for mitigating the harmful impacts of misinfor-
mation on public safety and trust.

However, several technical, ethical, and operational challenges persist. Issues like 
algorithmic bias, data privacy, and the evolving tactics of those spreading misinfor-
mation remain major concerns, requiring ongoing refinement of AI systems. Future 
efforts must focus on enhancing AI’s ability to contextualize misinformation in 
diverse settings, advocating for a more interdisciplinary approach to AI deployment 
in crisis management.

The importance of policy and regulatory frameworks cannot be overstated. Effec-
tive governance and international collaboration will be critical in standardizing AI 
use for misinformation management. Additionally, addressing public skepticism 
through transparent AI operations and educating communities about the role of AI 
are essential steps in building trust in public organizations.

Lastly, collaboration among AI developers, emergency responders, and policymak-
ers will strengthen the practical application of AI tools. By investing in stakeholder 
training and interdisciplinary partnerships, current limitations can be overcome and 
the resilience of both public organizations and communities in disaster recovery 
efforts can be enhanced.
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