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 A B S T R A C T

pyMCMA is the Python implementation of a novel method for autonomous computation of the Pareto-front 
representation composed of efficient solutions distributed uniformly in terms of the distances between neighbor 
Pareto solutions. pyMCMA supports scientific, i.e., objective, model analysis by providing preference-free Pareto 
front representation.

The update provides new functionalities and enhancements. The former include clustering of the Pareto-
front solutions. The enhancements include internal software improvements, optional customization of some 
parameters, as well as a new functionalities that might be used by advanced users.
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. Motivation for the update

The original publication on pyMCMA [1] describes the Python im-
lementation of a novel method for autonomous computation of the 
areto-front representation composed of efficient solutions of a mathe-
atical programming model, furthermore referred to as a core model. 
he representation is distributed uniformly in terms of the distances 
etween neighbor Pareto solutions included in the representation.

DOI of original article: https://doi.org/10.1016/j.softx.2024.101801.
∗ Corresponding author at: International Institute for Applied Systems Analysis, Laxenburg, Austria.
E-mail address: marek@iiasa.ac.at (Marek Makowski).

The current pyMCMA implementation seamlessly integrates core 
models developed in the Pyomo [2] modeling environment. It was 
tested with LP (Linear Programming) and MILP (Mixed-Integer Lin-
ear Programming) models. The implemented methodology should also 
work with NLP (Non-Linear Programming) models, but the seamless 
integration of NLP models to pyMCMA requires support for solver 
configuration, which has not yet been explored. 

The use of pyMCMA is very simple as it requires the specification in 
the configuration file of only two items: (1) location of the core model, 
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and (2) definition of criteria by selecting at least two corresponding 
variables of the core model and declaring whether a criterion should 
be minimized or maximized. There is no upper limit on the number of 
criteria. Moreover, there is no requirement on criteria independency. 

The novel method developed for pyMCMA has no restrictions what-
soever on the properties of the Pareto set. In particular, the Pareto set 
can be discrete and/or nonconvex and/or disconnected. 

Experience with pyMCMA application to diverse problems (one of 
them is presented in Section 3) and the corresponding discussions, as 
well as earlier applications of the interactive Multiple-Criteria Model 
Analysis (MCMA) [3], triggered the demand to extend the pyMCMA 
functionality. Improved support for the analysis of large Pareto front 
representations is the main enhancement of the software update. There-
fore, it is discussed here in detail. Other extensions and improvements 
are summarized in Section 2. 

The implemented clustering is especially useful for analysis of the 
Pareto front if the requested maximum distance between the neighbor 
solution is rather small; in such cases, the representation of Pareto front 
for problems with several criteria is typically composed of hundreds 
of thousands of solutions. This in turn causes difficulties in effective 
analysis, an issue recognized long ago; see, e.g., [4].

The latter issue can be decomposed into two elements. The first is 
reducing the representation by pruning from the detailed representa-
tion solutions that are close (in terms of the criteria values) to other 
solutions; see, e.g. [5]. Such an approach is not needed in pyMCMA 
because it prunes close neighbor solutions on the fly. However, the 
second element, namely support of analysis of large sets of distinct 
Pareto solutions, remains the widely researched challenge.

Clustering is the typical approach to categorizing elements of a large 
set of solutions (generally data points) into clusters, where each cluster 
contains a subset of the set and is characterized by one solution; see, 
e.g., [6–8], and the references therein. There are several clustering 
techniques, including partitioning, hierarchical, grid-based, or density-
based methods. The K-Means algorithm is a well-known partitioning 
method. The algorithm groups the data into a given number of clusters 
based on their proximity to each other, and defines the center of each 
cluster. The centers usually differ from the data points.

In the Pareto-front representation, the clustered data is defined by 
the Pareto solutions. Therefore, the K-Means algorithm is not suitable 
for such cases, because the cluster centers would not correspond to any 
Pareto solution. Hence, we applied the K-Medoids method [9], which 
defines the cluster centers at one of the Pareto solutions.

Although the addition of clustering was the main motivation for 
the update, we implemented several other pyMCMA enhancements 
outlined in Section 2. Most of them aim to support advanced users 
of MCMA (Multiple-Criteria Model Analysis) in optional customization 
of pyMCMA  to specific needs. Others improve the handling of diverse 
problems not recognized by most users. The latter include non-unique 
solutions of selfish optimization for a criterion, which required en-
hancement of computation of the Pareto-set corners; see Sections 2 and
3 for more information and the corresponding discussion, respectively. 

The remaining part of the paper discusses in Section 2 details of the 
software update, follows with an illustrative use case in Section 3, and 
concludes with Section 4. 

2. Description of the software update

The update of pyMCMA improves the support for scientific, i.e., ob-
jective, multiple-criteria model analysis by providing new functionali-
ties of the preference-free Pareto front representation provided by the 
original pyMCMA version.

From the user point of view, the most important part of the software 
update is the implementation of clustering of the Pareto front repre-
sentation. Clustering is optional; it can be activated by an entry in the 
pyMCMA configuration file described in the online documentation. The 
number of clusters best supporting an analysis depends on the analyzed 

problem characteristics; therefore, it cannot be rationally predefined. 
We recommend starting with a small number of clusters and increasing 
the number as long as the results provide the desired insights.

We recall that each cluster center corresponds to a medoid, i.e., to 
one of the Pareto solutions. The medoid is equal to such a Pareto point 
(belonging to the cluster) whose sum of dissimilarities to all points in 
the cluster is minimal. Therefore, the medoid is the Pareto point most 
centrally located in the cluster. Hence, the corresponding cluster center 
can be interpreted as a cluster representation.

Diverse plots illustrating clustering results are discussed in Sec-
tion 3. Additionally, pyMCMA provides for each cluster information 
about: ranges of criteria values of Pareto solutions included in the 
cluster, the center of the cluster, its radius and the number of included 
solutions.

The other improvements of the updated pyMCMA include:

1. Generation of the Pareto-set corners (aka selfish solutions) and 
the approximation of the Nadir point. This change is trans-
parent for users but it is important for a correct Pareto-set 
representation in some problems with more than two criteria, 
when a criterion has a non-unique selfish optimization solution. 
Information about the Pareto-set corners is now available in the 
pyMCMA output. An example of such a situation is discussed 
in Section 3. A discussion of the approach to handling such 
problems is beyond the scope of this paper; it will be included 
in the planned paper on the underlying methodology.

2. Optional specification of the Aspiration/Reservation (A/R) cri-
teria values. This optional feature might be useful for analysis 
of problems that require rather long optimization time; in such 
cases, it might be irrational to generate the whole Pareto front 
representation with fine resolution. Instead, for initial analysis, 
the Pareto front representation with a coarse resolution may 
provide a good basis for selecting the so-called Region-of-Interest 
(RoI), and augment the autonomously generated coarse repre-
sentation by a detailed representation of only the selected RoIs. 
To support the latter, we implemented optional specifications 
of the A/R-based preferences. The A/R-based specification of 
the user preferences is widely used in the interactive MCMA; 
see, e.g. [3]. As explained in [1], this method is also used by 
pyMCMA, where the A/R values, for each iteration, are generated 
autonomously. Now, the pyMCMA users can optionally specify a 
set of the A/R values for generating, in selected RoIs, additional 
(to those computed by pyMCMA) Pareto-front solutions that fit 
the specific user preferences.

3. Use of diverse optimization solvers. In most cases, the solvers 
distributed with Pyomo [2] perform sufficiently well. However, 
users may want to use alternative solvers for computationally 
demanding optimization tasks. Such solvers can now be declared 
in the configuration file.

4. Optional modifications of the pyMCMA parameters. This func-
tionality can be controlled in the configuration file and allows 
advanced users to refine their analysis.

• The resolution of the representation. The default value is 
equal to 5 (in the criteria achievement scale [0, 100]) and 
is suitable for most cases. However, for time-demanding 
optimization tasks, the values of 10 (or even 20) provide 
good enough insights.
To illustrate the coarse representation, we use in the ex-
ample discussed in Section 3 the resolution equal to 20.

• Maximum number of iterations. The default value of 1000 
is sufficiently large for most problems to obtain the re-
quired resolution of the representation. However, comput-
ing the representation for problems with many criteria 
and/or requested fine resolution for some shapes of the 
Pareto-front may require more iterations.
2
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Fig. 1. Parallel plot of the Pareto-front (discussed in [1]).

• Number of clusters. The default value of 0 suppresses 
clustering.

5. The program flow control is reorganized in the new Python class 
WrkFlow. This change is transparent for most users, but might 
be relevant for those who want to modify the code.

6. The specification of the packages’ version in the configuration 
of the conda-forge distribution of pyMCMA is improved. This 
was triggered by the report of a user who faced the problem 
with Python-packages version incompatibility caused by run-
ning the recommended conda update --all command. We 
will monitor the situation and make periodic changes in this 
configuration, as well as in the online documentation. 

The above summarized new pyMCMA functionalities are optional. 
Any combination of them can be used by selecting the corresponding 
options in the pyMCMA configuration file. The pyMCMA configuration 
is documented in https://pymcma.readthedocs.io. Moreover, the tem-
plate of configuration file is self-documented and is available after the 
pyMCMA installation. 

The pyMCMA run output consists of thousands of lines; its content 
depends on the selected options, therefore, it cannot be discussed in a 
short paper. We point out that the output can be optionally redirected 
to a file when this is suitable for analysis. 

3. Illustrative use case

The functionality of the key pyMCMA update element, namely the 
clustering, is illustrated by the model developed for the analysis of the 
technology pathways of China’s liquid fuel production [10–12]. The 
same model was also used as an illustrative example in [1]. Therefore, 
by comparing the original and this paper, it is easy to recognize the 
advantages of the implemented clustering. We recall that the case 
considers four criteria:

• Cost: total cost (minimize);
• Water use (minimize);
• GreenFue (Green fuel;1 produced by two, out of four considered, 
technologies) (maximize);

• Carbon balance (difference between carbon emission and capture; 
the latter is done by only one considered technology) (minimize).

Fig.  1 illustrates the trade-offs between the criteria achievements in 
many solutions. Although interactive brushing helps to recognize the 
general trade-offs between the costs and the other three criteria, it does 
not help in classifying subsets of solutions having diverse combinations 
of trade-offs. Such support is provided by clustering, which we illustrate 
in Fig.  2 by the 3D plots of the first three criteria in the above list.

1 Green fuel is a liquid fuel produced using only renewable sources, which 
significantly reduces greenhouse gas emissions compared to fossil fuels.

Fig. 2. Five clusters of the coarse Pareto-front representation. Criteria performances are 
in the achievement scale, where 0 and 100 correspond to the worst and best criterion 
values, respectively. The same scale is used in two Figures below.

Fig. 3. Centers (medoids) of the clusters.

For the remaining part of the discussion, we use the results obtained 
for 5 clusters, and the representation resolution equal to 20. The latter 
choice was made to illustrate that even such a coarse Pareto front 
approximation provides a useful initial view on the basic Pareto front 
characteristics. We also note that in the Figures the criteria values are 
shown in the criteria achievement scale, where 0 and 100 correspond 
to the worst and best criterion values, respectively.2

Fig.  2 shows the 3D plot of the Pareto solutions. It illustrates two 
issues: (1) the non-uniqueness of selfish solutions, and (2) results of 
clustering. We comment on each of these issues.

The selfish solutions are provided by optimization of each criterion 
separately; they are used for definition of the Pareto front extreme 
points (aka corners). A traditional approach defines only one selfish 
solution for each criterion, i.e., only one corresponding corner. How-
ever, non-unique selfish solutions, if correctly treated, define (for more 
than two criteria) all relevant corners, which is necessary for proper 
specification of extreme points of Pareto set. Fig.  2 shows two selfish 
solutions for criterion greenFue. Both solutions have the same value 
of this criterion. However, they have substantially different values of 
the remaining two criteria:

• The extreme violet-marked solution is the worst in using water 
but is moderately expensive;

2 Note that the best achievement for minimized criteria (e.g., water) is 
obtained for the minimum (within the Pareto set) criterion value.
3
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Fig. 4. Clusters’ 2D projections for pairs of criteria.

• The extreme khaki-marked solution is the most water-efficient but 
it is the most expensive.

As mentioned in Section 1, an appropriate definition of the corners 
is essential for a proper Pareto front definition.

Fig.  2 shows the 3D plot of the Pareto solutions. The colors mark the 
memberships of the solutions in one of the clusters. The clusters’ cen-
ters (medoids) are marked with hexagons. Additionally, Fig.  2 shows 
extreme solutions of the Pareto front representation. Labels BTL, PTL 
and OTL3 correspond to the names of the technologies that are the only 
ones in each of these solutions. Comparing the two selfish solutions 
providing most of the Green Fuel, we see that the PTL is more expensive 
and most water efficient, while the BTL is cheaper but uses more water 
than the PTL. 

Fig.  3 shows only the centers of the clusters. Note the scales in the 
latter Figure. Namely, the ranges of the scale are reduced to enhance 
the visibility by removing the empty part of this Figure. Finally, we 
mention that the 3D Figures are interactive during the program exe-
cution; therefore, it is also easy to change the angle of view on every 
selected Figure.

The interpretation of the clusters is quite straightforward. The red 
cluster contains rather cheap solutions that use medium amounts of 
water and produce a rather small fraction of the green fuel. The khaki, 
green, and violet clusters are composed of solutions that produce a 
rather large fraction of the green fuel. They differ mainly by the cost 
and the amount of water used; namely, the khaki cluster contains 
the most expensive (but relatively water-efficient) solutions, while the 
violet cluster is composed of cheaper but water-inefficient solutions. 
The green cluster gathers solutions with cost and water use between 
the corresponding values in the violet and khaki clusters. Finally, the 
blue cluster is composed of solutions that produce more green-fuel than 
those in the red cluster but less than the solutions in the other three 
clusters.

Fig.  4 shows the 2D projections of the clusters for pairs of criteria. 
The color markers of the solutions have the same meaning as in the 3D 
plots. The 2D projections are useful for pairwise analysis of the criteria 
trade-offs. For example, the cost-water projection shows that the rather 
cheap solutions (red cluster) are also relatively water-efficient; the 
violet solutions have middle costs, while the khaki solutions are more 
expensive than most of the other solutions. Similar conclusions can be 
drawn from the analysis of the two other criteria pairs.

Finally, we note that the run-output contains diverse numerical 
characteristics of the solutions that can be used for precise analy-
sis. Moreover, the solutions are stored and, therefore, available for 
problem-specific analysis. The stored information is also useful for anal-
ysis in the core-model variables space. For example, one can analyze 
the underlying portfolios of technologies corresponding to each Pareto 
solution. Such an analysis shows that each corner solution is obtained 
by a single technology, while other solutions involve diverse levels 

3 The first letter indicates the main input of the corresponding technology 
producing liquid fuel: B: biomass, P: power, O: crude oil.

of investment in building capacities of the corresponding technologies 
in different planning periods. More information on these issues is 
available in [1] and in the documentation available at https://pymcma.
readthedocs.io. 

4. Conclusions

The presented software update significantly extends the pyMCMA 
functionality and thus improves support for scientific, i.e., objective, 
multiple-criteria model analysis. The preference-free Pareto-front rep-
resentation equitably treats all Pareto-efficient solutions. The main en-
hancement of the update consists of optional clustering, which supports 
an in-depth analysis of diverse trade-offs between criteria achievements 
represented by clusters composed of subsets of the Pareto solutions. In 
addition, the centers of the clusters help define the characteristics of 
each cluster. Other enhancements summarized in Section 2 increase 
the robustness and flexibility of pyMCMA, the latter helping to tailor 
the pyMCMA functionality to diverse specific needs. 

The authors plan to periodically implement further pyMCMA im-
provements and release the corresponding versions in the conda-forge 
repository. Information on the forthcoming pyMCMA versions will be 
available in the corresponding versions of the online documentation.
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