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Climate change and health: the next challenge of ethical AI
Amelia Fiske, Isabella M Radhuber, Theresa Willem, Alena Buyx, Leo Anthony Celi, Stuart McLennan

Artificial intelligence (AI) is one of the world’s most resource-intensive digital technologies, but the environmental 
impact of AI on health remains largely unaddressed in both global health and bioethics. Effects on the environment 
have, thus far, been understood as a subsidiary consideration in AI ethics and rarely considered as a key ethical 
concern. AI technologies exacerbate climate change and sociopolitical instability due to their intensive use of natural 
resources and energy resources linked to the training and deployment of algorithmic systems. In global health, this 
intensive resource use is particularly concerning, given the explicit emphasis on improving health and advancing 
equity across the world. To address this, we interrogate how the inclusion of AI’s environmental impact necessarily 
reshapes established ethical commitments in AI ethics frameworks and propose concrete strategies for accountability 
in the area of global health. This approach includes building a culture of intentional AI, for example through improved 
reporting, auditing, and intranational cooperation, in order to better align AI development and AI ethics with critical 
climate goals. 

Introduction
Artificial intelligence (AI) is one of the world’s most 
resource-intensive digital technologies.1 Nonetheless, the 
major concerns raised by the environmental impact of AI 
on health have not been sufficiently addressed in the 
fields of global health or bioethics. AI ethics frameworks 
have, to date, primarily focused on the core concerns of 
transparency, justice and fairness, non-maleficence, 
responsibility, and privacy, whereas the environmental 
impact of AI has been relegated to a subsidiary 
consideration. When included, the environmental 
impact of AI often falls under the somewhat under-
represented ethical concern of sustainability—it is rarely 
considered as a key ethical concern in its own right.2 
Given the established health burden of climate change, 
in this Viewpoint, we point to a central, unaddressed 
tension: the AI solutions proposed to address global 
health concerns are exacerbating the very health 
problems they purport to address. AI cannot be a force 
for good in global health until the adverse effects of AI on 
climate and health are addressed. Centring the 
environmental impact of AI on health in the agendas of 
both global health and the bioethics and technology 
sector requires refiguring the core principles of AI ethics 
frameworks and fostering proactive approaches for AI 
that prioritise reducing environmental impact. 

The promise and trade-offs of AI in global health
AI is promised to be transformative for global health, 
with the potential to reduce some of the world’s worst 
health inequalities, such as unnecessary child mortality 
from preventable causes. In 2023, the Bill & Melinda 
Gates Foundation announced the launch of a new 
US$5 million fund to establish AI large language models 
in low-income and middle-income countries.3 Similarly, 
the World Bank has highlighted the promise of digital 
health, including AI, to bring innovations to underserved 
groups.4 Research in the field of global health includes a 
wide range of potential applications, including the use of 
AI to assist medical practitioners in diagnosis, 
assessments of morbidity and mortality risk, disease 

surveillance, and health policy and planning.5 The hope 
is that the deployment of AI could help to improve health 
outcomes and address pressing health concerns 
particular to low-income and middle-income countries.

Regulatory guidance from WHO and other high-level 
regulatory acts, along with scoping reviews, have 
identified the ethical challenges and risks of AI in 
health.6–10 Yet the major focus of formal guidance, 
regulation, and ongoing investment continues to neglect 
the central ethical paradox that, because of the 
environmental impacts of AI, AI-based solutions are 
contributing to the global health problems they are 
intended to address. AI technologies exacerbate climate 
change and sociopolitical instability due to their intensive 
use of natural and energy resources linked to the training 
and deployment of algorithmic systems (panel).14

The environmental health burdens of AI are particularly 
relevant to the field of global health, a field born out of 
colonial encounters that continue to shape research and 
investment today.15,16 For many global majority countries, 
the first encounters with biomedicine were with colonial 
medicine, whereby health officials and programmes 
were an extension of oppressive political and economic 
powers that also established extractive environmental 
industries.16 Dramatic global power imbalances in the 
political economy of AI are linked to historical patterns 
of colonialism, including the ongoing extraction of 
labour, data, and profit from formerly colonised 
countries, largely for the benefit of technology companies 
located in the global minority.17,18 Drawing on work by 
Adan and colleagues,17 we use the term global minority to 
refer to the increasing concentration of access and ability 
to shape AI development and governance in a few 
countries with advanced AI capabilities. We use the term 
global majority to refer to the exclusion of most of the 
globe—the populations of those living in countries 
primarily located in Africa, Latin America, south and 
southeast Asia, and parts of eastern Europe—from the 
ability to shape AI development or reap its benefits. 
These different geopolitical and socioeconomic histories 
shape the ways in which the promises and trade-offs of 
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AI are realised in global health, including the distribution 
of environmental health burdens and benefits.

Mounting environmental impact of AI 
technologies
The rise of large language models and generative AI in 
recent years has been linked to alarming environmental 
trends in relation to water consumption, energy use, and 
raw material extraction.19 A preprint article showed that 
immense quantities of water are required for both on-site 
cooling and off-site electricity generation for the data 
centres in which AI models are trained and deployed.20 In 
2022, Microsoft reported consuming 6·4 million cubic 
meters of water, a 34% increase over the previous year; 
presumably, most of this additional water was used 
for cloud data centres.21 As estimated in a preprint 
paper,20 globally, the demand for AI could result in 
4·2–6·6 billion m³ of water being used in 2027, which 
would be more than the total water use of a country such 
as Denmark. When looked at from a global health 
perspective, the disparities are ever more striking: the 
average annual water usage by a cooling system for a 
small data centre located in the USA is 2000 times 
greater than that of an individual living in Nigeria.22

AI also requires substantial energy resources. According 
to a a preprint paper on the Carbontracker tool, the energy 
costs of deep learning increased 300 000-fold between 
2012 and 2018.23 In another study assessing the energy 
use required by AI, middle range approximations 
suggested that the electricity demand of new AI servers 
sold in the year 2027 alone could be as much as the entire 

annual consumption of countries such as Argentina, 
the Netherlands, or Sweden.24,25 Increasing energy 
consumption points to a growing carbon footprint for AI 
technologies. In one study, the training of a single big 
language model was found to generate emissions 
approximately equivalent to 300 000 kg of CO2.26 In some 
cases, this growing energy consumption has meant the 
revival of highly polluting ways of producing energy. For 
example, in Nebraska (USA), one power company 
reported that it would need to abandon plans to stop 
burning coal in order to produce electricity to meet the 
demands of nearby Google and Meta data centres.27,28

The push for AI also results in the growing 
consumption of raw materials, including coal, uranium, 
cobalt, lithium, and coltan. These materials are necessary 
for training AI systems and building the computers, 
smartphones, and infrastructure (eg, undersea cables) 
that many AI products require to operate, harvest data, or 
connect to the internet.18,29 The production of electronics 
for AI technologies also generates hazardous electronic 
waste, such as mercury and lead. The manifold 
environmental costs of developing, training, and 
deploying AI have substantial and long-term impacts on 
ecosystems, biodiversity, and human health, many of 
which are difficult to quantify and will probably have an 
outsized impact on global majority countries.

The environmental impact of AI worsens 
climate-related health effects
AI development has immediate consequences for 
increasing health burdens associated with a warming 
planet. Climate change contributes to hundreds of 
thousands of additional deaths relating to malnutrition, 
malaria, heat stress, and diarrhoea each year.8 Between 
2030 and 2050, climate change is predicted to result in an 
additional 250 000 deaths annually, with the costs of 
direct damage to health estimated to be $2–4 billion 
per year by 2030.8 Those most affected will be already 
vulnerable populations living in locations in the global 
majority with health systems that are least equipped to 
address this additional health burden. We argue that the 
growing effects of climate change, compounded by 
collective inaction on climate goals and continued 
investments in climate-burdensome technologies, are a 
form of structural violence.30

One area of particular concern with regard to climate-
related effects on health is air pollution. Increasing levels 
of air pollution result from the power plants and diesel 
generators providing electricity to ever-growing numbers  
of computer-processing centres.31,32 Air pollution is 
associated with major public health concerns (eg, 
including links to cancers and asthma) and the pollution 
associated with AI processing centres could result in an 
additional 1300 premature deaths annually in the USA by 
2030.31,32 Air pollution is the second leading risk factor for 
deaths globally,33 and WHO estimates that 7 million 
premature deaths worldwide are related to air pollution.34

Panel: Water conflicts, health concerns, and data centres in 
Querétaro, Mexico

The construction of data centres in Querétaro, Mexico, 
highlights substantial environmental and health concerns 
linked to artificial intelligence, particularly in the context of 
increasing droughts and water scarcity. These facilities require 
vast amounts of water for cooling—an estimated 15 billion 
litres annually, about 13% of the metropolitan area’s water 
use. One result has been intensifying competition for water 
between industry, tourism, and local communities. In Mexico, 
approximately 77% of the country’s electricity comes from 
fossil fuels. As such, the high energy demand of these centres 
also exacerbates carbon emissions. Some of the technology 
companies involved promote data centres as bringing 
potential economic benefits. Google, for instance, projected 
that data centres would contribute US$11·2 billion to gross 
domestic product and create more than 117 000 jobs by 
2030. Google, Amazon, and others also claim to pursue water 
and energy sustainability. However, there has been little 
transparency regarding resource usage. Experts warn that 
even if water reuse is feasible, the energy-intensive cooling 
systems will continue to drive fossil fuel consumption, 
worsening climate-related health risks.11–13
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The growing demand for resources for training and 
deploying AI systems is also contributing to sociopolitical 
instability35 and exacerbating environmental injustices. 
The environmental health impacts of the AI supply chain 
are borne almost exclusively by communities in the 
global majority and echo long-standing histories of 
colonial extractivism.29,36 For example, in addition to 
environmental effects, the increasing demand for metals 
and other materials needed to build AI systems has 
devastating social consequences for local communities, 
contributing to violent conflict in countries such as the 
Democratic Republic of the Congo.29,37 In other cases, the 
expansion of the AI sector to locations in Latin America 
where business operations are inexpensive has sparked 
protests—eg, against Google’s proposal to build a data 
centre in Uruguay38—related to the ongoing struggle 
with droughts. In Mexico, data centres have exacerbated 
existing competition for water use (panel). In other cases, 
oil and gas companies, such as Shell, Chevron, BP, and 
ExxonMobil, have partnered with major cloud-computing 
providers, including Microsoft, Google, and Amazon, to 
facilitate the discovery, extraction, refining, and 
marketing of oil and gas.39–41

The worsening of environmental health effects from 
AI development is, thus, a matter of mounting global 
injustice. The benefits of AI for health are largely being 
captured by a minority of wealthy nations equipped to 
integrate AI systems into health-care systems, whereas 
the environmental costs of AI are being disproportionately 
borne by countries in the global majority.17,18 These 
countries are also less likely to benefit from the potential 
gains brought by AI, because of persistent material 
inequality in health-care systems.42

The environmental impact of AI is a central 
ethical concern for global health and bioethics
In the past decade, ethical frameworks for AI have 
proliferated in response to growing concerns about the 
adverse effects of AI technologies.10 For example, 
one scoping review identified 84 documents containing 
ethical principles or guidelines for AI that were issued by 
a wide range of public and private organisations.2 Such 
principle-based approaches to making AI more fair, 
ethical, or responsible have also been followed by private 
companies, research institutions, and public sector 
organisations (eg, the European Commission’s High-
Level Expert Group on AI, the Organisation for Economic 
Co-operation and Development, Google, IBM, Microsoft, 
and the AI Now Institute), all of which have issued 
principle-based guidelines for ethical AI.

Most existing AI ethics frameworks share the same set 
of core concerns, including transparency, justice and 
fairness, non-maleficence, responsibility, and privacy. 
However, the environmental impact of AI, when 
considered, often falls under the ethical concern of 
sustainability, which is relatively under-represented 
compared with other concerns.2 We call for the 

environmental impacts of AI to be understood as a central 
ethical concern for global health and bioethics. This 
change requires including environmental consequences 
as a central ethical concern for AI development and using 
the inclusion of environmental concerns to prompt a 
reconfiguration of the existing core ethical principles that 
are used to guide AI development. Such a reconfiguration 
is necessary because accelerating natural resource 
consumption driven by AI poses an ethical conundrum 
that threatens to undermine the core ethical commitments 
that form the basis of AI frameworks. Here, we outline 
how an interrogation of AI’s environmental impact would 
reshape established ethical commitments in AI ethics 
frameworks.

Transparency
Efforts to improve the technical transparency of AI need 
to be expanded to include disclosure and accountability 
for resource use and climate burden for all AI products. 
Ideally, the entire spectrum of resource use should be 
included, from the sourcing of metals for AI 
infrastructure or devices that use AI to the increased 
water and energy used in training, deploying, and 
monitoring AI technologies.43 Transparency should be 
about both reporting outcomes (ie, source materials, 
energy used, and CO2 and e-waste produced) and pushing 
for changes in how AI is developed. For example, at the 
moment, it is difficult for many data scientists and 
engineers to calculate the CO2 emissions of their training 
jobs. The responsibility of transparency needs to be 
borne by the data centre owners, who should share 
records about their energy sources, energy consumption, 
and emissions of planned tasks to empower developers 
to make more intentional choices about model 
development, training, and resource reporting.

Beneficence
Ethical interrogations of how AI can promote better 
outcomes in health require the frame of consideration to 
be broadened beyond the individual or clinical cohorts 
affected by AI, with the global effect of these technologies 
on the environment and human health being addressed. 
Potential AI-mediated improvements in the delivery of 
care for a particular condition—eg, malaria or dengue—
need to be weighed against the broader effect of those 
technologies on a warming climate and associated 
environmental health effects, including the increasing 
prevalence of vector-borne diseases. Formalised 
mechanisms for assessing these trade-offs need to be built 
into the design and development praxis of the AI field.

Non-maleficence
Preventing or avoiding harm in global health AI 
applications cannot be limited to averting instances of 
bias, discrimination, or error. Instead, the explicit 
environmental costs of AI need to be reflected. Against 
such assessments of their potential for harm, AI systems 
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should be deployed only in cases where their specific, 
demonstrated benefit outweighs their harms, including 
climate burden. Accompanying the publication of model 
architectures or benchmarking studies with estimations 
for resource requirements, energy usage, expected 
emissions, and e-waste during training and in practice44–46 
would enable others using the architectures to create 
models for specific tasks to make decisions informed by 
environmental costs.

Equity and fairness
Ethical commitments to equity need to move beyond 
diversity and representation to interrogate relative 
questions of social and environmental burden versus 
health benefit. Such questions concern the current 
alignment of epistemic expertise and technical know-how 
for creating and deploying models, currently concentrated 
in a small number of wealthy countries that are prepared 
to use AI, for example, in health care. This concentration  
of expertise excludes the global majority, resulting in AI 
systems designed to serve the needs of relatively few 
individuals.42 The extractivist premises underlying much 
of AI development—from data to metals—must also be 
scrutinised, and more just forms of technological 
co-creation that prioritise environmental protection from 
the start are needed.18,47

Justice
Accounting for the full extent of the socioenvironmental 
burden across the AI pipeline should raise difficult 
questions of prioritisation in the development and 
deployment of AI models. Investments in AI solutions in 
global health need to be weighed for their relative 
opportunity costs against established means of advancing 
health equity, namely investing in robust first-line health-
care systems in places that continue to struggle with 
material limitations to providing care, sourcing 
medicines, and paying staff a fair wage.48

Strategies to foster environmental 
accountability in AI 
Inclusion of environmental impact in the AI ethics 
agenda is vital because the current trajectory of resource 
use is unsustainable. As such, it is necessary to develop 
concrete measures for addressing the climate impact of 
AI to ensure that the discourse around this topic does not 
remain limited to ethical reflection but is enacted in 
technological practices and changed AI workflows.

Fortunately, some efforts are underway within the 
computer science and technology sectors to address the 
environmental impact of AI. These include initiatives on 
energy-efficient AI models, renewable energy for data 
centres, and carbon tracking and offsetting. For example, 
tools such as Carbontracker23 enable AI engineers to 
track the energy uses of their AI training jobs. 
Furthermore, efforts to foster so-called green AI seek to 
improve innovation in AI by encouraging computational 

efficiency as a criterion for evaluation in addition to 
established metrics such as accuracy.49 The inclusion of 
energy efficiency could facilitate the systematic evaluation 
of environmental considerations in AI model training. 
Relatedly, building on Mitchell and colleagues’ proposal 
for model cards,50 Hershcovich and colleagues have 
proposed climate model cards—which standardise 
reporting on the environmental impact of a trained AI 
model—in the field of natural language processing, 
one of the most energy-intensive AI fields.51 Although 
such efforts are promising, their uptake has been minor 
within the AI field. Just as there are computational trade-
offs in AI research between goals such as performance 
and efficiency, environmental burdens also need to be 
justified in order to advance ethical AI.

Work to improve environmental accountability will 
require an integrative approach that includes strategies 
to change research culture, bring about new forms of 
accountability and regulation, and foster international 
cooperation and incentivisation. Here, we outline several 
concrete strategies for accountability in the area of global 
health, to suggest pathways for better aligning AI 
development and AI ethics with climate goals.40,52–54

Reporting 
Similar to other sorts of authorship (eg, con-
solidated criteria for reporting qualitative research) and 
dataset reporting requirements, journals should require 
reporting of the carbon footprint of AI use.52 This 
reporting would include, for example, the computing 
resources that were used in the training or deployment 
of research articles using or referring to AI or machine 
learning models, as well as the equivalent computed 
carbon emissions46 and information about where and 
how materials for the creation of AI systems would be 
sourced. As noted previously, carbon footprint 
recording requires increased transparency on the part 
of those who own data centres and computational 
power to make environmental impact information 
available. Existing examples of systematised reporting 
mechanisms,55 including software packages that 
integrate into coding platforms,44–46 can be used to 
publish detailed, accessible information along with the 
articles. These reporting mechanisms should be 
considered a routine component of disclosure and 
academic integrity.

Funding
Proposals for new grants relating to training or deploying 
AI should be required to include detailed plans for 
estimating the associated greenhouse gas emissions, 
information regarding where and how metals and other 
essential materials will be sourced, and other measures 
for evaluating the anticipated climate impact of the 
proposed AI technology. Concurrently, applicants should 
be required to discuss mitigation measures that they will 
take to curtail this impact. Similar to the scenario with 
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progress reporting, funders would retain the option of 
ending funding if a project was found to be incompliant.

Auditing
Algorithmic audits have been proposed as a means of 
investigating potential bias, discrimination, or other 
concerns within algorithmic systems and their content. 
Such audits include repeatedly and systematically 
querying an algorithm and recording the responding 
outputs to assess how the algorithm functions in relation 
to a specific concern—eg, the social determinants of 
health or health outcomes.56 We suggest that these 
auditing techniques could be productively combined 
with existing models for assessing environmental effects. 
For example, environmental impact assessments have 
been applied in the oil and gas industries and are a 
widely used instrument of regulatory control in the 
environmental sector. To assess the social and 
environmental effects of large-scale AI models, the 
model of environmental impact assessment could be 
combined with algorithmic auditing to encourage 
compliance with established, yet non-binding, 
environmental criteria for sustainable AI development.

Regulation
It is abundantly clear that major multinational 
technology companies (ie, so-called Big Tech) cannot be 
left to manage their own environmental or ethical 
compliance.57,58 The 2024 EU Artificial Intelligence Act59 
notes the importance of AI contributing to societal and 
environmental protection and environ mentally 
beneficial outcomes. It recalls earlier guidelines 
developed by the European Commission’s High-Level 
Expert Group on AI,60 with Recital 2759 emphasising the 
importance of “societal and environmental well-being” 
such that AI systems “are developed and used in a 
sustainable and environmentally friendly manner as 
well as in a way to benefit all human beings, while 
monitoring and assessing the long term impacts on the 
individual, society and democracy”.59 However, aside 
from these broad commitments, the environmental 
considerations of AI are largely left as a formality that do 
not translate into specific recommendations and controls 
and are excluded from the regulatory classifications of 
risk in the EU Act. We believe that this legal framework 
was a missed opportunity and that regulatory measures 
need to be revised to enforce specific social and 
environmental industry standards for the fair and 
conscientious sourcing and use of AI materials as well 
as investments in carbon offsets and renewable energy 
resources. Environmental consequences should factor 
into an evaluation of relative risk assessments, 
particularly in the area of health. This approach could 
offer a more forceful strategy for addressing the 
otherwise vague claims of benefit or environmentally 
friendly AI development proffered by companies leading 
the AI global health field.

Cooperation
Intranational agreements on energy sources and use for 
AI are enabling some progress. For example, the Climate 
Neutral Data Centre Pact61 is a consortium of more than  
100 data centre operators and trade associations that have 
committed to achieving the greenhouse gas reductions 
outlined in the European Green Deal, including an 
agreement to make data centres climate neutral by 2030. 
However, buy-in and alignment from countries such as 
China and the USA will be imperative for such consortia 
to have an appreciable impact. Resource use, energy 
footprints, and e-waste should also be considered in such 
agreements.

Incentives
Choices to use environmentally friendly computational 
power for researching and developing AI models should 
be recognised and rewarded. In academia, early-career 
scholars often conduct the programming work and have 
few incentives for choosing not to do it because of 
environmental considerations. The same is true at the 
scale of technology corporations: until the environmental 
costs of AI are made an explicit and routine part of the 
social and economic calculus of AI development, 
companies choosing to invest in less carbon-intensive 
energy sources or more efficient energy grids will not be 
rewarded.

Intentionality
Many choices in the way that AI is created affect its 
environmental impact, from top-level investment 
decisions to choices made by individual research teams. 
These include, for example, decisions regarding the type 
of cloud provider (such as one with documented 
offsetting of emissions through renewable energy 
certificates), selection of carbon-friendly regions for data 
centre locations (the local grid affects the carbon intensity 
of energy usage by the data centre—eg, some grids are 
low carbon and are powered by renewable energy 
sources), prioritisation of algorithm efficiency, choice of 
computing hardware, and efforts to minimise training 
runs.54,55 A culture of intentional AI needs to be 
incentivised and nurtured so that deliberate decisions are 
made to prioritise the environment at all levels of AI 
training and deployment.

Conclusion
The suggestions in this Viewpoint have specific 
consequences for those researching, implementing, and 
investing in AI technologies in global health, as well as 
direct implications for how we conceive of and address 
ethical issues in AI. More broadly, efforts to holistically 
understand, mitigate, and reduce the environmental 
effects of AI across multiple technological, clinical, and 
applied fields of research and practice should be 
prioritised. These efforts are as much about the sources 
and sourcing of materials as they are about changing 
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workplace cultures and norms within Big Tech, data 
centres, research groups, and clinical practice.62 The 
specific costs of environmental resources—relating to 
water, electricity, and carbon—that result from the 
training, deployment, and infrastructure required to 
support AI are rarely made explicit in ethical debates over 
AI technologies.52,53 Regarding global health and bioethics 
specifically, we contend that the environmental effects of 
AI are an ethical imperative in and of themselves. The 
promises of sustainability, equity, or good brought by AI 
technologies will be elusive if we fail to fully reckon with 
the profound costs of these technologies for the planet.
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