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Abstract

Misinformation significantly challenges disaster risk management by increasing risks and complicating response efforts.
This technical note introduces a methodology toolbox designed to help policy makers, decision makers, practitioners, and
scientists systematically assess, prevent, and mitigate the risks and impacts of misinformation in disaster scenarios. The
methodology consists of eight steps, each offering specific tools and strategies to help address misinformation effectively.
The process begins with defining the communication context using PESTEL analysis and Berlo’s communication model to
assess external factors and information flow. It then focuses on identifying misinformation patterns through data collection
and analysis using advanced Al methods. The impact of misinformation on risk perceptions is assessed through established
theoretical frameworks, guiding the development of targeted strategies. The methodology includes practical measures for
mitigating misinformation, such as implementing Al tools for prebunking and debunking false information. Evaluating
the effectiveness of these measures is crucial, and continuous monitoring is recommended to adapt strategies in real-time.
Ethical considerations are outlined to ensure compliance with international laws and data privacy regulations. The final step
emphasizes managerial aspects, including clear communication and public education, to build trust and promote reliable
information sources. This structured approach provides practical insights for enhancing disaster response and reducing the
risks associated with misinformation.

Keywords Misinformation - Risk perception - Disaster risk communication - Natural language processing - Artificial
intelligence - Ethics

1 Introduction and background structured tools and strategies, it aids researchers, policy-
makers, decision makers, and practitioners in understanding,
Misinformation during disasters can intensify risks and hin-  preventing, and mitigating misinformation, ultimately fos-

der effective disaster risk management (DRM). This paper  tering more resilient communities and enhancing response
introduces a systematic methodology to assess social media  efforts.
misinformation risks and impacts in DRM. By offering
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1.1 Methodologies and strategies to address
misinformation across contexts.

The scientific literature identifies different types of infor-
mation disorders, among which misinformation is com-
monly understood as “false” or “misleading” information,
shared without the intent to deceive. Lazer et al. (1979)
define it in contrast to disinformation, which is deliber-
ately false and spread with the intent to mislead. They
place both within the broader context of “fake news,” a
term they describe as fabricated content mimicking news
but lacking journalistic intent or process. Ireton and Posetti
(2018a) similarly highlight misinformation and disinfor-
mation as core categories of information disorder and cau-
tion against the use of “fake news” due to its politicization
and its use to discredit journalism. While DiFonzo and
Bordia (2007) focus on rumors—unverified and socially
meaningful information circulating in uncertain con-
texts—the present study emphasizes misinformation and
rumors as broad, commonly used terms in scholarly work
to encompass various forms of misleading or false content,
including disinformation and hoaxes.

Misinformation pervades various contexts, prompting
diverse methodologies to combat its spread. Lewandowsky
et al. (2017) introduced “technocognition”, a concept com-
bining cognitive science with technology to design sys-
tems that nudge (Thaler and Sunstein 2008) individuals
away from misinformation. This approach, complemented
by public education and improved journalism, addresses
the emotional and belief-driven nature of misinformation
in the post-truth era. Similarly, Lazer et al. (1979) called
for a multidisciplinary response akin to post-World War
II propaganda strategies, incorporating psychology, com-
puter science, political science, economics, law, and com-
munication. The authors highlighted that platform-based
interventions, like prioritizing source quality, reducing
content personalization, and combating bots, are more
effective than individual users’ efforts in combating fake
news. Conversely, Pennycook and Rand (2019) proposed
using crowdsourced trust ratings to refine social media
algorithms, as well as increasing visibility for trusted
media on social media platforms.

Another interdisciplinary approach was proposed by
Wardle and Derakhshan (2017) who explored the social,
political, and technical dimensions of misinformation, and
emphasized its amplification by platforms that prioritize
engagement metrics like likes and shares. Despite fact-
checking initiatives, misinformation driven by emotions,
like fear and anger, spreads rapidly. Their report proposed
34 recommendations, including advisory councils for
tech companies, algorithm transparency, data sharing,
filter bubble mitigation, and public education in media
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literacy. Governments were urged to regulate ad networks,
fund public service media, and standardize news literacy
curricula. Media organizations were advised to collabo-
rate, maintain ethical standards, and prioritize debunking
misinformation.

The literature reviewed above emphasize the importance
of integrating multidisciplinary research, psychological
principles, Al tools, platform-based solutions, and commu-
nity-driven trust ratings. In the next section, we will review
literature focusing on the context of disasters, where mis-
information poses unique challenges and requires tailored
strategies.

1.2 Misinformation in disasters: insights
and strategies

The proliferation of misinformation during disasters poses
significant challenges for effective risk management and
communication. According to Wisner al. (2004) “A disaster
is the result of a hazard’s impact on society. So the effects
of a disaster are determined by the extent of a community’s
vulnerability to the hazard and the effectiveness of meas-
ures to reduce or cope with the potential harmful effects”.
Various studies have explored the dynamics of fake news
spread during disasters and the strategies to counteract it.
Oh et al. (2013) applied rumor theory to study collective
reporting on Twitter during social crises, such as the Mum-
bai terrorist attacks in 2008 and the Toyota recall in 2010.
They found that unclear sources, personal involvement, and
anxiety drove rumor propagation, underscoring the need for
transparent and authoritative information sources to mitigate
misinformation risks during crises.

Building on the importance of fact-based information,
Paek and Hove (2019) analyzed strategies for countering
rumors about radiation-contaminated food in South Korea
and identified three main tactics: refuting the rumor with
facts and evidence, outright denial without evidence, and
attacking the source of the rumor. Their findings highlight
the superior effectiveness of evidence-based refutation in
reducing misinformation spread. Similarly, Hunt et al.
(2020) analyzed false rumors during Hurricanes Harvey
and Irma, demonstrating that authoritative sources, such as
verified government accounts, debunk misinformation effec-
tively. URLs and news agencies played key roles in counter-
ing false narratives.

During the COVID-19 pandemic, misinformation dynam-
ics prompted novel strategies. Papakyriakopoulos et al.
(2020) found that mainstream sources contribute more
significantly to the spread of conspiracy theories on social
media compared to alternative sources. They observed that
while content moderation helps curb misinformation, chal-
lenges persist in ensuring timeliness, effectiveness, and
transparency, highlighting the need for clear communication
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and deliberation of content removal to build user trust and
awareness on social media. This insight aligns with Paek
and Hove’s (2019) emphasis on evidence-based refutation,
suggesting that transparency and clear communication are
key components of effective misinformation management.
Pian et al. (2021) also highlighted the importance of audi-
ence-tailored risk communication to combat the COVID-19
infodemic.

Various studies focus on Al tools to detect and combat the
COVID-19 infodemic. Salehinejad et al. (2021) advocated
for the development of automated, real-time tools to detect
rumors during crises, which are critical in fast-paced social
media environments. Varma et al. (2021) reviewed fake news
detection technologies, highlighting the potential of deep
learning algorithms for high-accuracy misinformation iden-
tification. This technical perspective complements Micaleff
et al. (2020) who observed how swiftly users responded to
pandemic-related misinformation on Twitter. The authors
recommended developing tools to empower citizens to com-
bat misinformation, highlighting the role of user engagement
and technology in addressing fake news.

Naeem and Boulos (2021) advocate for synergistic strat-
egies that combine machine learning with fact-checking,
involving both content and source evaluation. This com-
prehensive approach resonates with Liu and Xiao’s (2021)
call for integrating health literacy education, digital literacy
education, and Internet access to improve eHealth literacy.
Both groups of authors emphasized the need for education
and technical innovation to work hand in hand.

3

In summary, recent literature highlights that addressing
fake news during disasters requires a combination of fact-
based refutation, transparent content moderation, authorita-
tive sources, education, and advanced technologies. While
numerous methodologies and strategies exist, no general and
comprehensive framework currently addresses and manages
misinformation related to both anthropogenic and natural
hazards and disasters. This research paper aims to develop
and validate a methodological framework for addressing
various forms of misinformation relevant to disaster risk
reduction.

1.3 Objectives

This toolbox aims to provide a methodological framework
for addressing various forms of misinformation relevant to
disaster risk reduction. The methodology consists of eight
steps, as shown in Fig. 1, addressing communication pat-
terns, influence of misinformation on risk perceptions, ethi-
cal challenges, stakeholder preferences for misinformation-
fighting tools. For each methodological step, we provide
case studies—either from the authors’ own research or from
the existing literature—that demonstrate its application.
Cognitive and behavioral biases influencing risk perception
and awareness are considered, alongside the interdepend-
ence between risk perception, awareness, and motivation
for action.

The development of this framework was informed by
an extensive review of the existing academic literature on
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Fig. 1 Eight steps to tackle misinformation in disaster risk management
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misinformation, disaster communication, risk perception,
and behavioral science. Tools were selected for inclusion
based on their empirical validation, relevance to disaster
contexts, applicability across different types of hazards,
and demonstrated effectiveness in previous case studies.
We prioritized tools that offered flexibility and adaptabil-
ity to various contexts, ensuring the framework’s broad
relevance.

The framework involved a co-creation approach,
involving two groups of social media users. The first one
is a broader public whose reaction on Al tools helped
us to formulate the recommendations needed for this
framework. The second group are disaster risk reduction
stakeholders, first responders and the users of the EMSC
(European-Mediterranean Seismological Centre) preven-
tion and debunking tools in social media. We engaged
disaster risk reduction stakeholders through surveys and
focus group discussions to assess their perceptions of Al
tools for combating misinformation about hazards and
to refine the methodological framework based on their
feedback, as detailed in Sect. 5.1.

These steps consist in a selection of tools aimed at
providing a comprehensive approach to address misinfor-
mation. However, it is important to note that these tools
and steps are not necessarily intended to be implemented
exhaustively. Instead, they should be chosen and adapted
according to the specific context of implementation,
ensuring that the most relevant and effective strategies
are applied in each unique situation.

The literature defines various information disorders.
Lazer et al. (1979) describe fake news as fabricated con-
tent mimicking news but lacking journalistic intent. Ireton
and Posetti (2018b) prefer ‘misinformation’ and ‘disinfor-
mation,’ rejecting ‘fake news’ due to its politicized use to
discredit journalism. For this study, we adopt the broader
terms ‘misinformation’ and ‘rumors’ to encompass a
range of disorders, including disinformation and hoaxes.
Additionally, we use ‘conspiracy theory’ to refer to false
narratives attributing events to a malevolent scheme by
multiple actors.

Table 1 PESTEL analysis with examples (Dubetcky 2024)

2 STEP 1: Define the communication context

As the initial step in developing an effective methodology
to address misinformation in the context of disaster risk
reduction, it is crucial to define the communication con-
text. Understanding the communication context is essential
because it sets the stage for identifying the unique challenges
and opportunities presented by different types of hazards
and disasters, whether anthropogenic or natural. It allows
for a tailored approach that considers the specific character-
istics of the information environment, the behavior of audi-
ences, and the nature of the misinformation being spread. By
clearly defining the communication context, researchers and
practitioners can develop more targeted strategies to combat
misinformation, ensuring that interventions are relevant and
effective for the disaster scenario at hand. This step helps to
build a robust framework that enhances public understand-
ing, mitigates misinformation risks, and supports informed
decision-making during critical times.

2.1 PESTEL analysis to identify the political,
economig, social, technological, environmental,
and legal factors

PESTEL analysis (Aguilar 1967; Nandonde 2019) is a strate-
gic tool used to assess the external macro-environmental fac-
tors affecting organizations or projects. The acronym PES-
TEL stands for Political, Economic, Social, Technological,
Environmental, and Legal factors. PESTEL provides a holis-
tic view of the external factors that could influence com-
munication strategies during a disaster. For example, Kung
(2023) employed the PESTEL framework to systematically
assess the effectiveness of emerging digital media strategies,
such as live streaming, NFTs, and the Metaverse. By analyz-
ing the political, economic, social, technological, environ-
mental, and legal dimensions, the study offers insights into
how these macro-environmental factors shape the adoption,
implementation, and overall success of communication plat-
forms and strategies. Table 1 presents examples of variables
for each of the six PESTEL categories. Understanding these

P E S
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e Corruption

e Foreign trade policy
e Labor law
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o Inflation rates
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e Unemploy-ment
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o Health conscious-
ness

o Lifestyle attitudes

o Cultural barriers

T E L
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o R&D activity o Climate change o Copyright and patent
o Technological e Pressures from laws
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factors helps in formulating effective and context-specific
strategies to tackle misinformation.

Political factors involve government policies, stability,
and interventions that may impact operations or strategies.
In a disaster scenario, government policies and regula-
tions can greatly influence communication. Knowing the
political landscape helps in aligning messages with official
guidelines.

Economic factors encompass growth, exchange rates, and
economic conditions shaping decision-making processes.
Economic conditions can affect resource availability and
the public’s response to communication efforts. Economic
stability or instability will shape how resources are allocated
for communication and how messages are received by dif-
ferent economic groups.

Social factors consider societal norms, cultural back-
grounds, demographics, and lifestyle changes. Social
dynamics, such as public sentiment, cultural norms, and
community structures, are crucial in tailoring messages that
resonate with different demographics. Understanding these
factors ensures the communication is culturally sensitive and
socially appropriate.

Technological factors cover technological advancements,
innovation, research, and development. Analyzing techno-
logical factors helps in selecting the most efficient chan-
nels for accurate information dissemination and anticipating
potential technological opportunities and challenges. This
includes understanding the capabilities of various social
media platforms, access challenges to these platforms during
disasters and emergencies, the role of algorithms in content
visibility, and the effectiveness of existing tools for fact-
checking and monitoring the spread of false information.

Environmental factors encompass environmental and eco-
logical aspects such as climate change, tensions on natural
resources availability, ecosystem protection, environmental
regulations, and sustainability issues. Environmental factors
play a significant role in shaping the communication context
during natural or anthropogenic disasters or hazards. The
type and severity of the hazard or disaster itself are environ-
mental factors that shape the communication context. Differ-
ent hazards, such as wildfires, chemical spills, or infectious
disease outbreaks, require tailored communication strategies
to address specific risks and inform appropriate responses.

The physical environment, including geology, weather
conditions, and infrastructure, can impact communication
capabilities. The geographical location of the disaster or
hazard can influence the communication context. Coastal
areas prone to hurricanes or low-lying regions susceptible to
flooding may have different communication needs compared
to urban areas facing industrial accidents or technological
hazards.

Legal factors pertain to laws and regulations affecting
operational or strategic aspects. Legal considerations are

important for ensuring that the communication complies
with laws and regulations. This includes understanding pri-
vacy laws, freedom of information acts, and other legal con-
straints that might affect how information is shared.

2.2 Source, message, channel, receiver, feedback

Analyzing the general communication context of anthro-
pogenic or natural hazards and disasters is crucial before
addressing any misinformation issue. Understanding this
context provides essential insights into how information
flows, is received, and impacts decision-making processes
during emergencies. Both qualitative and quantitative meth-
ods, including informal feedback, are essential for appre-
hending the communication context. Berlo’s communication
model, introduced in 1960, outlines the key steps of commu-
nication: Source, Message, Channel, Receiver, Effect, and
Feedback (Dallo et al. 2023). Berlo’s model was selected
because it offers a clear, systematic framework for analyzing
the key components of communication—source, message,
channel, and receiver—which are central to our methodol-
ogy focus on risk and crisis communication. Its emphasis on
how audience characteristics, message content, and channel
choice interact aligns directly with our aim to tailor com-
munication strategies to diverse audiences, especially in con-
texts of misinformation and disaster management. Compared
to other models, Berlo’s approach offers practical analytical
clarity for understanding how communication effectiveness
can be optimized in situations of uncertainty, as demon-
strated in Dallo’s thesis (2022), which applies Berlo’s com-
munication model to examine the full communication chain
for earthquake-related information—from message source,
design, and channels to public reception, understanding,
action, and iterative evaluation—thereby highlighting the
complexity and interdependence of each stage in a multi-
hazard context.

2.2.1 Sources

Identifying the source of information is essential to under-
stand where information originates during disaster events.
This includes identifying official sources such as govern-
ment agencies, emergency services, and credible media out-
lets, as well as unofficial sources like social media users or
citizen journalists. Nowadays, trust in information sources
has become crucial, with authorities and experts often being
most trusted during emergencies.

2.2.2 Messages
Messages, particularly during crises, should contain essen-

tial elements such as the hazard type, affected area, time,
source, and behavioral recommendations. Understanding
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the message involves analyzing the accuracy, reliability, and
potential biases of the information, its format, as well as its
relevance to the disaster situation.

2.2.3 Channels

Mediums used for communication include traditional media
such as television, radio, and newspapers, as well as digital
platforms like social media, websites, and mobile apps. Dif-
ferent channels have varied reach and accessibility to dif-
ferent segments of the population, with preferences often
influenced by factors such as age, geographic location, or
cultural background. Some channels facilitate rapid dis-
semination of information, while others may experience
inherent delays. The choice of communication channels can
impact the perceived trustworthiness and credibility of the
information being shared. Social media, for instance, play
a significant role in disseminating information rapidly and
facilitating two-way communication, although they also pose
risks of misinformation spread.

2.2.4 Receivers

Personal and contextual factors influence how receivers
interpret and respond to messages, as demonstrated by vari-
ous social cognition models. Analyzing the receiver includes
considering factors such as demographics, literacy levels,
cultural backgrounds, social, and physical environment.

2.2.5 Effects and feedback

Various factors influence how receivers respond to a mes-
sage (e.g., self-efficacy, knowledge, and prior experiences).
Predicting those factors can be used to design effective infor-
mation campaigns or warning messages. Evaluating feed-
back allows for adjustments in the communication process
to enhance effectiveness, considering changing needs and
technological advancements. Both qualitative (focus groups,
interviews, content analysis) and quantitative (surveys, web
analytics, and behavioral data) methods are essential to
apprehend the feedback loop and the effectiveness of the
entire communication process.

Tracking searches on Wikipedia can reveal public inter-
ests, risk perceptions, and changing preferences over time.
Yosipof and Rapaport (2023), compared Wikipedia page
traffic data in multiple languages for six key case studies:
the L’Aquila earthquake, Manchester Arena bombing, Aude
River flooding, Visakhapatnam gas leak, Tohoku earth-
quake and tsunami, the COVID-19 pandemic, and the 2021
European floods. For instance, analysis of the Wikipedia
page for the Manchester Arena attack reveals significant
patterns (Yosipof et al. 2023): regular peaks on Memorial
Day (May 22), with the highest peak on the first anniversary
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due to heightened media coverage. Additional notable peaks
occurred on August 22, 2020, for Hashem Abedi’s convic-
tion, and on November 3, 2022, following the release of a
key public inquiry report on the emergency response.

Defining the communication context is a foundational
step that ensures the strategies developed are well aligned
with the unique challenges posed by different disaster sce-
narios. With a clear understanding of the external factors and
communication dynamics, we can move forward to examin-
ing the misinformation patterns related to a disaster with
specific data sources and analytical techniques.

3 STEP 2: Identify current misinformation
patterns

Building on the understanding of the communication con-
text, the next step involves identifying the patterns of misin-
formation that typically arise during and after disaster sce-
narios. Recognizing these patterns is essential for developing
effective strategies to counter misinformation and ensure
accurate information dissemination. In this session, we will
examine the sources of data and methods used to detect and
analyze misinformation patterns.

3.1 Sources of data

In the context of disaster response, social media, press
coverage, surveys, and official documents from public
authorities serve as sources of data for identifying patterns
of misinformation. In times of disaster, these sources are
particularly relevant as they provide real-time information
and public discourse snapshots, enabling a comprehensive
understanding of misinformation dynamics and facilitating
prompt intervention to mitigate its impact on public safety
and decision-making processes.

3.1.1 Social media

Social media platforms such as X (formerly Twitter), Face-
book, and Instagram can be instrumental in monitoring
misinformation during hazards or disasters. X’s real-time
updates and widespread use make it an effective tool for
tracking emerging rumors and false information, as users
often share immediate reactions and unverified reports.
Facebook, with its extensive user base and community
groups, can be used to identify and counteract misinfor-
mation spreading within local communities and networks.
Instagram, while more visual, can help detect misleading
images and videos that might be circulating. Additionally,
platforms like WhatsApp and Telegram, which are popular
for private messaging, can also be monitored for misinfor-
mation that spreads through personal networks. Utilizing
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these platforms allows authorities and fact checkers to
quickly identify, address, and correct false information,
thereby helping to maintain public safety and trust during
critical events.

Public authorities and researchers can access social media
data through a combination of official APIs, third-party
tools, and partnerships with the platforms themselves. Many
social media platforms, such as X and Facebook, offer APIs
that provide access to a wide range of data, including posts,
user interactions, and trending topics. Researchers can use
these APISs to collect and analyze data in real-time, allowing
them to monitor misinformation and public sentiment dur-
ing hazards or disasters. Additionally, third-party analytics
tools and services can offer sophisticated data collection and
analysis capabilities, often aggregating data from multiple
platforms. Partnerships with social media companies can
also facilitate access to data, especially during emergencies
when rapid and comprehensive data collection is crucial.

For instance, tweets extracted from the X API were used
in four studies, each focusing on a specific case of misinfor-
mation on X: (i) the COVID-19 conspiracy theories tweets
(Erokhin et al. 2022; Elroy and Yosipof 2022), (ii) the Mon-
keypox tweets (Elroy et al. 2023), (iii) the earthquake pre-
diction tweets (Elroy and Yosipof 2023; Dallo et al. 2023),
and (iv) five rumors regarding the Manchester Arena attack
(Vicari et al. 2024).

The authors used the X API's v2 full search endpoint,
tailored for Academic Research, which provides access to
the entire X archive via a key terms search query. This query
retrieves tweets that match the specified criteria from the
complete archive, together with metadata of the tweets and
the authors (such as the date and time of publication, the
number of followers, the number of followings, if the tweet
contains an URL and the number of retweets). Retweets
were omitted from the searches, and only tweets identified
as English by Twitter’s language detection algorithm were
included. Each database was curated for a specific time
frame.

Press: Analysis of press news related to a hazard or dis-
aster provides valuable insights into the dissemination and
evolution of misinformation. By examining news articles,
it is possible to identify prevalent rumors, understand the
prevalent themes and narratives, assess their impact on pub-
lic perception, and track the spread of false narratives over
time. Additionally, analyzing press coverage allows for the
identification of key misinformation sources, such as social
media platforms.

Public authorities and researchers can access press
news data through various means, including online news
archives, media-monitoring services, and partnerships
with news agencies. Many news organizations offer digi-
tal archives or APIs that grant access to their articles
and metadata. Additionally, media monitoring services

aggregate press coverage from multiple sources, providing
comprehensive datasets for analysis. Collaboration with
news agencies can also facilitate access to proprietary data
and insights.

Vicari et al. (2024) curated a dataset consisting of Eng-
lish press articles concerning the Manchester Arena attack.
These articles were sourced from Europresse’s database,
encompassing 439 global media outlets (Cision 2023). The
search parameters focused on specific keywords present
solely in article titles and spanned 6 years, starting from
the day of the attack. Gugg (2024) discussed the Mount
Vesuvius case study, which featured an analysis of 130
Italian press articles about Vesuvius published between
2012 and 2022 that extensively circulated both online and
offline.

Surveys: Surveys allow researchers to directly query
individuals about their beliefs, perceptions, and sources of
information during crisis events. Surveys can uncover the
prevalence of misinformation and identify common mis-
conceptions. To carry out a survey, researchers typically
design questionnaires tailored to the specific context of the
disaster, incorporating questions about individuals’ expo-
sure to and beliefs regarding misinformation. Surveys can
be administered through various methods such as online
platforms, telephone interviews, or in-person interactions,
ensuring a diverse and representative sample population
for comprehensive analysis (Jensen and Laurie 2016).
Surveys can complement other sources of data, such as
social media and the press. Integrating survey data with
information from these sources allows for triangulation
and validation of findings, enhancing the robustness of
insights gained.

Interviews and focus groups: These qualitative methods
allow for in-depth exploration of individuals’ experiences,
beliefs, and perceptions regarding misinformation in the
context of crisis events. Through interviews, researchers
can delve into participants’ thought processes, motiva-
tions, and information-seeking behaviors, uncovering
nuanced insights that may not be captured through quan-
titative surveys alone. Similarly, focus groups facilitate
dynamic discussions among participants, allowing for
the exploration of diverse perspectives and the identifica-
tion of common themes and misconceptions. To carry out
interviews and focus groups, researchers typically develop
semi-structured interview guides or discussion protocols
tailored to the research objectives and participant demo-
graphics (Jensen and Laurie 2016). These sessions can
be conducted in person or remotely, ensuring flexibility
and accessibility for participants. The data collected from
interviews and focus groups complement quantitative find-
ings, providing a richer understanding of the complexities
surrounding misinformation during disasters.
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3.2 Methods of analysis

In examining methods to detect misinformation patterns
in disaster contexts, a plethora of qualitative and quanti-
tative approaches exist. However, our focus lies on recent
techniques developed for analyzing misinformation on
social media, supported by automated tools, with the aim
of facilitating rapid responses. These methods offer valu-
able insights into identifying and addressing misinformation
during crises.

As displayed in Fig. 2, the dataset phase consists of col-
lecting the appropriate data, manually classifying a subset of
the dataset into different groups and embedding the semantic
meaning of the textual features in the dataset using Natural
Language Processing (NLP) methods. Next, a classification
methodology needs to be designed to classify the complete
dataset into the relevant groups based on the subset that was
manually classified. Finally, a thorough analysis must be per-
formed on the labeled dataset to produce valuable insights
and recommendations. To enhance transparency and repro-
ducibility, supplementary material has been added. It pro-
vides detailed descriptions of the datasets associated with
the case studies referenced in in this section, including their
sources, structure, and scope of application.

3.2.1 Natural language processing methods

A primary challenge in analyzing misinformation in texts
is reliably classifying them. Advancements in Natural Lan-
guage Processing (NLP) have introduced new algorithms
for text embedding and classification, such as Bidirectional
Encoder Representations from Transformers (BERT). Elroy
and Yosipof (2022) used the Covid-Twitter-BERT model
that was pre-trained on COVID-19-related tweets to clas-
sify tweets as supporting or opposing the COVID-19 5G
conspiracy.

Elroy et al. (2023) and Dallo et al. (2023) used the
Robustly Optimized BERT Pretraining Approach (RoB-
ERTa), which is an enhanced BERT with different design
decisions resulting in improved performance. In the first
study, the authors categorized the entire dataset on the

¢ Social media

“* Press Manual

" " Dataset Classifi-

“» Public cation
documents

Monkeypox outbreak into three groups: misinformation,
counter-misinformation, and neutral. The second study is
based on a classification of tweets as either misinformation
or not misinformation regarding earthquakes.

3.2.2 Machine learning

Supervised learning models train on manually labeled sam-
ples from a dataset by associating their features as input
and predicting their label as output. Therefore, developing
a successful supervised learning classifier depends on large
amount of labeled data for training, which is traditionally
obtained through an intensive process of manual labeling.
A too small subset of labeled samples may present different
issues in the classification model.

Semi-supervised learning (SSL) tries to resolve the
necessity of large amounts of manually labeled data by
enriching the labeled dataset with pseudo-labeled samples
derived from assumptions about suitable labels for some
unlabeled data. At its basic form, a supervised learning
model is trained on the small subset of labeled data and used
to predict the labels for all other samples, where the predic-
tions with a high certainty are assumed to be pseudo-labels.
More sophisticated variations exist, such as adjusted semi-
supervised learning for social media (ASSLSM) introduced
by Elroy and Yosipof (2023). Evaluations and comparisons
of different approaches showed that the ASSLSM method
improved SSL’s pseudo-labeling process, resulting in more
consistent performance across various classifiers other than
standard SSL.

3.2.3 Natural language processing and machine learning
model performance

Elroy and Yosipof (2022) used an ensemble of classifiers
combining sentence embeddings from COVID-Twitter-
BERT and Sentence-BERT with external features like
number of followers and average sentiment scores, to clas-
sify tweets related to the COVID-19 5G conspiracy theory,
achieving an F1 score of 0.904. For Monkeypox misinfor-
mation, a ROBERTa model fine-tuned on 3218 hand-labeled

Time Series

» Content analysis
Data
Analysis » User Engagement
» Sentiment Analysis

v

\

Fig.2 Workflow to analyze misinformation of social media with the support of automated tools
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tweets and was used to classify 1.4 M tweets, achieving an
average F1 score of 0.767, with precision and recall both at
0.774, using stratified fivefold cross-validation (Elroy et al.
2023). In the context of earthquake prediction misinforma-
tion Dallo et al. (2023) construct a classifier using RoOBERTa
embedding to achieve an F1 score of 0.845. The semi-super-
vised learning approach, namely adjusted semi-supervised
learning for social media (ASSLSM), improved the per-
formance of earthquake misinformation further, reaching
F1 scores up to 0.969 with ensemble classifiers (Elroy and
Yosipof 2023). Vicari et al. (2024; Elroy and Yosipof 2022,
2023; Elroy et al. 2023; Dallo et al. 2023) examined five
rumors related to the Manchester Arena bombing using
tweet classification and engagement analysis over a six-
year period to assess the persistence and emotional impact
of misinformation. Although these studies demonstrate the
effectiveness of Al-based classification models, they also
underscore limitations related to the dependence on manu-
ally labeled datasets, language constraints, and potential
domain-specific generalization issues.

3.2.4 Time series

A descriptive analysis of the frequency of misinformation
and accurate information, or various categories of misin-
formation over time, can reveal temporal patterns and influ-
encing factors. For instance, Dallo et al. (2023) discovered
that daily peaks in misinformation and accurate information
often correlate, indicating that the spread of misinforma-
tion related to earthquake predictions increases after signifi-
cant events and during earthquake sequences. An Ordinary
Least Squares (OLS) time series model was used to analyze
the effect of accurate information tweets on the spread of
misinformation tweets and vice versa. The results revealed
that the continuous presence of earthquake predictions on
X indicates a constant need for communication strategies to
counteract them, even during periods of low seismic activity.

Another example is provided by Erokhin et al. (2022)
who represented each COVID-19 conspiracy theory as a
time series of tweet frequency. They performed correlation
and cross-correlation analysis between the conspiracy tweet
frequencies to identify dependencies among different con-
spiracy discussions. As a result, they classified conspiracy
theories into four categories: (1) those that reached their
highest levels early in the pandemic (like 5G and FilmY-
ourHospital), (2) those that gained traction as time passes
(such as Big Pharma and vaccination theories), (3) those that
persisted throughout (such as exaggeration and Bill Gates
theories), and (4) those that experienced multiple peaks (like
GMO and biological weapons theories). Additionally, they
applied an OLS time series model and found that, for most
of these conspiracy theories, the frequency of tweets in the

first week after a theory’s emergence was significantly linked
to the number of new COVID-19 cases.

Elroy et al. (2023) examined the weekly frequency time
series of tweets spreading Monkeypox misinformation and
those countering it. They observed that tweets spreading
misinformation about Monkeypox consistently dominated
the discussion since the outbreak’s onset. However, a shift
in dominance from misinformation to accurate information
occurred at the start of the second peak of tweets related to
Monkeypox, indicating the final phase of the misinforma-
tion spread.

3.2.5 Content analysis

Content analysis is a research method used to systemati-
cally analyze communication contents from various media
sources. By coding and categorizing texts, images, URL or
audio-visual materials, researchers can identify frequency
and context of specific themes, terms, narratives, and mis-
information types.

Thanks to content analysis, Dallo et al. (2023) observed
that X users often link earthquake notifications from offi-
cial sources in their earthquake prediction claims. This is
particularly concerning because readers may trust the offi-
cial source and, as a result, also believe the misinforma-
tion. Consequently, public authorities and agencies should
regularly ensure that their notifications are not linked to,
nor their accounts tagged in, misinformation tweets. Elroy
et al. (2023) highlighted that tweets containing misinforma-
tion related to the Monkeypox outbreak mostly reference
domains where users can upload and publish content them-
selves, such as YouTube, followed by other websites that
often refer to extreme free speech and conspiracy theories.

3.2.6 User engagement

The interactive nature of social media offers a significant
advantage in understanding how misinformation about dis-
asters is perceived by the public. Engagement metrics such
as likes, shares, comments, and replies are crucial indica-
tors of a post’s resonance on social media platforms. A high
level of likes and shares reflects the content’s importance,
appeal, and relevance to a wide audience. Posts with sub-
stantial engagement often reach a larger audience, increasing
visibility through sharing. The number of shares serves as an
essential measure of virality, demonstrating that the content
has captured the attention of a broad and growing audience.

Engagement metrics were explored by Dallo et al. (2023),
who compared reactions to misinformation tweets, versus
not-misinformation tweets related to earthquakes. They
found that the mean number of retweets, likes, replies in
response to not-misinformation tweets was lower than the
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mean number of retweets, likes, replies in response to mis-
information tweets.

Vicari et al. (2024) used tweet engagement to compare
five rumors related to the Manchester Arena attack, analyz-
ing hourly occurrences over 2 days post-attack and monthly
frequencies over 6 years. A rumor about the attacker being
a refugee elicited the most significant response. Short-term
impacts were noted for rumors about children in hotels and a
gunman in Oldham Hospital, while the refugee rumor gained
traction over 6 years, likely influenced by anti-immigrant
sentiments exacerbated by political narratives, following the
2019 Boris Johnson election campaign.

3.2.7 Sentiment analysis

Sentiment analysis is a technique used to determine the
emotional tone behind a body of text. It provides insights
into public opinion and reactions, helping to understand
how misinformation spreads, it influences perceptions, and
affects emotions during disasters or crises.

The VADER sentiment analysis model (Hutto and Gil-
bert 2014) is particularly useful for understanding textual
nuances in informal communication, like tweets. Unlike tra-
ditional sentiment analysis models that focus on individual
words and their polarities, VADER considers the context of
words within a sentence, including the effects of punctuation
and capitalization. This enhanced approach captures the sub-
tleties of casual online language. Sentiment analysis helps
identify the overall sentiment of the content and measure the
emotional intensity associated with it.

In their study on misinformation related to the Manches-
ter Arena attack, Vicari et al. (2024) noted that rumors elic-
ited varied emotional responses from X users, ranging from
neutrality to heightened levels of distress, anger, or discon-
tent, depending on the type of rumor. The findings reveal a
dual impact of rumors post-attack: initially disrupting fac-
tual information and emergency management within the first
2 days, then shaping opinions and emotions in the long term,
potentially exacerbating divisions in public sentiment.

Recognizing misinformation patterns related to disasters
is essential for understanding how false information spreads
and can be addressed. By leveraging data from social media,
press coverage, surveys, and other sources, and employing
advanced analytical methods, we can track the spread of
misinformation and its evolution. In the following session,
we will explore how these patterns shape public perceptions
of risk and examine the consequential effects on risk man-
agement practices during crises.

4 STEP 3: Assess misinformation impact
on risk perceptions and risk management

Misinformation significantly impacts the perception of risk
among various stakeholders, often amplifying fear and anxi-
ety during crises and health emergencies. This heightened
state of concern can lead to widespread panic and hinder
effective response efforts. Additionally, misinformation
affects decision-making processes in risk management by
introducing cognitive biases that distort perception (Dallo
et al. 2023). Anchoring bias causes reliance on specific
information traits, while availability bias leads to underes-
timating low-probability risks until experienced. Confirma-
tion bias favors information aligning with existing beliefs,
and the cry-wolf syndrome erodes trust after repeated false
alarms. Other biases, such as loss aversion and myopia, con-
tribute to inconsistencies in decision-making. Understand-
ing these impacts is crucial for developing strategies that
mitigate the influence of misinformation and improve risk
management practices.

To examine how misinformation affects risk perceptions
and decision-making among various stakeholders, the first
step is to develop a conceptual and theoretical framework.
This can be done using models like the Theory of Planned
Behavior (TPB) (Pundir et al. 2021), the Risk Information
Seeking and Processing (RISP) model (Griffin et al. 2004),
and the heuristic framework developed by Hasson et al.
(2020), as presented in Table 2.

Table 2 Models used to examine how misinformation influences perceptions of risk and decision-making among different stakeholders

Model

Independent variables Dependent variables

Theory of Planned Behavior (TPB) (Pundir et al. 2021)

Risk Information Seeking and Processing (RISP) (Griffin et al. 2004)

Heuristic framework by Hansson et al. (2020)

Social media users’
intentions to verify
news before sharing it

e Awareness of fake news Attitudes toward
news verification

e Perceived behavioral control

e Subjective norms

o Fear of missing out

e Sadism

e Attributes of risks
e Individual characteristics

‘Information sufficiency’

Individuals’ abilities
to prepare for and
respond to disasters

e Communication-related factors
e Individual, social-structural, and situ-
ational vulnerabilities
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Pundir et al. (2021) applied TPB to explore social
media users’ intentions to verify news before sharing
it. Their study considered factors such as awareness of
fake news, attitudes toward news verification, perceived
behavioral control, subjective norms, fear of missing out
(FoMO), and sadism, highlighting the multifaceted nature
of information verification behaviors.

The Risk Information Seeking and Processing (RISP)
model, employed by Griffin et al. (2004), investigates
how the attributes of risks and individual characteristics
influence ‘information sufficiency’—an individual’s
assessment of the necessary information to manage risks
effectively. This model underscores the importance of
understanding personal and contextual factors in risk
information processing.

Another example of a theoretical framework is the
heuristic framework introduced by Hansson et al. (2020)
that elucidates how communication-related factors can
hinder individuals’ abilities to prepare for and respond to
disasters. This framework aids researchers, policymakers,
and practitioners in systematically identifying individual,
social-structural, and situational vulnerabilities, thereby
enhancing disaster and crisis management strategies.

After establishing the theoretical framework, the fol-
lowing step involves collecting and analyzing data using
various qualitative and quantitative techniques, which can
be applied alternatively or can be combined.

4.1 Surveys and questionnaires

Surveys and questionnaires are tools for gathering quan-
titative data on individuals’ exposure to misinformation
and their perceived risks. For example, Griffin et al.
(2004) conducted a telephone survey with 1123 adult
residents in Great Lakes cities to understand how indi-
viduals use information in risky situations. The advan-
tage of this technique lies in its ability to collect large
amounts of data efficiently, allowing for statistical anal-
ysis and the identification of patterns and correlations
within the population. The survey methodology can fol-
low a structured design that includes carefully formu-
lated questions aligned with the theoretical framework,
using both closed- and open-ended items. Respondents
can be selected through purposive or stratified sampling
to ensure representation across relevant stakeholder
groups. Data collection methods (e.g., online surveys,
phone interviews, or paper-based questionnaires) should
be chosen based on the target population and context,
with attention to minimizing bias and ensuring reliabil-
ity. Pre-testing or piloting the survey instruments helps
refine the questions for clarity and relevance before full
deployment.

4.2 Experiments

Conducting experiments allows researchers to observe
changes in risk perception following exposure to misinfor-
mation. Spence et al. (2016) performed a three-condition
experiment with 258 participants to study how the speed
of updates on Twitter (immediate, recent, and delayed)
affects credibility perceptions and information-seeking
behavior. Such experimental designs help isolate specific
factors influencing risk perceptions and decision-making.

4.3 Field observation

Field observation, a form of field research, involves
observing individuals or groups in their natural environ-
ment to gain insights into their behaviors, activities, and
processes. Herztum et al. (2002) used a field study during
the early stages of a major software engineering project
to examine how trust influences individuals’ informa-
tion-seeking behaviors concerning people and document
sources. This method provides a contextual understanding
of how misinformation impacts real-world settings.

4.4 Focus groups

Facilitating focus group discussions enables researchers to
gather diverse insights on the impacts of misinformation
and allows participants to build on each other’s ideas. In
their study, Herztum et al. (2002) conducted focus group
investigations into individuals’ perceptions of virtual
agents on e-commerce websites, examining factors that
influence trust and information-seeking behaviors. Focus
groups offer a rich qualitative perspective on collective
attitudes and beliefs.

4.5 Interviews

In-depth interviews with individuals provide a deeper under-
standing of their perceptions and decision-making processes.
Das et al. (2022) combined Twitter data analysis with in-
depth interviews to explore ideological factors influencing
citizens’ acceptance or rejection of disinformation during
the COVID-19 pandemic. Interviews offer nuanced insights
into personal experiences and rationales behind behaviors.

In the case study on Mount Vesuvius presented by Dallo
et al. (2023), the social effects of the articles and their lan-
guage were examined using data gathered through ethno-
graphic methods (field interviews) and ethnographic obser-
vation (systematic monitoring of online discussions related
to the most widely shared articles).
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4.6 Delphi method

The Delphi method involves a group of experts providing
data anonymously through multiple questionnaire rounds to
achieve consensus on complex topics. Flostrand et al. (2019)
used the Delphi method to consolidate the perspectives of 42
brand management academics on the perceived threat level,
engagement, and actionable strategies for brand managers in
response to fake news. This method ensures a well-rounded
and expert-informed understanding of issues.

Understanding how misinformation distorts risk percep-
tions and decision-making is essential for addressing its
detrimental effects on public responses during crises. By
examining these impacts through diverse research methods,
we gain a clearer understanding of the cognitive biases that
amplify the influence of misinformation and how to effec-
tively counteract them. In the next session, we will focus on
practical measures that institutions, policy makers, decision
makers, practitioners, and scientists can implement to miti-
gate the negative effects of misinformation on risk manage-
ment efforts.

5 STEP 4: Implement measures to mitigate
negative effects

Dallo et al. (2023) provide recommendations for prevent-
ing and combating the spread of misinformation across
the entire communication chain, encompassing the source,
message, channel, receiver, effect, and feedback. These
recommendations are derived from six case studies, pre-
sented in Table 3, addressing various hazards and time
periods.

This approach ensures that the recommendations are
aligned with the current dynamics of social media, making
them particularly relevant for public authorities and insti-
tutions seeking to counteract misinformation effectively
today. The recommendations are valid for natural and
anthropogenic hazards as well as multi-hazard contexts.

a. Source identification and trust building: Source identi-
fication and trust building involve identifying and prior-
itizing trusted sources such as official authorities, press
agencies, and scientific experts. It is essential to invest

Table 3 Source, method, sample size, period, and hazard focus of the six case studies (Dallo, et al. 2023)

Case studies Data source Method Sample size Period Hazard
Misinformation about the Twitter [English] e Natural Language N=331,448 01/01/2020-12/31/2021 Pandemic
link between Covid- Processing methods
19 and 5G on Twitter e RoBERTa
(Elroy and Yosipof e Quantitative analysis
2022)
Misinformation about Twitter [English] e Natural Language N=82,129 03/01/2020-03/31/2022 Earthquake
earthquake predictions Processing methods
on social media (Elroy e RoBERTa
and Yosipof 2023; e Ordinary least squares
Dallo et al. 2023) time series model
o Quantitative and quali-
tative analysis
Fake news about the Local online news media e Media analysis N=130 articles 2012-2022 Volcano
volcano Vesuvius on [Ttalian] e Interviews
general news media
(Gugg 2024)
Mining the discussion of =~ Twitter [English] o Natural Language N=1,440,475 05/01/2022-08/24/2022 Epidemic

Monkeypox misin-
formation on Twitter
(Elroy et al. 2023)

Misinformation and the
role of media after
the Manchester Arena
attack (Vicari et al.
2024)

Authoritative policies to
increase societies’ resil-
ience to earthquakes—a
cross-cultural com-
parison (Rapaport et al.
2024)

Twitter, worldwide press
[English]

Authoritative documents,
nationwide public
surveys

[Israeli, German]

Processing methods
e RoBERTa
e Quantitative analysis
e Natural Language
Processing methods
e Descriptive statistics
e Sentiment analysis

o Descriptive case study
comparison

3505 press articles
89,147 tweets

Surveys
CH: N=596
IL: N=920

05/22/2017-03/13/2023

2020-2023

Terrorist attack

Earthquake
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in building trust in these sources within society to ensure
that their information is perceived as reliable.

b. Message tone and content: Official messages should
maintain an objective and neutral tone, providing con-
text for the information. To counter the dramatic and
attractive elements of misinformation, it is essential to
present facts calmly and clearly.

c. Channel management and cross-verification: Moni-
toring and countering misinformation across various
social media platforms and communication networks
can significantly reduce the spread of false informa-
tion. Additionally, encouraging the cross-verification
of information across different channels helps to miti-
gate confirmation biases, ensuring that individuals do
not rely solely on a single source and are more likely to
encounter accurate information.

d. Tailored strategies for different receiver groups: To
address the diverse groups of receivers, it is essential
to develop tailored strategies that cater to their specific
needs and behaviors. These strategies should consider
those who are actively seeking information, those
who passively encounter misinformation, and follow-
ers of specific accounts. Different approaches must be
employed to persuade individuals involved in conspir-
acy networks compared to those who are incidentally
exposed to misinformation.

e. Consider emotional states in emergency situations: In
emergency situations, it is important to recognize and
address the emotional states of individuals, as fear and
stress can greatly impact their behavior and decision-
making. Providing reassuring messages can help reduce
uncertainties and prevent inappropriate actions, aiding in
the development of effective communication strategies
that promote informed and appropriate decisions during
crises.

f. Anticipate and address potential effects: It is important
to anticipate the potential negative effects of misinfor-
mation, such as inappropriate behaviors, erosion of trust,
and the spread of hate speech. Measures to counteract
these effects include public awareness campaigns and
targeted interventions.

g. Established network for feedback and response: Main-
taining a well-established network involving relevant
actors is crucial to effectively prevent and combat misin-
formation. Additionally, understanding the dynamics of
information networks allows for the implementation of
strategies where they can have the most positive impact.

h. Adaptation to contemporary information systems and
technologies: To address challenges posed by contem-
porary information systems, such as information over-
load and the transient nature of information, strategies
should be adapted accordingly. Additionally, emerging
technologies like Al tools can be utilized not only to

combat misinformation and prevent its dissemination
but also with caution regarding their potential negative
impacts.

To effectively reduce the negative effects of misinfor-
mation on risk management, it is essential to implement a
range of strategies, from building trust in credible sources
to adapting communication for different audiences and
platforms. The recommendations in this session empha-
size a proactive approach, addressing both the emotional
and cognitive aspects of how individuals receive and act
on misinformation in crisis situations.

In the next session, we will explore how prebunking and
debunking strategies can further strengthen these efforts
by countering misinformation before and after it spreads.

6 STEP 5: Prebunk and debunk
misinformation

In recent years, advancements in artificial intelligence (Al)
tools have provided sophisticated and relatively fast means
to fight against earthquake misinformation (Vicari and
Komendatova 2023; Komendantova et al. 2021a). These
tools could significantly mitigate the adverse effects of
misinformation on disaster management, relief efforts, and
mitigation policies. Various Al tools employ distinct strat-
egies to tackle misinformation; some are more efficient
and effective in certain contexts, while others may be more
suitable from alternative perspectives.

Al tools offer powerful solutions for addressing misin-
formation. Presently, there are various types of Al tools
available, including:

a. Text analysis tools: This technology enables the analysis
and understanding of text, facilitating the identification
of misleading claims and detection of language patterns
associated with misinformation.

b. Sentiment analysis tools: These tools examine the senti-
ment and tone of content, aiding in the identification of
biased or misleading information.

c. Machine learning algorithms: These algorithms iden-
tify patterns and anomalies in large datasets, helping to
detect fake news or disinformation.

d. Prebunking bots: These bots counter the spread of mis-
information by quickly disseminating accurate informa-
tion (e.g. the EMSC-developed @LastQuake Twitter bot
(Bossu et al. 2023; Fallou et al. 2024)).

e. Fact-checking bots: These bots swiftly assess claims and
compare them to established facts, enabling real-time
debunking of false information.
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f.  Content verification tools: These tools verify the authen-
ticity of images, videos, and audio recordings, making it
more difficult for false information to spread.

g. Source verification tools: These tools evaluate the cred-
ibility and reliability of sources by analyzing their online
footprint, history, and associations.

h. Fact-checking models: Specifically designed for fact-
checking, these models specialize in debunking misin-
formation within their domain of expertise.

Vicari and Komendatova (2023) conducted a systematic
meta-analysis on Al tools for managing misinformation on
social media during various hazards and disasters. Their
analysis highlighted a significant underrepresentation of
social sciences and humanities research, with most studies
focusing on COVID-19 and misinformation detection. Lim-
ited international funding further restricts the field’s devel-
opment. These findings suggest the necessity of a balanced
approach between algorithmic solutions and user autonomy
and leveraging pandemic-related research to advance tools
for other risks.

In addition to prebunking efforts, manual debunking strat-
egies play a critical role in addressing the nuanced dynamics
of earthquake misinformation on social media. Through tar-
geted interventions such as manual tweets and responses to
false narratives, seismological institutes like the EMSC can
counter misinformation in real-time. In addition, by engag-
ing directly with users and providing empathetic responses
that take greater account of users’ cultural and emotional
needs, manual tweets complement the automated prebunking
system and foster trust and credibility among social media
users.

6.1 How people perceive Al tools

Together, these Al tools enhance our ability to combat
misinformation across various platforms and contexts.
However, there are different factors which affect the use-
fulness and usability of the tools. These factors highlight
the complexity and dynamic nature of misinformation,
which can vary daily and manifest through different forms
and channels. The issue of misinformation is continually
evolving, with strategies becoming more sophisticated
over time, making it difficult for Al systems to keep pace.
Detecting misinformation often requires an understanding
of context, cultural nuances, and the intent behind the con-
tent (Komendantova et al. 2023). Although Al can iden-
tify patterns, it may struggle with the subtleties of human
language (Erokhin and Komendantova 2023). Developing
Al capable of handling such complex tasks is currently a
significant challenge, requiring substantial financial invest-
ment to create, train, and maintain effective Al technolo-
gies. Many businesses, especially smaller ones, lack the
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resources to invest in this technology. Another challenge
is the level of trust in Al tools. The successful deployment
of Al tools depends on user confidence in their objectivity
and accuracy. Many individuals and organizations remain
skeptical about AI’s ability to accurately detect false infor-
mation. For Al tools to gain wider acceptance, they must
demonstrate reliability and fairness.

Given the complexity of the problem and the issue of
trust, it is crucial to understand the preferences of various
stakeholder groups regarding Al tools for combating mis-
information. Preferences refer to an individual’s choices
or inclinations about what they like, desire, or prioritize
(Komendantova et al. 2021b). These choices are shaped by
personal experiences, cultural influences, societal norms,
and individual values, impacting lifestyle, decision-making,
and overall well-being. Studying preferences is vital for sev-
eral reasons: it aids in decision-making, helps identify com-
promise solutions among available options, and promotes
efficient resource use. Decision-makers need to understand
stakeholder preferences to make informed, data-driven deci-
sions, which are essential for developing effective programs,
policies, and strategies. This understanding facilitates effec-
tive resource allocation, directing resources toward areas
with the most significant impact or urgent needs based on
stakeholder values. Since different stakeholder preferences
often lead to conflicting interests, researching these prefer-
ences can help find common ground and resolve conflicts
by identifying agreement points or addressing concerns.
Studying preferences on Al tool usage is important due to
the diverse and heterogeneous nature of the users involved.
Currently, Al tools are used by fact-checking organiza-
tions, social media platforms, government agencies, tech
companies, media outlets, academia, and NGOs. Prefer-
ences also vary widely depending on factors such as loca-
tion, industry, and the specific goals of the users, making it
essential to understand these nuances to effectively address
misinformation.

Based on the survey results, conducted by EMSC in
cooperation with IIASA, slightly under 40% of participants
reported encountering misinformation about earthquakes.
The most cited types of misinformation include predictions
of earthquakes, claims that earthquakes are caused by the
HAARP (High-Frequency Active Auroral Research Pro-
gram) or actions by the United States government, fabricated
videos of damage, incorrect earthquake magnitudes, and
false casualty numbers. The research findings indicate that
most participants believed they had not encountered earth-
quake misinformation. However, the proportion of those
who reported encountering misinformation is nearly equal
to those who did not. The most reported types of misinfor-
mation include “earthquake predictions”, “causes of earth-
quakes”, “fake videos of damage”, “incorrect earthquake
magnitudes”, and “false casualty numbers.”
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The EMSC X channel (EMSC 2024) shares four types of
manually deployed information: “messages to correct false

EXIT3

information and misinformation”, “compassion messages in
the event of destructive earthquakes”, “responses to specific
questions regarding destructive earthquakes”, and “commu-
nication about research projects”. Among these, correcting
false information and misinformation is deemed the most
crucial. The key aspect of messages aimed at preventing the
spread of earthquake misinformation is the “content of the
message”. Following this are the “timing” of the message,
the “level of language” used, “who is sharing the informa-
tion”, and the “format of the message” (such as visual ele-
ments or statistics). Users rated “usefulness” and “trustwor-
thiness” as the key factors in this assessment. Therefore, the
top priority for manually crafted posts should be delivering
practical and reliable information to address and correct
false information and misinformation.

By integrating Al-driven prebunking and debunking
strategies, institutions, practitioners and scientists are not
only countering misinformation in real-time but also foster-
ing public trust and scientific literacy. These efforts form
the foundation for assessing how such measures influence
broader communication patterns, as explored in the next
session. Evaluating the impact of these interventions will
provide valuable insights into their effectiveness and the
potential shifts they create in public discourse during dis-
aster situations.

7 STEP 6: Evaluate the effectiveness
of measures

A thorough review of the strategies implemented to combat
misinformation is essential for evaluating their effectiveness.
By assessing these strategies, we can determine how well
they address the challenges posed by misinformation dur-
ing disasters. This review helps identify gaps and strengths
in current frameworks, guiding improvements to enhance
resilience against false information.

7.1 SWOT analysis: Strengths, weaknesses,
opportunities, and threats

A SWOT analysis (Teoli et al. 2024) is a strategic planning
tool used to evaluate the Strengths, Weaknesses, Opportuni-
ties, and Threats (SWOT) associated with a particular situ-
ation or decision. When applied to combating misinforma-
tion, it involves identifying the strengths and weaknesses
of current approaches, such as communication strategies or
prebunk and debunk initiatives, in addressing misinforma-
tion. Additionally, it explores potential opportunities, such
as leveraging new technologies or partnerships, to enhance
effectiveness. Moreover, it considers threats posed by factors

Table4 SWOT analysis template with guiding questions (Harrison
2024)

Strengths Weaknesses
What do we do well? Where can we
What do our target say we do well? improve?

What do our tar-
gets frequently
complain about?

What is our unique offer proposition?
Do we have strong brand awareness/customer
loyalty?

Influencer relationships? Which objections
What skills do we have that our others don’t? are hardest to
overcome?

Do we have any
limitations in
delivering?

Are our resources
and equipment
outdated or
limited?

Are we suffering
from skills, or
training defi-
ciencies?

Threats

Social or politi-

Opportunities

Is there an untapped pain point?
Are there potential new sources of support? cal trends that
Are social or political trends that could benefit could work

us? against us?

Are any technologies that could benefit us? Any new technol-
ogy that could
work against
us?

like the rapid spread of misinformation on social media or
public distrust in authoritative sources. By systematically
assessing these factors, a SWOT analysis can inform the
development of targeted interventions and strategies to miti-
gate the impact of misinformation during disasters or crises.

An illustrative example comes from Cevik et al.’s study
(2024), which applied SWOT analysis to evaluate and
improve communication strategies addressing misinforma-
tion around HPV vaccination, highlighting key internal and
external factors that shape vaccine acceptance among Euro-
pean family doctors and their young patients.

To support such analyses, the example questions pre-
sented in Table 4 can help systematically identify relevant
strengths, weaknesses, opportunities, and threats, providing
a structured foundation for developing more effective com-
munication measures.

7.2 Evaluate how the implementation of measures
affects the dynamics of information
dissemination and reception during disasters

The analysis techniques presented under Step 2, focusing

on misinformation patterns, and Step 3, focusing on misin-
formation effects, can be used to verify the effectiveness of
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strategies to combat misinformation and identify opportu-
nities for improvement. Intervention studies can also play a
critical role here, testing the effectiveness of various meth-
ods such as fact-checking and public information campaigns.
Various examples exist in the literature. For instance, Badi-
nathran (2021) conducted a field experiment in India to eval-
uate a pedagogical intervention’s impact on identifying mis-
information during the 2019 elections. Yousuf et al. (2021)
tested debunking methods to reduce COVID-19 vaccine
misinformation in a two-arm randomized blinded parallel
study. Ali and Qazi (2023) used a randomized experiment to
assess educational interventions to counter misinformation
in urban Pakistan among low digital literacy populations.

7.3 Monitor changes in communication patterns
and adapt strategies accordingly

Continuous monitoring of communication patterns and
their impact is essential to adapt strategies effectively.
By observing changes in how information is shared and
received, we can identify trends and shifts resulting from
the implemented measures. This ongoing assessment helps
in promptly addressing any emerging issues and refining
strategies to ensure they remain effective. Adapting com-
munication tactics based on real-time data and a dynamic
approach ensures that efforts to combat misinformation are
responsive and relevant to current conditions.

The continuous monitoring of communication patterns
allows us to identify the strengths and weaknesses of current
strategies and make necessary adjustments. This dynamic
approach ensures that interventions remain effective in real-
time scenarios. Moving to the next session, we will explore
the ethical considerations that arise when implementing
these strategies, especially issues related to transparency,
public safety, and freedom of expression in the context of
evolving misinformation landscapes. Understanding these
ethical challenges will help shape more responsible and
inclusive disaster strategies to deal with misinformation.

8 STEP 7: Ethical recommendations
and challenges

Effective hazard and risk communication to the public
necessitate ethical considerations, such as accessibility, com-
prehension, and relevance of information. Institutions must
ensure that information is readily available, understandable,
and reaches all stakeholders, including vulnerable groups.
Ethical dilemmas arise when deciding what information to
disclose and on what grounds, as well as when balancing sci-
entific evidence with societal values in democratic decision-
making processes. While governments have the right to con-
trol information dissemination for public health protection,
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interventions should be limited and monitored, with media
acting as independent supervisors. Social media platforms,
as significant sources of misinformation, face ethical ques-
tions regarding interventions and fostering open debates
while protecting users from harm. Ethical discussions are
necessary to balance freedom of expression with protecting
society from the adverse effects of false information.

8.1 Strategies to monitor and combat
misinformation aligned with international
human rights law

Strategies to monitor and combat misinformation should
align with International Human Rights Law (United Nations
2022). Ensuring freedom of expression is paramount; cen-
sorship should be minimized and, when necessary, be trans-
parent, lawful, and proportionate. Encouraging exposure
to a variety of opinions and providing context with well-
researched arguments can effectively uphold the right to
access information. It is also crucial to combat hate speech
and discrimination to maintain a respectful and informative
public discourse.

8.2 Complying with the digital services act

The Digital Services Act (DSA) (European Commission
2025) is a regulatory framework that intersects with human
rights considerations in tackling misinformation. Enacted by
the European Union, the DSA establishes clear responsibili-
ties for online platforms to mitigate risks, enhance transpar-
ency, and ensure accountability in digital environments. It
mandates proactive measures against illegal content while
safeguarding users’ fundamental rights, including free-
dom of expression and privacy. Large platforms and search
engines must conduct risk assessments and implement due
diligence obligations to prevent the spread of harmful misin-
formation. By enforcing transparency in content moderation
and algorithmic decision-making, the DSA aims to balance
the fight against disinformation with the protection of demo-
cratic freedoms.

8.3 Adhering to the general data protection
regulation

Adhering to the General Data Protection Regulation
(GDPR) (European Parliament and European Council
2016) is essential in this context. The GDPR, which came
into effect in May 2018, is a comprehensive regulation that
provides robust protections for personal data of European
Union citizens. It enforces strict privacy rules and grants
individual rights such as the right to access their data, the
right to rectify inaccuracies, and the right to erasure, often
referred to as the “right to be forgotten”. When analyzing
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misinformation, preference should be given to aggregated
data, and users’ identities should be anonymized to protect
privacy. Organizations must ensure that data processing
activities are lawful, fair, and transparent, maintaining data
integrity and confidentiality.

8.4 Implementing the EU Al Act

The implementation of the EU Artificial Intelligence
(AI) Act (European Commission 2024) also plays a criti-
cal role. This act, proposed in April 2021, aims to cre-
ate a harmonized regulatory framework for Al across the
EU. It categorizes Al systems based on their risk levels,
ranging from minimal risk to unacceptable risk. For Al
systems used to counter misinformation, which often fall
into the high-risk category, the act mandates stringent
requirements for transparency, accuracy, and accountabil-
ity. Ensuring transparency of training data is essential to
guarantee that Al systems are ethical and trustworthy. The
AT Act also requires that high-risk Al systems undergo
conformity assessments before being deployed, ensuring
they meet the required standards for safety and ethical con-
siderations. The International Human Rights Law (United
Nations 2023), the General Data Protection Regulation
(GDPR) (European Parliament and European Council
2016) and the EU Artificial Intelligence Act (European
Commission 2024) and their interactions are outlined in
Fig. 3.

Fig.3 Strategies to monitor and
combat misinformation should
align with Digital Services Act
(European Commission 2025),
the General Data Protection
Regulation (GDPR) (European
Parliament and European Coun-
cil 2016) and the EU AI Act
(European Commission 2024)

Al ACT

8.5 Ethics for natural language processing tools

Natural Language Processing (NLP) is a branch of Al
focused on the interaction between computers and human
language. It includes several key subsets: Natural Language
Understanding (NLU), which allows machines to compre-
hend meaning and context; Natural Language Generation
(NLG), enabling machines to produce human-like text;
Machine Translation, which automatically converts text
between languages; and Large Language Models (LLMs),
advanced models that generate and understand complex
language patterns. Together, these technologies enable
machines to process, interpret, and generate language, driv-
ing innovations in areas such as text analysis, conversational
agents, and automated content creation.

Vicari and Komendatova (2024, in preparation) con-
ducted a meta-analysis of studies published in the Web of
Science, focusing on “Ethics in the field of Natural Lan-
guage Processing”. They identified 465 relevant papers,
excluding duplicates and reviews, and ultimately selected
208 publications as significant for their research. Each study
was analyzed for its objective, ethical principles, sponsor
location, year of publication, research area, and technol-
ogy type. The analysis revealed a peak in publications in
2023, with 133 papers, predominantly on LLMs (77 papers).
Most research occurred in the sector of healthcare (60 stud-
ies), with the USA as a key funder. The primary research
focus in the corpus of studies was on identifying ethical
challenges (113 papers) and defining ethical standards (84
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papers), while fewer studies addressed implementing ethi-
cal standards (12) or designing ethical tools (30). The most
frequently mentioned ethical principles were accuracy and
misinformation prevention (80 papers), followed closely by
privacy (79 papers), with other frequent principles including
bias mitigation (61 papers), transparency (57 papers), safety
(63 papers), and intellectual property (55 papers).

The results suggest a growing emphasis on ethics in
NLP, particularly in relation to LLMs, as evidenced by the
significant increase in publications in 2023 related to this
technology. The concentration of research in the healthcare
sector indicates a heightened awareness of ethical implica-
tions where NLP impacts sensitive areas like patient care.
By leveraging ethical frameworks and tools from health-
care, where accuracy, privacy, bias prevention, and safety
are critical, researchers can adapt these strategies for misin-
formation detection, prevention, and mitigation in hazards
and disasters. This approach would help maintain Al tools
as reliable and ethically sound in high-stakes conditions.

The dominant focus on identifying ethical challenges and
defining standards highlights the field’s ongoing struggle to
navigate complex ethical issues. However, the relatively few
studies on implementing these standards or designing ethi-
cal tools suggest a gap between theoretical discussions and
practical applications, pointing to a need for more action-
able research. Additionally, the prominent role of the United
States as a funder emphasizes the need for more diverse,
global perspectives in this research area.

The increasing focus on ethics in Natural Language Pro-
cessing, particularly in high-stake areas like healthcare,
underscores the need for actionable frameworks that can
also be applied to managing disaster-related misinforma-
tion. While significant progress has been made in identi-
fying ethical challenges, more emphasis on the practical
implementation is required. As we move to the next session,
we will focus on the managerial and operational aspects of
implementing these strategies, examining how policies and
guidelines can be structured to ensure that misinformation
management is both effective and aligned with public safety
during emergencies.

9 STEP 8: Managerial aspects: policy
and operational implementation
guidelines

Misinformation can significantly impact emergency manage-
ment actions before, during, and after an event. It may cause
a cascading effect, as misinformation can lead to undesirable
public behavior, which in turn can exacerbate the situation
or create new emergencies. For instance, during evacuations,
if the public receives misleading information from rumors
about an evacuation route, this misinformation could lead
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to dangerous, even deadly outcomes. Misinformation poses
a substantial threat to the effectiveness of emergency man-
agement actions, particularly in interactions with the public.
Furthermore, misinformation can result in panic behavior
or confusion, especially when it contradicts official instruc-
tions or reports false events. For example, during the early
stages of the COVID-19 pandemic, widespread misinforma-
tion about food and supply shortages led to panic buying in
many countries.

9.1 Erosion of public trust and the necessity
of effective communication

Misinformation can erode public trust in emergency man-
agement preparations and diminish confidence in the actions
taken by authorities. When the public loses trust, they are
less likely to follow official guidelines and instructions,
which can lead to chaotic and uncoordinated responses.
Moreover, emergency managers might implement inappro-
priate policies based on incorrect data, leading to resource
misallocation and delayed responses.

Coping with misinformation requires close interaction
with the public and their collaboration. Establishing clear,
consistent, and transparent communication channels to dis-
seminate accurate information is crucial for building trust
among citizens and promoting awareness of reliable infor-
mation sources during routine times and emergencies. It is
essential for citizens to trust and follow instructions and
information provided by well-known and trusted sources,
a relationship that should be established well before an
emergency.

9.2 Real-time monitoring and public education

Emergency managers must recognize that the spread of
misinformation is inevitable, even in short and local events.
Real-time monitoring is vital to address misinformation
promptly, allowing emergency managers to provide relevant
and reliable information quickly. Utilizing social media and
other platforms to monitor and counteract misinformation
swiftly is essential. Educating the public on detecting mis-
information and developing critical thinking about behavior
during emergencies is also crucial. Public awareness cam-
paigns can teach the public how to recognize and report
misinformation and encourage fact-checking to verify and
debunk false information.

9.3 Proactive messaging and legal measures

Fighting misinformation involves proactive messag-
ing and information management. By providing regular
updates and accurate information, authorities can address
potential misinformation preemptively, minimizing
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negative and undesirable outcomes. A centralized infor-
mation hub, regularly updated during emergencies, can
serve as a reliable source for the public to verify facts.
Partnerships with both local and national media can help
diminish misinformation and spread correct information
and instructions. Working closely with reputable media
outlets ensures that accurate information is broadcast.
Lastly, misinformation should be addressed with legal
sanctions. Educating the public on detecting trusted infor-
mation and ignoring misinformation can be reinforced by
legal measures, aiding in the fight against the spread of
false information.

9.4 Eight management principles to effectively
deal with hazard and disaster misinformation
management

We defined eight guiding principles based on insights
from a communication guide developed by the Euro-
Mediterranean Seismological Centre (EMSC) and the
Swiss Seismological Service at ETH Zurich (Dallo et al.
2022a) to assist institutions, scientists, and practitioners
in communicating earthquake information to the public
and combating misinformation. We have adapted these
guidelines for broader application. These principles,
depicted in Fig. 4, can be implemented in the context of
any hazard or disaster (whether anthropogenic or natural)
to enhance communication efforts and effectively counter
misinformation.

9.4.1 Assess and understand the audience

Effective risk communication requires understanding audi-
ence beliefs, cultural contexts, and exposure to misinforma-
tion to tailor strategies that build trust. For instance, rural
communities with older residents and misconceptions about
earthquake risks may respond better to trusted local channels
than to social media. Equally vital is grasping how misin-
formation originates and spreads. By addressing misconcep-
tions clearly and empathetically, communicators can reduce
misinformation’s impact and support informed, resilient
communities (Vraga and Bode 2017; Southwell et al. 2017).

9.4.2 Build and maintain trust

Building relationships with communities and stakeholders
before a crisis is fundamental to establishing trust and ensur-
ing effective communication during emergencies. Ongoing
engagement through regular interaction and participation in
community events fosters credibility and facilitates dialogue
that respects both scientific knowledge and local perspec-
tives. Additionally, clearly managing expectations by com-
municating what information will be available, when it will
be shared, and through which channels can reduce uncer-
tainty and limit the spread of misinformation during crises
(Steelman and McCaffrey 2013; Covello 2003).

9.4.3 Use effective communication techniques

Refining risk communication through clear messag-
ing and timely delivery is essential for enhancing public

Know Your Audience .

* Preparedness Level .
* Information Needs «

Interest
Science Literacy

Risk Culture * Risk Perception
* Expectations * Psychology of Risk
* Beliefs
* Acknowledge * Avoid Information
Limitations & Overload
Refine Messaging Uncertainties * Use visuals
* Be Inclusive * Be empathetic

* Provide Examples

Establish a Relationship .

¢ Be Clear and Consistent

* Manage Expectations
Collaborate with All Actors
e Build Trust

* Be Transparent

Fig.4 Originally created to help institutions, scientists, and practitioners communicate earthquake information and combat misinformation, we

have adapted these principles for broader application (Dallo et al. 2022b)
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understanding and countering misinformation during dis-
asters. The use of visuals and concrete examples can sig-
nificantly improve message comprehension, especially when
rapid understanding is critical. Providing clear, relevant, and
accessible information to diverse audiences helps sustain
attention and minimize confusion. Moreover, aligning com-
munication efforts with the phases of a disaster—before,
during, and after—ensures that emerging misinformation is
addressed proactively and continuously throughout the crisis
cycle (Reynolds and Seeger 2005; Lachlan et al. 2014).

9.4.4 Address misinformation proactively

Combating misinformation requires identifying prevalent
myths and providing evidence-based explanations tailored
to the audience’s level of scientific literacy. Continuous and
sustained engagement by trusted institutions is key to effec-
tively countering falsehoods and maintaining public trust.
Since misinformation can emerge at any point in the disaster
cycle, ongoing monitoring and responsive communication
are essential components of a comprehensive strategy (Lin-
den et al. 2017; Lewandowsky et al. 2012).

9.4.5 Engage continuously and monitor diligently

Sustained and effective risk communication relies on regu-
lar engagement with target audiences, continuous testing of
communication materials, and the flexibility to adapt strat-
egies based on feedback and emerging issues. Permanent
monitoring is crucial to quickly identify misconceptions and
respond proactively. Equally important is allocating suffi-
cient resources and ensuring involvement of trained, trans-
disciplinary personnel who can engage diverse audiences
with credibility and competence, thereby strengthening the
overall impact of communication initiatives (Veil et al. 2011;
Sellnow and Seeger 2020).

9.4.6 Prepare and train for crisis communication

Integrating communication strategies into emergency plans
is essential to ensure effective outreach when crises unfold
and resources are strained. Anticipating communication
challenges and proactively embedding them into prepared-
ness efforts helps mitigate the spread of misinformation and
maintain public trust. Even under difficult circumstances,
sustained communication is crucial, as silence can foster
uncertainty and erode credibility. Individual and institutional
efforts to communicate clearly and consistently can signifi-
cantly shape public response and resilience (Reynolds and
Seeger 2005; Seeger 2006).
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9.4.7 Acknowledge the complexity of science

Transparent communication about the uncertainties and
limitations of scientific knowledge is essential for build-
ing trust and fostering a dialogue of equals with the public.
Acknowledging what is known and unknown helps man-
age expectations, reduces the risk of overconfidence, and
addresses misbeliefs respectfully. Such openness enhances
credibility and encourages informed decision-making, espe-
cially in complex or evolving risk situations (Fischhoff 2012;
Gustafson and Rice 2019).

9.4.8 Sustain continuous engagement

A long-term, consistent commitment by institutions is cru-
cial for effectively combating misinformation and maintain-
ing public trust. Continuous engagement ensures that com-
munication remains responsive to evolving audience needs,
reinforces credibility, and supports the sustained dissemi-
nation of accurate information. Such enduring involvement
allows institutions to build relationships, adapt to changing
contexts, and counter misinformation more effectively over
time (Southwell et al. 2017).

In conclusion, applying these eight management prin-
ciples in hazard and disaster communication will not only
strengthen the ability of institutions, practitioners and sci-
entists to counter misinformation but it will also foster a
deeper connection with their audience. By tailoring the com-
munication strategy to the unique needs and perceptions of
different communities, and maintaining a proactive, trans-
parent, and consistent communication strategy, it is possible
to effectively build trust and resilience in times of crisis.
Ultimately, these principles serve as a practical roadmap
for turning communication challenges into opportunities for
creating more informed and prepared communities.

10 Conclusions and perspectives

The methodology presented in this technical note offers a
comprehensive toolbox for assessing, preventing and miti-
gating misinformation risks and impacts in disaster risk
management (DRM). By systematically addressing the mul-
tifaceted challenges posed by misinformation on natural and
anthropogenic hazards and disasters, this framework aids
researchers, institutions, policy makers, decision makers,
and practitioners in developing robust strategies to enhance
public trust and response efficacy.

The eight-step approach integrates diverse analytical
techniques and tools, from defining the communication
context to employing advanced Al tools for prebunking and
debunking misinformation. The methodology emphasizes
the importance of a tailored, context-specific application,
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recognizing that not all tools and steps need to be exhaus-
tively implemented in every situation. This flexibility
ensures that strategies remain relevant and effective across
different disaster scenarios.

Key findings highlight the critical role of understanding
communication patterns, identifying misinformation sources
and impacts, and implementing ethical, legal, and manage-
rial measures. The inclusion of stakeholder preferences and
the need for continuous monitoring and adaptation of strate-
gies underscore the dynamic nature of misinformation and
the necessity for ongoing vigilance.

Looking ahead, the methodology outlined in this techni-
cal note presents several avenues for further research and
practical applications. In this study, we have presented
different disaster and misinformation case studies to illus-
trate each methodological step, as shown in Table 5; some
case studies involved two different steps. In the future, it
would be interesting to test multiple methodological steps
together on a single case study or a selection of case stud-
ies corresponding to different disaster contexts. Applying

the full framework to a single case study or through pilot
validations in varied contexts (e.g. different hazard contexts)
would allow for assessing its practical feasibility, adaptabil-
ity, and impact. Importantly, a comprehensive evaluation of
the approach would require several years of implementa-
tion across the disaster risk management cycle, from the
prevention and preparedness phase, through early warning
and emergency response, to recovery and long-term impact
assessment (UNDDR 2015; Coppola 2021). Such longitudi-
nal application would enable systematic testing of the frame-
work’s effectiveness in supporting risk communication and
misinformation management over time and across different
stages of disaster risk reduction. Further research should also
explore the adaptation of the framework in diverse sociopo-
litical and cultural backgrounds, such as non-Western con-
texts. In particular, low-resource settings may face structural
challenges such as limited access to digital infrastructures,
reduced institutional capacity for coordinated communica-
tion, and greater reliance on informal channels of informa-
tion exchange. Authoritarian environments, by contrast, may

Table 5 Summary table presenting each methodological step, the associated tools, and the related case studies

Eight methodological steps

Tools and corresponding case studies

STEP 1: Define the communication context

STEP 2: Identify current misinformation patterns

STEP 3: Assess misinformation impact on risk perceptions and risk
management

STEP 4: Implement measures to mitigate negative effects

STEP 5: Prebunk and debunk misinformation

STEP 6: Evaluate the effectiveness of measures

STEP 7: Ethical recommendations and challenges

STEP 8: Managerial aspects: policy and operational implementation
guidelines

o Pestel analysis (Kung 2023)
e Berlo’s communication model (Dallo 2022)

o Natural language processing methods (Elroy and Yosipof 2022; Elroy
et al. 2023; Dallo et al. 2023)

o Machine Learning (Elroy and Yosipof 2023)

o Natural language processing and Machine learning Model Perfor-
mance (Elroy and Yosipof 2022, 2023; Elroy et al. 2023; Dallo et al.
2023; Vicari et al. 2024)

o Time Series (Erokhin et al. 2022; Elroy et al. 2023; Dallo et al. 2023)

e Content analysis (Elroy et al. 2023; Dallo et al. 2023)

e User engagement (Dallo et al. 2023; Vicari et al. 2024)

e Sentiment analysis (Vicari et al. 2024)

e Conceptual and theoretical framework (Pundir et al. 2021; Griffin
et al. 2004; Hansson et al. 2020)

o Surveys and questionnaires (Griffin et al. 2004)

e Focus Groups (Hertzum et al. 2002)

o Interviews (Das and Ahmed 2022)

o Delphi Method (Flostrand et al. 2019)

Recommendations for preventing and combating the spread of misin-
formation across the entire communication chain (Dallo et al. 2023;
Elroy and Yosipof 2022, 2023; Dallo et al. 2023; Vicari et al. 2024;
Gugg 2024; Rapaport et al. 2024)

oAl tools to prebunk and debunk misinformation related to disasters
(Vicari and Komendatova 2023; Komendantova et al. 2021a)

e Users’ preferences (Komendantova et al. 2023, 2021b; Erokhin and
Komendantova 2023)

o SWOT analysis (Cevik et al. 2024)

e Evaluate the impact of measures on information dynamics (Badrina-
than 2021)

Current regulation and challenges in the field of Natural Language
Processing (Vicari and Komendatova 2024, in preparation)

Management principles (Dallo et al. 2022a, 2022b)
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involve restricted information flows, state-controlled narra-
tives, and heightened risks for civil society actors. These
contextual differences can substantially shape how misinfor-
mation emerges, spreads, and is countered. Therefore, sys-
tematic cross-cultural validation of the framework is critical
to ensure its robustness, inclusivity, and applicability across
a wide range of governance and communication environ-
ments. Additionally, we could explore how the adaptability
of this framework is influenced by different cultural back-
grounds, particularly in non-Western contexts, offering valu-
able insights for broadening its global application and ensur-
ing the tools’ effectiveness across diverse social and cultural
settings. Moreover, the integration of real-time data analytics
and AI advancements holds promise for even more rapid
and accurate identification and mitigation of misinformation.

The co-creation approach involving the public highlights
the potential for greater community engagement and educa-
tion in DRM. Strengthening public awareness and critical
thinking skills through targeted educational campaigns can
further enhance resilience against misinformation. Addition-
ally, exploring the interplay between cognitive biases and
misinformation can provide deeper insights into tailoring
interventions to effectively counteract these biases.

Ethical considerations will remain paramount as techno-
logical tools evolve. Ensuring compliance with international
human rights laws and regulations, such as the, DSA, GDPR
and the EU Al Act, is essential for maintaining public trust
and protecting individual rights. Implementing ethical stand-
ards and designing ethical tools will be crucial in navigating
these ethical challenges through actionable research.

By implementing real-time monitoring, proactive mes-
saging, and building public trust through clear and consistent
communication, emergency managers can better navigate the
challenges misinformation poses. The operational guidelines
outlined in the last session provide a practical framework for
institutions to maintain public trust and enhance their com-
munication strategies, ensuring that misinformation does not
undermine emergency efforts.

In conclusion, the toolbox presented in this technical note
provides a robust foundation for tackling misinformation in
disaster risk management. By continuing to refine and adapt
these methodologies, stakeholders can build more resilient
communities capable of effectively responding to the com-
plex challenges of misinformation in disaster contexts.

11 Declaration of generative Al in scientific
writing

During the preparation of this work, the author(s) used Chat-

GPT 3.5 in order to improve readability and language. After
using this tool/service, the author(s) reviewed and edited
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content of the publication.
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