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Preface

The Tenth International Congress on Information and Communication Technology
will be held during 18-21 February 2025 in a hybrid mode, Physical at London, UK
and Digital Platform: Zoom. ICICT 2025 organised by Global Knowledge Research
Foundation and Managed by G R Scholastic LLP. The associated partners were
Springer and Springer Nature. The conference will provide a useful and wide plat-
form both for display of the latest research and for exchange of research results and
thoughts. The participants of the conference will be from almost every part of the
world, with backgrounds of either academia or industry, allowing a real multinational
multicultural exchange of experiences and ideas.

A great pool of more than 2200 papers were received for this conference from
across 115 countries among which around 433 papers were accepted and will be
presented physically at London and digital platform Zoom during the four days. Due
to the overwhelming response, we had to drop many papers in the hierarchy of the
quality. Total 65 technical sessions will be organised in parallel in 4 days along with a
few keynotes and panel discussions in hybrid mode. The conference will be involved
in deep discussion and issues which will be intended to solve at global levels. New
technologies will be proposed, experiences will be shared, and future solutions for
design infrastructure for ICT will also be discussed. The final papers will be published
in ten volumes of proceedings by Springer LNNS Series. Over the years, this congress
has been organised and conceptualised with collective efforts of a large number of
individuals. I would like to thank each of the committee members and the reviewers
for their excellent work in reviewing the papers. Grateful acknowledgements are
extended to the team of Global Knowledge Research Foundation for their valuable
efforts and support.

I'look forward to welcoming you to the 11th Edition of this ICICT Congress 2026.

London, UK Xin-She Yang
England, UK R. Simon Sherratt
Kolkata, India Nilanjan Dey

Ahmedabad, India Amit Joshi
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Optimizing V2X Communications for )
6G: A Summary of Techniques and Al e
Methods

Ali Belgacem and Abbas Bradai

Abstract This summary research paper provides a comprehensive overview of
Vehicle-to-Everything (V2X) communications, including various communication
types and the roles of base stations. It covers resource allocation techniques and
beamforming for high-quality connectivity and addresses energy efficiency opti-
mization metrics. The paper also discusses artificial intelligence methods and their
integration to optimize these systems and enhance performance. This research serves
as a valuable guide for those aiming to contribute to advancements in 6G technologies
for efficient vehicular communications.

Keywords 6G - Vehicle to everything (V2X) - Artificial intelligence (Al) -
Resource allocation + Beamforming + Base station - Energy efficiency

1 Introduction

6G is significantly ahead of 5G by using the terahertz, millimeter wave and sub-
6GHz bands, along with satellite integration and access to dynamic spectrum for
improved connectivity. By focusing on artificial intelligence, 6G technology aims
to improve network operations, decision-making, and user experiences while sav-
ing more energy [1]. However, the transition to 6G may increase communications
complexities and power requirements, especially regarding continuous connectiv-
ity in V2X cellular technology, requiring efficient power management, especially
with the advent of electric vehicles. As such, key technologies such as Orthogonal
Frequency Division Multiple Access (OFDMA) and the 3rd Generation Partnership
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Project (3GPP) will enhance global interoperability and integrate new innovations,
propelling 6G networks toward superior performance and capabilities [2].

The integration of resource allocation and Al-based methods is essential for
enhancing the efficiency and effectiveness of V2X communication systems. By opti-
mizing resource utilization and energy consumption, Al-driven approaches can sig-
nificantly improve the reliability, scalability, and sustainability of V2X networks,
paving the way for safer and more efficient transportation systems of the future.
On the other hand, joint beamforming involves coordinating beamforming tech-
niques for transmission and reception among multiple vehicles and base stations.
This leads to enhanced reliability, coverage, and throughput while minimizing inter-
ference and energy consumption, thereby contributing to the overall effectiveness of
V2X communication networks [3].

Existing surveys in V2X communication have explored resource allocation [4],
beamforming [5], and energy consumption [6]. However, these topics are often stud-
ied separately, lacking research on their complex relationships. Additionally, recent
advancements in deep reinforcement learning and other methodologies are not ade-
quately represented in existing works, hindering a comprehensive understanding of
energy efficiency optimization in V2X systems. To address this gap, more rigorous
analysis and consideration of real-world scenarios are needed. The main contribu-
tion of this research is to provide a comprehensive summary by combining three
research trends in the context of V2X: artificial intelligence, resource allocation, and
beamforming, with a focus on efficient base station energy consumption. By syn-
thesizing current research, identifying challenges, and proposing future directions,
this paper serves as a valuable resource for researchers and practitioners in V2X
communication.

The remainder of the paper is organized as follows: Sect.2 covers the basics of
V2X communication. Sections 3, 4, and 5 provide a literature summary on resource
allocation, beamforming, and energy efficiency, respectively. Section 6 discusses Al
method applications in V2X networks. Following this, Sect.7 presents challenges
and future directions of the studied field. Finally, Sect. 8 concludes the paper.

2 The Basics of V2X Communication

Overall, V2X connectivity holds great potential to enhance traffic flow and enable
innovative transportation services in both urban and rural areas (Fig. 1). Here are the
basics of V2X communication.

2.1 V2X Communication Types

V2X communication projects aim to provide intelligent vehicle communication, cov-
ering various aspects such as Vehicle-to-Vehicle (V2V), Vehicle-to-Infrastructure
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Fig. 1 V2X Resource allocation and beamforming with Al

(V2I), Vehicle-to-Pedestrian (V2P), Vehicle-to-Device (V2D), Vehicle-to-Grid
(V2G), and Vehicle-to-Network (V2N). This communication ensures safety in
autonomous driving by enabling vehicles to be aware of their surroundings and other
road users through Collaborative Perception (CP) technology, which allows interac-
tion between multiple entities near vehicles. With the upcoming 6G technology, V2X
communication relies on Dedicated Short Range Communications (DSRC) and cel-
Iular networks, particularly utilizing mmWave channel propagation [3]. Therefore,
cellular V2X (C-V2X) emerges as a crucial type within this context [7].

2.2 Base Station Functions

In V2X networks, the Medium Access Control (MAC) layer of base stations performs
critical functions and requires specific power requirements [8]. Here’s an overview
of the main of them:

e Manage channel access: Modern 6G base stations are expected to use orthogonal
frequency division multiplexing (OFDM) as a critical technology to access V2X
networks. This enables high data rates, reliable communications, and efficient use
of the radio spectrum [9].

e Frame Structure Management: The base station defines the structure of com-
munication frames, incorporating synchronization headers, data payload, error
checking, and acknowledgment mechanisms to ensure that transmitted data is
organized into coherent frames for efficient transmission and reception [10].

e Transmit and receive signals: The base station contributes to energy consumption
through the transmission and reception of radio signals, crucial for facilitating
communication between vehicles [8]. Transmitting data frames at higher power
levels and receiving acknowledgment signals are particularly energy-intensive,
especially in scenarios with dense traffic or extended communication ranges.
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3 Resource Allocation Techniques

In resource allocation for V2X networks, three primary resources are crucial: power,
channel, and spectrum resources. They are mentioned in [4, 11]. Resources are
optimized in various ways, among them:

Dynamic Resource Allocation Adaptive power control, spectrum management, and
Time Division Multiple Access (TDMA) are crucial techniques for optimizing energy
efficiency and communication reliability. Base stations dynamically adjust transmis-
sion power levels based on distance and signal quality, conserving energy by reducing
power for nearby vehicles while maintaining reliable communication [12]. Spectrum
management ensures efficient allocation of frequency bands, minimizing interference
and maximizing spectrum utilization through techniques like spectrum sensing and
cognitive radio.

Traffic-Aware Scheduling Base stations implement several strategies to enhance
energy efficiency and prioritize safety-critical traffic. Firstly, prioritization of safety-
critical messages ensures timely delivery of collision warnings and emergency alerts
over non-critical traffic, reducing the need for retransmissions and conserving energy.
Additionally, dynamic bandwidth allocation allows base stations to adaptively allo-
cate bandwidth to V2X applications based on their quality of service requirements
and traffic loads [13]. During low-traffic periods, base stations can allocate unused
bandwidth to energy-efficient modes or reduce the number of active transmission
antennas, further optimizing energy consumption within the network.

Cooperative Communication In V2X systems, base stations employ relay-based and
group-based communication techniques to enhance energy efficiency and extend
communication capabilities. Relay-based communication involves nearby vehicles
acting as relay nodes, extending the communication range and reducing the transmis-
sion power required for direct communication between distant vehicles. By strate-
gically leveraging relay nodes, base stations can achieve significant energy savings
while maintaining reliable communication. Additionally, group-based communica-
tion organizes V2X devices into communication groups based on proximity or traffic
patterns. This approach enables base stations to transmit data simultaneously to mul-
tiple vehicles within the same group, reducing overall energy consumption compared
to individual point-to-point transmissions and improving network efficiency [7].

Joint resource allocation and beamforming optimization Intelligent Reflecting
Surface (IRS) technology significantly enhances spectral and energy efficiency
in Vehicle-to-Everything (V2X) communication by improving beamforming and
resource allocation. IRS optimizes beamforming by dynamically adjusting reflec-
tion coefficients, leading to higher signal gains. Integrating IRS into resource alloca-
tion involves optimizing and managing channel access, resulting in improved overall
performance [14].
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4 Beamforming

Beamforming is essential in modern V2X communication for enhancing performance
and efficiency by enabling directional signal transmission and reception. Several
beam types have been addressed in the literature, as mentioned below:

Narrow beam: It refers to the use of directional antennas to focus the transmission
and reception of signals into a narrow, targeted beam rather than broadcasting
signals in all directions, as detailed in paper [15].

Passive beam: Passive beamforming involves the design and arrangement of
antennas to naturally direct signals in specific directions. This is achieved using
fixed antenna arrays, reflectors, and lens antennas [2]. The physical shape and
orientation of the antenna elements cause the signals to combine constructively
in targeted directions, enhancing signal strength without the need for electronic
adjustments.

Active beam: This type uses electronically controlled antennas to dynamically
direct signal beams, improving connectivity, reducing interference, and improv-
ing signal quality [8]. The researchers in [2] suggested a combination of active and
passive beamforming techniques to significantly enhance communication through-
put and reliability. Active beamforming dynamically steers the signal to adapt to
changing conditions, while passive beamforming optimizes signal directionality
through fixed antenna configurations.

Effective energy consumption requires different management strategies for

various types of beams, as illustrated below:

Beam selection: Dynamic beamforming strategies can achieve reliable commu-
nication while minimizing energy consumption, but the selection process must
balance connectivity needs with energy demands [16]. Energy-efficient algorithms
aim to maximize communication quality while minimizing energy expended on
beamforming, enhancing V2X network sustainability and effectiveness. Factors
like vehicle density, mobility patterns, channel conditions, and traffic dynamics
influence beam selection.

Beam tracking: Beam tracking is the dynamic adjustment of wireless communi-
cation beams between vehicles and surrounding infrastructure to optimize signal
strength and minimize energy consumption. Adjusting beamforming parameters
in response to changing environmental conditions, reduces unnecessary energy
usage associated with maintaining connections. However, it is essential to take
into account the channel state information (CSI) for effective beam tracking [5].
Beam alignment: It refers to the process of precisely aligning directional antennas
between vehicles and roadside infrastructure to establish and maintain reliable
communication links while minimizing energy usage. The alignment of the beam
is influenced by factors such as the size of the beamwidth and the quality of the
channel state information [8].

Beam recovery: It refers to the process of regaining or reestablishing a communi-
cation beam after a disruption or interruption. This method of beam management
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enables the detection of potential link failures and the identification of alternative
beam pairs for mmWave communication. Thus, it is necessary to minimize the
impact of blockage and the duration of link failure [17].

Beam switching: It involves transitioning between different communication
beams to sustain connectivity and optimize communication performance, all while
minimizing unnecessary energy consumption. This process utilizes predictions
of a vehicle’s next position to facilitate smooth transitions to upcoming beams.
Notably, larger beam widths result in fewer instances of beam switching [8].
Beam training: It refers to the process of optimizing beamforming parameters
(beam direction, width, and power) to establish efficient communication links
between vehicles and base stations [5, 8].

5 Energy Efficiency in V2X Communications

The following optimization metrics ensure effective energy use, often resulting in
reduced energy consumption. They include:

Interference: Interference optimization for energy efficiency for V2X networks
can be achieved in various ways: Interference prediction, interference mini-
mization, multiple access interference, and interference mitigation, as shown in
[18], respectively. Generally, interference improvement relies on maximizing the
signal-to-noise ratio (SNR).

Offloading: It involves shifting computational and data processing tasks from
vehicles to external infrastructure, such as roadside units or cloud servers. This
approach can reduce the computational burden on vehicles, enhance network
resource utilization, and employ intelligent strategies for dynamic task allocation
and efficient data management [19].

Throughput: Throughput measures the data transmitted between source and des-
tination within a timeframe, often in bits per second (bps). Effective throughput
accounts for overhead, retransmissions, and protocol inefficiencies, representing
the actual data rate achieved. For example, reference [20] proposes maximiz-
ing total throughput in NR-V2X networks across subcarriers while considering
available power and minimum transmission rate constraints.

Energy Harvesting Efficiency: Energy harvesting involves converting ambient
energy sources like solar, kinetic, or electromagnetic energy into usable electrical
power to support V2X communication systems. Improving energy harvesting effi-
ciency is crucial for extending the operational lifespan of V2X devices, reducing
dependence on traditional power sources, and promoting sustainability. In ref-
erence [21], researchers utilized energy harvesting to achieve long-term energy
efficiency maximization by employing power splitting to delicately divide the
harvested energy.
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Fig. 2 Percentage of energy 14.1%
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Fig.2 shows the percentage use of the different improvement metrics mentioned
above from 2020 to mid-2024 (according to Google Scholar).

6 Utilized AI Approaches

Most investigations into the issue studied in this paper classify it as a non-convex
problem [22]. Thus, by employing the Al approaches, V2X networks can achieve
more efficient and intelligent beam management and resource allocation, leading
to improved communication performance and energy efficiency. In recent years,
researchers have begun applying various types of AI methods to this research
trend [23]. According to our statistics from Google Scholar for the period from
2020 to mid-2024 (Fig.3), it is notable that deep reinforcement learning is used by
a significant portion of the scientific research community, and advanced reinforce-
ment learning techniques are emerging as new propositions. These are promising
solutions. Therefore, we focused our classification on these latter types.

6.1 Deep Reinforcement Learning (RL)

The most commonly utilized methods in the literature are as follows:

Deep Q-Learning (DQL) It combines the strengths of reinforcement learning with
the powerful symbolic capabilities of deep neural networks, enabling efficient han-
dling of high-dimensional state spaces, learning directly from initial inputs, gener-
alization across states, scaling to complex environments, improving policy learning,
dealing with partial observability, and integration with other deep learning tech-
niques [24, 25]. In [26], Deep Q-Learning optimizes joint beamforming by effec-
tively handling complexity and adapting to changing conditions. This ensures optimal
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performance and can effectively mitigate blocking effects. DQL maximizes the total
communication rate of target vehicles while also ensuring the service quality of each
target vehicle.

Multi-Agent RL (MARL) It possesses the capability to capture complex interactions,
emergent coordination, division of labor, adaptability to dynamic environments,
learning from others, robustness to failures, privacy preservation, and real-world
applicability. For example, in [27], it is utilized in various V2I and V2V scenar-
ios within C-V2X cellular communications to improve the joint optimization of the
spectrum and power allocation.

Proximal Policy Optimization (PPO) PPQO’s stability in training neural network poli-
cies makes it advantageous for optimizing beamforming strategies in wireless com-
munication systems. In the study [22], the authors utilize the PPO algorithm to
obtain the optimal solution to the formulated problem in the context of RIS-assisted
6G-V2X communication networks. By iteratively adjusting policy parameters and
leveraging the clipping surrogate method, the algorithm effectively improves network
performance.

Multi-armed bandits (MAB) Within beamforming systems, MAB algorithms dynam-
ically select optimal beams or combinations, considering channel conditions, traffic
demands, and interference levels, thus improving communication performance and
spectral efficiency. The methodology presented in reference [28] employs Contextual
Bandit to manage interference while allocating mmWave beams for vehicle service
in the network. By leveraging neighboring beam status knowledge, it identifies and
avoids potential interfering transmissions, ensuring minimal interference even under
heavy traffic loads.

6.2 Advanced RL Techniques

The utilization of advanced RL techniques is still in its early stages in this studied
field, with the widespread adoption of federated methods being prominent among
various approaches.

Federated Learning (FL) substantially benefits V2X communication and base sta-
tions within wireless networks. It allows for distributed optimization and resilience to
network failures in base stations, improving scalability, strength, and resource access.
In V2X communication, FL supports localized learning and collaborative decision-
making among vehicles, improving communication reliability and efficiency. Addi-
tionally, FL reduces energy consumption through energy-efficient training and adap-
tive model updates, promoting sustainability in wireless network operations. The
article [29] presents a task offloading and resource allocation algorithm for con-
nected and autonomous vehicle networks, using Federated Reinforcement Learning
(FRL). This method, within a cooperation architecture among vehicles, roads, and
base stations, aims to reduce task execution delays under different constraints. It
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SL: Supervised Learning
UL: Unsupervised Learning
15.3%
RL: Reinforcement Learning

DRL: Deep RL SL

1.9%
ARL: Advanced RL techniques UL

43.2%
DRL

22.8%

16.8%

Fig. 3 Percentage of primary Al methods used for energy efficiency

boosts system throughput by optimizing task offloading and resource allocation, cut-
ting down on data transmission delays and communication overhead, and adapting
to changing network setups.

6.3 Integrating AI Approaches in V2X Networks

Implementing Deep Reinforcement Learning involves five main steps, as follows:

Data Collection and Preprocessing Al models require extensive data from V2X
networks, including vehicle mobility patterns, channel conditions, and network usage
statistics. Effective data collection and preprocessing are crucial for accurate model
training [28, 29].

Making of the Markov Decision Process (MDP) It is one of the most fundamental
components in a reinforcement learning (RL) problem. Typically in V2X scenarios,
the base station or vehicle is considered the agent, which is the learner interacting
with the environment by taking different actions in various states [25].

Deep learning Network Model This refers to the network architecture (layers, nodes,
pipelines) adopted to construct our deep Al model. Various architectures are uti-
lized, including Neural Networks (NNs), Support Vector Machines (SVMs), and
others [24, 25].

Model Training and Deployment Trained models can be deployed at base stations for
real-time decision-making. Continuous learning and model updating are essential to
adapt to evolving network conditions and vehicular environments.
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Performance Evaluation The effectiveness of Al models should be evaluated using
metrics such as latency, throughput, energy efficiency, and overall network perfor-
mance. Real-world trials and simulations help in fine-tuning the models for optimal
performance.

6.4 Difficulty in Integrating AI Approaches

Integrating Al into V2X-6G systems presents several challenges. One key issue is
communication overhead, as frequent updates between vehicles and base stations
demand low-latency connections and efficient handling of network congestion and
mobility. The diversity of vehicle data complicates model training, while privacy
and security risks, such as model poisoning, add further complexity. High-speed
environments impose resource constraints that hinder efficient model training. As
the vehicle count increases, scalability becomes a problem, complicating update
management and model convergence. Compatibility with legacy systems, growing
computational demands, and real-time decision-making are also critical challenges.

7 Challenges and Future Directions

Some key research areas poised to expand the capacity of wireless access for
V2X communications include advanced modulation and massive multiple access
techniques such as mmWave frequency bands, massive MIMO communications,
Orthogonal Time-Frequency Space (OTFS) modulation, and Non-Orthogonal Multi-
ple Access (NOMA) [3, 30]. Additionally, computation and network management at
scale through mobile edge computing (MEC) and vehicular cloud and fog computing
are critical areas of focus [30].

Collaborative efforts and the integration of emerging technologies are essential to
proposing modern solutions that address current challenges such as mobility man-
agement, interference management, channel estimation, and efficient network slic-
ing [4]. In terms of Al opportunities, the availability and training of datasets, as well
as the consideration of performance parameters and computational complexity, are
crucial for creating effective and credible models [31]. These advancements will
include the allocation of V2X network resources and beam management for efficient
power transfer. They will also involve exploring energy harvesting and renewable
energy integration to support sustainable V2X ecosystems. Research should focus
on developing adaptive algorithms to manage dynamic changes in V2X environ-
ments, exploring hybrid approaches that combine Al and traditional methods, and
investigating the scalability of these solutions in larger, more complex networks for
practical deployment.

On the other hand, while effective in simulations, the proposed methods face
challenges in real-world V2X environments, including dynamic traffic, interference,
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hardware limitations, latency, and network congestion. Future research should pri-
oritize field tests and pilot studies to evaluate the practical viability of these methods
in live V2X scenarios

8 Conclusion

In this paper, we addressed the current state-of-the-art in improving resource alloca-
tion and beamforming in 6G-V2X networks, leveraging artificial intelligence tech-
niques to enhance energy efficiency in base stations. We provided a summary of
important research in this direction. The integration of Al to improve resource allo-
cation and beamforming in 6G-V2X networks shows great potential for creating
energy-efficient base stations. This combination not only enhances vehicular com-
munication performance but also aligns with the broader goal of developing sustain-
able and efficient next-generation networks. To the best of our knowledge, this is
the first study examining the combination of resource allocation, beamforming, and
artificial intelligence in V2X networks.
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Tourism et

Makoto Hirano and Kayoko Yamamoto

Abstract The purposes of tourism have been becoming diversified in recent years,
and a form of travel known as food tourism is becoming increasingly popular.
However, little research has been conducted on systems that support food tourism.
Against such a backdrop, the present study aims to design, develop, operate and
evaluate a food tourism support system that is supported to decide on restaurants
for lunch and dinner, tourism spots to visit along the way, and routes to visit these
destinations. The system comprises an original tourism plan creation system, web
geographic information systems (Web-GIS) and web-augmented realty (Web-AR).
In the present study, a location-based Web-AR system is developed. The system
was operated for 30 days from December 22, 2023 to January 20, 2024, in Central
Yokohama City of Kanagawa Prefecture, Japan. Total number of users was 50 and
20 tourism plans were created during the operation period. Based on the evalua-
tion results, it is clear that the principal functions and the overall system were highly
evaluated, regardless of food tourism experience or advance creation of tourism plan.
Furthermore, it is evident that there was a high number of visits to the pages for most
of the principal functions, and the system was used in a manner consistent with the
purpose of the present study.
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1 Introduction

The purposes of tourism have been becoming diversified in recent years, and a form
of travel known as food tourism is becoming increasingly popular. According to the
Japan Tourism Agency [1], food tourism is defined as a form of travel, the purpose
of which is to “enjoy food and food culture that are specific to a region,” Distinctive
gourmet foods exist in every region and are prepared using tourism resources, which
gives them the advantage of not being very expensive. However, though research
has been actively conducted on regional revitalization through food tourism, little
research has been conducted on systems that support food tourism.

There is also a tourist demand to engage in tourism without creating plans in
advance. According to the Japan Travel Bureau (JTB) Research Institute [2], an
increasing number of people in recent years have been deciding on visiting places by
obtaining various information in tourism areas. Therefore, gathering various forms
of information for a tourism area, not only for creating tourism plans in advance,
but also for when no plans are created, is an effective form of support for tourists.
A survey conducted by the Jalan Research Center [3] indicated that only 42% of
tourists decided on tourism routes and plans in advance. Thus, there is a need for
a tourism system centered on food and drink that provides support for both tourists
who create plans in advance as well as those who do not.

Meanwhile, various support methods exist for travelers in tourism areas, one of
which is augmented reality (AR). AR superimposes and fuses “digital information”
into the “real environment,” through the screen of a mobile information device such
as a smartphone or tablet device. Location-based AR comprises the use of the global
positioning system (GPS) function implemented into a user’s mobile information
device; thus, it is expected to be used for gathering information in tourism areas or
navigating them.

The present study aims to take into consideration the aforementioned context to
design, develop, operate and evaluate a system that can accommodate both tourists
who create food and drink-centered plans in advance as well as those who do not. The
system comprises an original tourism plan creation system, Web-GIS and Web-AR,
and implements two unique functions. The first is a function that efficiently creates
tourism plans that are centered on restaurants where lunch and dinner are eaten. The
second is a function that uses location-based AR to display information on nearby
restaurants and tourism spots.

Central Yokohama City of Kanagawa Prefecture, Japan was selected as the oper-
ation area for the system. The first reason for this selection is that the city has a large
number of diverse restaurants, and organizations such as “YOKOHAMA FOOD
LOVERS?” are actively attempting to increase the appeal of the food culture in this
City. The second reason is that, according to the Yokohama City Tourism Consump-
tion Trends Survey Overview by Yokohama City [4], the most common reason for
tourism in this city was experiencing the local food and drink, which accounted for
34% of the total.
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2 Related Work

Previous studies related to the present study can be divided into three groups: (1)
studies on tourism plan creation support systems, (2) studies on tourism support
systems using AR, and (3) studies on food tourism support systems. In the following,
a representative review on previous studies of recent years in the three groups is
presented, and the originality of the present study is demonstrated.

Regarding (1) studies on tourism plan creation support systems, Ribeiro et al. [5],
Chen and Tsai [6] and Yazdeen et al. [7] developed systems to support tourism plan
creation using the location information of tourist spots and users. Lim et al. [8], Hida
et al. [9], Nitu et al. [10], Tavitiyaman et al. [11], Avval and Harounabadi [12], Li
et al. [13], and Vrani¢ et al. [14] developed systems to support tourism plan creation
using information and images on social media. The systems in this group have the
functions of creating tourism plans that reflect user preferences but do not take into
consideration tourism centered on food and drink.

Regarding (2) studies on tourism support systems using AR, Sasaki and Yamamoto
[15],Zhouetal. [16], Ferentinos etal. [17], Andrii et al. [18] and Otsu et al. [19] devel-
oped systems to provide tourists with sightseeing information using AR. Ikizawa-
Naitou and Yamamoto [20], Sasaki and Yamamoto [21], Abe et al. [22] and Sonobe
etal. [23] developed tourism support systems for tourist migration behavior using AR.
The systems in this group have the functions of providing sightseeing information
but were unable to provide navigation for users.

Regarding (3) studies on food tourism support systems, Miyoshi and Okuno [24],
Nakano et al. [25], Horibe et al. [26], Kumagai and Okuno [27] and Yoshida et al. [28]
developed systems that recommend suitable restaurants that serve food that meets
users’ tastes. Kumarasiri and Farook [29], Luo and Xu [30], Ichimura [31], Sarasa-
Cabezuelo [32] developed systems that provide tourists with information on popular
and appropriate restaurants based on the result of online reviews. In this group, since
food tourism is a new form of tourism, few systems have been developed to support
food tourism.

The originality of the present study involves the development of a unique system
that overcomes the problems in the aforementioned previous studies and realizes
the following three points; (1) The system facilitates the creation of tourism plans
with the principal purpose of food and drink. (2) The system enables the use of all
functions on the web without using a dedicated device or installing an application
on an information device. (3) The system is comprised with Web-AR, and enables
not only tourism plan creation in advance but also supports tourists’ activities in the
tourism area.
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3 System Design

3.1 System Features

Figure 1 presents the system features. The system comprises an original tourism
plan creation system, Web-GIS and Web-AR. When the user uses the system for the
first time, they create an account and register user information in the database. The
purpose of the system is to support the creation of tourism plans centered on food
and drink in advance, as well as tourists’ activities in the tourism area. In the system,
restaurants can be selected, which is the principal objective, in addition to tourism
spots at which tourists can stop along the way, and it can create a tourism route
comprising these spots. Moreover, the system can search for restaurants and tourism
spots near the user’s current location, and display the information on the AR-based
mobile information device screen to support the user’s gathering of information in
the tourism area. The system is operated as a web system with the aforementioned
functions.

3.2 Design of Individual Systems

3.2.1 Tourism Plan Creation Support System

The burden on users in creating a tourism plan is reduced by integrating an original
tourism plan creation support system for the system. The system implements the
function of tourism plan creation, which involves the following three sub-functions:
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the sub-function of start/end station setting, the sub-function of restaurant selection,
and the sub-function of tourism spot selection.

3.2.2 Web-GIS

The ArcGIS API for JavaScript provided by the ESRI, Inc. is used as Web-GIS.
This allows users to use the system on a web browser, perform route searches, and
visualize information on a digital map without installing special software. The system
implements the function of tourism plan information display as well as the function
of tourism plan sharing/viewing.

3.2.3 Web-AR

A location-based Web-AR system is developed using A-frame and AR.js that were
explained in Sect. 3.1. The system implements the function of nearby spot search
and the function of navigation.

4 System Development

4.1 Frontend

4.1.1 Function of Tourism Plan Creation

(1) Sub-function of start/end station setting

After logging into the system, the user moves from the menu bar to the page for the
sub-function of start/end station setting, and can select the stations where they will
start and end their tour. The user can click or tap the select box at the top of this page
or the icon on the digital map to select the stations where they will start and end their
tour.

(2) Sub-function of restaurant selection

Figure 2 presents the pages for the sub-function of restaurant selection. Users can
use this page to specify the conditions for selecting and setting restaurants to visit
for lunch or dinner. The selection result can be displayed in a list or on a digital map.
Users can move from the list display to a detailed page of the selected restaurants
by clicking or tapping “Go to detailed page” or the icon on the digital map. On the
detailed page, users can incorporate the selected restaurant into their tourism plan as
a restaurant to visit for lunch or dinner, along with the time required for the meal.

(3) Sub-function of tourism spot selection
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1

Procedure of tourism plan creation

Conditions for selecting and setting restaurants to visit for lunch or dinner
(WIFI availability, credit card payment, non-smoking area, lunch budget,

dinner budget, genre and search keyword)

Selected restaurant (Image, name, genre, opening hours, non-smoking area,
lunch budget, dinner budget, non-smoking area, menu, website and loca-

tion)

Fig. 2 Page for the sub-function of restaurant selection

Figure 3 presents the page for the sub-function of tourism spot selection. Users can
use this page to specify the conditions for selecting tourism spots and set them as
tourism spots to visit “before lunch,” “after lunch,” or “after dinner.” Furthermore,
tourism spots are classified into five categories: famous/historical sites, shopping, art/
museums, theme parks/parks and others. The specified conditions are the distance
from the selected restaurant and the tourism spot category. The selection result can



Web-AR Base Support System for Food Tourism 21

jam vy

No. Description

1 Procedure of tourism plan creation
Range from the users current location (0-100m, 0-200m, 0-300m, 0-400m,
2 0-500m, 0-600m), and categories of tourism spots (Famous/historical sites,
shopping, art/museums, theme parks/parks and others)

3 Selected tourism spot (Image, name, genre, category, website and location)

Fig. 3 Page for the sub-function of tourism spot selection

be displayed as a list or on the digital map. Users can move from the list display
to a page showing the details of the selected restaurants by clicking or tapping “Go
to detailed page” or the icon on the digital map. On the detailed page, users can
incorporate the selected tourism spot into their tourism plan at their preferred time
of day, along with the time required for the stay.

4.1.2 Function of Tourism Plan Information Display

Users can use the page of tourism plan information display to display and save
information on the tourism plan they created. Users can display the tourism route on
a digital map and calculate the total walking distance, total walking time, calories
burned, and total tour time. Users can save their tourism plan by inputting the tourism
plan name, any notes, and a public/private setting. In the system, the total walking
time is calculated based on the assumption of movement at 80 m/min, according
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to the standards of ArcGIS Pro provided by the ESRI, Inc. The total tour time is
calculated by adding the total walking time and the time required at each spot.
4.1.3 Function of Tourism Plan Sharing/Viewing

Figure 4 presents the page for the function of tourism plan sharing/viewing. On this,

users can view the tourism plans created by other users and its information. This
page also allows them to copy the tourism plans of other users.

(o B AR Ba T
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BIRATS> FMPRPODTD
75>

No. Description
1 User-input tourism plan name
2 Name of user who created this tourism plan
3 User’s notes of this tourism plan

Fig. 4 Page for the function of tourism plan sharing/viewing
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Fig. 5 Pages for the search result display using images and objects on the AR-based mobile
information device screen

4.1.4 Function of Nearby Spot Search

The system allows users to search for restaurants and tourism spots near the user’s
current location. The specified conditions include the search range, sorting condi-
tions, and number of items to display (maximum of 10 items). The search result can
be displayed on an AR-based mobile information device screen or on a digital map.
The sorting condition is the distance from the user’s current location. Furthermore,
the AR-based mobile information device screen display has the options of “normal
display,” which shows items such as the spot name, business hours and budget, “image
display,” which shows only the image of the spot, and “object display,” which shows
the visit destinations. Figure 5 presents the search result display using images and
objects on the AR-based mobile information device screen.

4.1.5 Function of Navigation

Figure 6 presents the pages for the navigation and the destination information display
(image, genre, open hours, lunch budge and dinner budge). As shown in Fig. 6,
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Fig. 6 Pages for the navigation and the destination information display

the AR-based mobile information device screen allows users to receive navigation
instructions from the current location to the next destination. Users can also use this
screen to display objects that show the destination and the distance from the current
location. Users can also confirm the destination information and usage methods from
the bottom of the screen.

4.2 Backend

4.2.1 Processing Related to the Sub-function of Restaurant Selection

The restaurants saved in the database are each assigned an ID. Users can use the
sub-function of restaurant selection to extract information on restaurants that match
the specified conditions and include the search words from the database. Backend
processing is then performed for the list display or the digital map display of the
restaurant information.
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4.2.2 Processing Related to the Sub-function of Tourism Spot Selection

As in the case of restaurants, the tourism spots that are stored in the database are
each assigned an ID. The sub-function of tourism spot selection derives a route
comprising the restaurants and tourism spots according to the created tourism plan.
Information on the tourism spots near the route that match the specified conditions
is subsequently extracted from the database. Backend processing is then performed
for the list display or the digital map display of the tourism spot information.

4.2.3 Processing Related to the Function of Tourism Plan Information
Display

The created tourism plan information is used as a basis for displaying the tourism
route on the digital map, and the backend processing is then performed for calculating
the total walking distance, total walking time, calories burned, and total time required
for tourism. The backend processing is also performed for storing the user-input
tourism plan name, any notes and public/private settings in the database.

4.2.4 Processing Related to the Function of Tourism Plan Sharing/
Viewing

Backend processing is performed for displaying the tourism plan stored in the
database, and copying tourism plans created by other users.

4.2.5 Processing Related to the Function of Nearby Spot Search

Backend processing is performed for obtaining the user’s current location from the
GPS function developed in the mobile information device, and extracting data on
restaurants and tourism spots that match the specified conditions from the database.

4.2.6 Processing Related to the Function of Navigation

The user’s current location, which was obtained in a similar manner as aforemen-
tioned, is used as a basis for backend processing for calculating the shortest distance
to the destination. The shortest distance is calculated using the road search function
of ArcGIS pro.
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4.3 Database

Tourism spot data are required to be collected in advance and registered in the
database to enable the use of the functions of the system immediately after starting its
operation. Therefore, data on a total of 113 tourism spots in the operation area of the
system (Central Yokohama City) were collected using the tourism web media such
as 4travel.jp provided by the Kakaku.com, Inc., Japan Tourism Guide provided by
the Recruit Co., Ltd., and TripAdvisor provided by the Tripadvisor LLC. Then, the
tourism spots were classified into five categories that were introduced in Sect. 4.1.
Additionally, data on 1,187 restaurants in the operation area were also collected from
the restaurant data of the Hot Pepper Web Service provided by the Recruit Co., Ltd.
These two kinds of data were, respectively, processed in layers using ArcGIS Pro,
and registered into the database in advance.

4.4 Interface

The interfaces for the function of tourism plan creation, the function of tourism
plan information display, and the function of tourism plan sharing/viewing were
developed such that they could be used anywhere on PCs and mobile information
devices. There exist design differences depending on when the system is viewed
on the PC or the mobile information device, but the interface was developed such
that the same functions could be used in either case. Meanwhile, the interfaces for
the function of the nearby spot search and the function of navigation, which use
Web-AR, were developed with the assumption that they would be used on a mobile
information device in a tourism area.

5 System Operation

5.1 Operation Overview

The system was operated for 30 days from December 22, 2023 to January 20, 2024,
while targeting people around the operation area. The operation of the system was
publicized on website of the authors’ lab.

5.2 Operation Result

There were 50 users in total, comprising 32 males, 17 females, and one other person.
Users in their 20s accounted for the largest proportion at 60%, followed by users in
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their 50s and 60s at 17% each, and users in their 40s and 70s at 3% each. The result
demonstrate that the system was primarily utilized by younger people, but also by
people across a wide range of ages. Furthermore, 20 tourism plans were created by
users during the operation period.

6 System Evaluation

After the end of the operation, the system was evaluated by conducting an online
questionnaire survey for users and an access log analysis of their log data during the
operation period. All the users responded to the questionnaire survey.

6.1 Evaluation Based on Online Questionnaire Survey

6.1.1 Overview of an Online Questionnaire Survey

An online questionnaire survey for users was conducted to evaluate (1) the principal
functions and (2) the overall system in order to address the object of the present study.
In the case of the question item on food tourism experience, 67% of respondents said
that they had experience, and 33% said that they did not. Furthermore, in the case of
the question item on advance creation of tourism plans, 17% responded with “I create
solid plans,” 64% responded with “T only create rough plans,” and 19% responded
with “I do not create any plans.” The result indicated that 81% of respondents were
engaged in tourism with plans created, and 19% of users were engaged in tourism
without much of a plan.

Therefore, of the principal functions, the presence or absence of food tourism
experience will be focused on the evaluation of the function of tourism plan creation.
Meanwhile, the presence or absence of advance creation of tourism plans will be
focused on the evaluation of other principal functions and the overall system. Table 1
shows a cross-tabulation of each evaluation item and the presence or absence of food
tourism experience and advance creation of tourism plans. Pearson’s chi-squared tests
were performed on Table 1 to confirm whether there was any bias in the evaluation,
because users experienced food tourism and created tourism plans in advance.

6.1.2 Evaluation of the Principal Functions

(1) Sub-function of restaurant selection

82% of respondents answered “Agree” or “Somewhat agree,” and 18% of respondents
answered “Somewhat disagree” or “Disagree.” The chi-square test result showed that
there was no bias in the evaluation based on the presence or absence of food tourism
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Table 1 Evaluation result (person)

M. Hirano and K. Yamamoto

Question items | Travel Strongly agree | Agree | Disagree |Strongly | Total

experience disagree
Easy use of the | Experience with | 11 17 5 1 34
sub-function of | food tourism (10.9) 17.7) | 4.8) (0.6)
L estau.rant No experience 5 9 2 0 16
selection with food 3.1 83) |2 (0.4)

tourism

Total 16 26 7 1 50
Easy use of the | Experience with | 13 16 5 0 34
sub-function of | food tourism (13.6) (15.6) | (4.8) (0.0)
tounsm spot No experience 7 7 2 0 16
selection with food 6.4) 74 |2 (0.0)
function tourism

Total 20 23 7 0 50
Easy use of the | Tourism plans 25 15 1 0 41
function of created in (25.4) (14.8) |(0.8) (0.0)
tourism plan advance
sharing/viewing | N tourism plans | 6 3 0 0 9

created in (5.6) (3.2) 0.2) (0.0)

advance

Total 31 18 1 0 50
Easy use of the | Tourism plans 16 18 7 0 41
function of created in (16.4) (18.0) |(6.6) (0.0)
nearby spot advance
search No tourism plans | 4 4 1 0 9

created in (3.6) 4.0) (1.4) 0.0)

advance

Total 20 22 8 0 50
Easy use of the | Tourism plans 13 23 5 0 41
function of created in (13.1) (23.0) | 4.9) (0.0)
navigation advance

No tourism plans | 3 5 1 0 9

created in 2.9 (5.0) (1.1) (0.0)

advance

Total 16 28 6 0 50
Usefulness of Tourism plans 25 15 1 0 41
the system created in (25.4) (14.8) |(0.8) (0.0)

advance

No tourism plans | 6 3 0 0 9

created in (5.6) (3.2) 0.2) (0.0

advance

Total 31 18 1 0 50

(continued)
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Table 1 (continued)

Question items | Travel Strongly agree | Agree | Disagree | Strongly | Total
experience disagree
Easy use of the | Tourism plans 21 17 2 1 41
system created in (21.3) (17.2) |(1.6) (0.9)
advance
No tourism plans | 5 4 0 0 9
created in “4.7) 3.8) 0.4) (0.1)
advance
Total 26 21 2 1 50

Note The numbers in brackets indicate the expected frequency

experience (x2(3) = 0.992; p > 0.05). Thus, this function was easy to use for most
users. However, the free response section included opinions such as “small icon size”
and “difficult access to the detailed page after selecting the restaurant.”

(2) Sub-function of tourism spot selection

84% of respondents answered “Agree” or “Somewhat agree,” and 16% of respondents
answered “Somewhat disagree” or “Disagree.” The chi-square test result showed that
there was no bias in the evaluation based on the presence or absence of food tourism
experience (x2(3) = 0.986; p > 0.05). Thus, this sub-function was easy to use for
most users. However, the free response section included opinions such as “small icon
size” and “unclear operation method.”

(3) Function of tourism plan sharing/viewing

98.0% of respondents answered “Agree” or “Somewhat agree.” The chi-square test
result showed that there was no bias in the evaluation based on the presence or
absence of advance creation of tourism plans (x2(3) = 0.960; p > 0.05). From this
result, it can be said that this function was extremely easy to use for almost all users.

(4) Function of nearby spot search

84% of respondents answered “Agree” or “Somewhat agree,” and 16% of respondents
answered “Somewhat disagree.” The chi-square test result showed that there was no
bias in the evaluation based on the presence or absence of advance creation of tourism
plans (x2(3) = 0.979; p > 0.05). Thus, this function was easy to use for most users.
However, the free response section included opinions such as “information to be
displayed using figures or pictogram.”

(5) Function of navigation

87% of respondents answered “Agree” or “Somewhat agree,” and 13% of respondents
answered “Somewhat disagree” or “Disagree.” The chi-square test result showed
that there was no bias in the evaluation based on the presence or absence of advance
creation of tourism plans (x2(3) = 0.999; p > 0.05). Thus, this function was easy
to use for most users. However, the free response section included opinions such as
“destination direction to be displayed.”
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6.1.3 Evaluation of Overall System

(1) Usefulness of the system

98% of respondents answered “Agree” or “Somewhat agree.” Furthermore, the chi-
square test result showed that there was no bias in the evaluation based on the presence
or absence of advance creation of tourism plans (x2(3) = 0.340; p > 0.05). From
this result, it can be concluded that the system was extremely useful even for almost
all users who do not create tourism plans in advance.

(2) Easy use of the system

94% of respondents answered “Agree” or “Somewhat agree.” The chi-square test
result showed that there was no bias in the evaluation based on the presence or
absence of advance creation of tourism plans n ( x2(3) = 0.911; p > 0.05). From
this result, it can be concluded that the system was extremely easy to use for almost
all users, though there is room for improvement in some functions.

6.2 Evaluation Based on Access Log Analysis

Furthermore, an access log analysis using the users’ log data during the operation
period was conducted using Google Analytics. The proportion of users’ means of
access to the system was as follows: PC, 82%; smartphone, 17%; and tablet devices,
1%. From this result, it can be said that the system of using the same design regardless
of the device used was effective.

Next, Table 2 lists the percentage of visits by page. The total number of visits to
the pages of the system is 1892. Table 2 shows that, with the exception of the login
page, which was always the first page, the pages with the highest number of visits
were, in descending order, the pages for the sub-function of restaurant selection, the
sub-function of start/end station setting, the sub-function of tourism spot selection,
the function of nearby spot search, and the function of tourism plan sharing/viewing.
Therefore, the result showed that users used the system to create tourism plans
centered on restaurants, and collect information on nearby spots in the operation
area (Central Yokohama City). As a result, the system met the purpose of the present
study. However, of the principal functions, the page for the function of navigation had
alow access count. This was attributed to the problem of this function not displaying
the destination direction, as mentioned in Sect. 6.1.3 (5).
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Table 2 Percentage of visits by page (%)

Ranking Page Percentage
1 Login 214
2 Sub-function of restaurant selection 16.0
3 Digital map display of restaurant selection result 11.4
4 Sub-function of start/end station setting 11.2
5 Home 9.0
6 Sub-function of tourism spot selection 7.7
7 Function of nearby spot search 72
8 Sub-function of start/end station setting 5.9
9 Function of tourism plan information display 55
10 New user registration 2.7

6.3 System Problems and Improvement Strategies

The system problems and improvement strategies that were derived from the results
of the questionnaire survey and the analysis of the access logs can be summarized
in the following three suggestions.

(1) Web page design

Information on restaurants and tourism spots will be clearly displayed as a figure or
pictogram on the digital map such that users can more easily confirm them.

(2) Function of tourism plan creation

An easy-to-understand manual will be made with instructions on how to create
tourism plans that users can refer to as needed.

(3) Function of navigation

The unction of navigation will be equipped with a sub-function that shows the desti-
nation direction on the AR-based mobile information device screen. This is expected
to reduce the problems that users encounter when searching for objects displayed on
the mobile information device screen using AR.

7 Conclusion

In the present study, a system, which combined an original tourism plan creation
system, Web-GIS and Web-AR in order to support tourism centered on food and
drink, was designed and developed. The system has two unique functions. The first
is to efficiently create tourism plans centered on restaurants for lunch and dinner.
The second is to use location-based AR to visualize and display nearby restaurant
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and tourism spot information on the AR-based mobile information device screen.
Furthermore, this is a web system that can be used simply through a connection to
the Internet from a web browser.

Central Yokohama City of Kanagawa Prefecture, Japan was selected as the oper-
ation area. Data on 1,187 restaurants and 113 tourism spots were collected from
tourism web media, and then registered in the database in advance. The system was
operated for 30 days from December 22, 2023 to January 20, 2024. During the
operation period, there were 50 users and 20 tourism plans were created by them.

The system was evaluated by conducting an online questionnaire survey for users
and an access log analysis of their log data during the operation period. The ques-
tionnaire survey result showed that the easy use of the principal functions was highly
evaluated generally, regardless of food tourism experience or advance creation of
tourism plan. Additionally, the usefulness and easy use of the overall system were
also highly evaluated. Furthermore, the access log analysis result showed that there
was a high number of visits to the pages for most of the principal functions, and the
system was used in a manner consistent with the purpose of the present study.

Future research topics include improving the system according to the result of
Sect. 6.3, and operating the system in other tourism areas to increase the usage rate
and significance of its use.
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BrainDetective: An Advanced Deep )
Learning Application for Early Speshee
Detection, Segmentation

and Classification of Brain Tumours

Using MRI Images

Nazh Tokath, Miicahit Bayram, Hatice Ogur, Yusuf Kili¢, Vesile Han,
Kutay Can Batur, and Halis Altun

Abstract This study aims to create deep learning models for the early identification
and classification of brain tumours. Models like U-Net, DAU-Net, DAU-Net 3D,
and SGANet have been used to evaluate brain MRI images accurately. Magnetic
resonance imaging (MRI) is the most commonly used method in brain tumour diag-
nosis, but it is a complicated procedure due to the brain’s complex structure. This
study looked into the ability of deep learning architectures to increase the accuracy
of brain tumour diagnosis. We used the BraTS 2020 dataset to segment and classify
brain tumours. The U-Net model designed for the project achieved an accuracy rate
of 97% with a loss of 47%, DAU-Net reached 90% accuracy with a loss of 33%),
DAU-Net 3D achieved 99% accuracy with a loss of 35%, and SGANet achieved
99% accuracy with a loss of 20%, all demonstrating effective outcomes. These find-
ings aim to improve patient care quality by speeding up medical diagnosis processes
using computer-aided technology. Doctors can detect 3D tumours from MRI pictures
using software developed as part of the research. The work packages correctly han-
dled project management throughout the study’s data collection, model creation, and
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evaluation stages. Regarding brain tumour segmentation, 3D U-Net architecture with
multi-head attention mechanisms provides doctors with the best tools for planning
surgery and giving each patient the best treatment options. The user-friendly Turkish
interface enables simple MRI picture uploads and quick, understandable findings.

Keywords 3D brain tumour diagnosis * Deep learning models - MR imaging - Al
applications in Turkish health system

1 Introduction

This study’s scientific value comes from applying deep learning and computer-aided
systems for the early detection and classification of brain cancers. According to the
latest World Health Organization data, brain tumours are among the most common
causes of cancer death globally and may develop at any age [1]. They are most fatal
to those under the age of 40. Early diagnosis of brain tumours dramatically improves
patient survival and treatment success. Rapid and precise picture assessment is criti-
cal; however, manual evaluations are time-consuming and prone to errorsAs a result,
artificial intelligence applications have become prevalent in techniques such as com-
puted tomography (CT) and magnetic resonance (MR) [2]. The latest developments
in deep learning and machine learning have significantly improved pattern iden-
tification in biological images [3]. These innovative approaches meet the needs of
automated medical decision-making systems because human processes are expensive
to accomplish, labour-intensive, and prone to errors [4].

In the present research, a multi-model approach developed with deep learning and
machine learning algorithms outperformed existing methods for detecting and classi-
fying brain cancers in terms of accuracy and efficiency. The BraTS 2020 dataset was
crucial in training and testing these algorithms. This dataset contains a large amount
of data for finding and categorizing cancers in brain MR images. Advanced deep
learning models were utilized to speed up and improve brain tumour diagnosis accu-
racy in these MRI scans. Modern deep learning structures such as U-Net, DAU-Net,
DAU-Net 3D, and SGANet were used to analyse brain MRI scans. Each model’s per-
formance was evaluated by achieving high accuracy rates and low loss values while
segmenting and classifying brain tumours. A user-friendly interface was created to
upload MR images and retrieve quick conclusions. The application’s effectiveness
was increased through case studies and testing procedures. This research is essential
for precisely identifying the spatial extent and positioning of brain tumours using 3D
brain models generated by MRI scans, which is required for brain telemetry device
placement and surgical planning. The literature indicates that machine learning and
deep learning algorithms are helpful in the diagnosis of brain tumours [5—11]. How-
ever, there are places where these procedures might be increased for more precise
and effective results. This study is planned to improve brain tumour detection by fill-
ing the gaps in the literature. Furthermore, segmenting brain tumours will improve
surgical planning by preserving essential structures surrounding the tumour.
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The study’s contributions include early diagnosis, ob taining a 3D image of the
brain, convenience in brain telemetry and neurosurgical applications, a user-friendly
Turkish interface, and developing a clinical decision support system via the applica-
tion. The study’s sections cover related work, research methodology, data prepara-
tion, model designs, and findings. The results section presents the findings, and the
conclusions section interprets the findings to conclude the study.

2 Related Work

The diagnosis and classification of brain tumours have been a topic of extensive
research and experimentation in the field of medical imaging for many years. These
studies recommend using various algorithms and deep learning methods to analyse
brain MRI images.

DAU-Net is a model that incorporates attention mechanisms along with U-Net. It
is particularly effective in capturing detailed features in medical images. Introduced
by Zhang et al., DAU-Net provides more detailed and precise segmentation results
due to its attention mechanisms. This feature has made DAU-Net one of the models
used in this project for distinguishing various types of brain tumours [12].

3D DAU-Net is a model optimized for volumetric data analysis and capable of
working with 3D medical images. Developed by Zhao et al., this model offers high
accuracy and reliability in 3D analysis of brain MRI images. Its 3D tumour seg-
mentation and classification capability has made it a significant component of the
project [13].

SGANet is a model that combines generative adversarial networks (GANs) with
U-Net. Proposed by Yu et al., this model has proven effective in improving the
quality of medical images and achieving better results in segmentation tasks. The
high performance of SGANet plays a crucial role in this project’s segmentation and
classification of brain tumours [14].

Recent studies have examined deep learning techniques for brain tumour detec-
tion, segmentation, and classification using MRI images. Various models have been
proposed in this field, such as U-Net [15] for segmentation and CNN [16] for clas-
sification. Advanced approaches like YOLOvV5 and FastAi have yielded promising
results with accuracy rates of 85.95% and 95.78%, respectively [17]. A custom
Mask R-CNN model with a DenseNet-41 backbone demonstrated high accuracy in
both segmentation (96.3%) and classification (98.34%) tasks [18]. Transfer learn-
ing techniques like AlexNet CNN have achieved an impressive accuracy rate of
99.62% [19].Multi-task classification studies using CNN have also been explored for
various tumoUTr classification tasks [20]. Additionally, 3D-U-Net models have been
used for volumetric segmentation, followed by CNN-based classification [21]. These
advancements aim to improve the early detection and diagnosis of brain tumours.



38 N. Tokatl et al.

3 Proposed Design

The proposed system aims to analyse brain MRI images using deep learning mod-
els. This system offers an innovative approach to brain tumour segmentation and
detection by leveraging the BraTS 2020 dataset. The system utilizes a comprehen-
sive database consisting of T1, seg, Tlce, T2, and FLAIR modalities to accurately
detect brain tumour types in both 3D and 2D. The BraTS 2020 dataset consists of a
total of 369 patients, with each patient having five.nii files: flair.nii, t1.nii, tlce.nii,
t2.nii, and seg.nii, which contains the 3D-labelled tumour. Additionally, a .csv file
provides information on whether the tumour is benign or malignant, along with
another .csv file containing data such as the patient’s age, whether the tumour was
removed, and survival time. During model training, these data were processed and
converted into .npy and .tfRecord formats. The dataset is divided into two main cat-
egories: HGG (High-Grade Glioma) and LGG (Low-Grade Glioma). With augmen-
tation techniques, the dataset size was increased to over 100,000 samples. However,
the BraTS 2020 dataset has significant limitations, such as the absence of impor-
tant clinical variables (volume, gender, histopathological data) and tumour subtypes.
These limitations may restrict the model’s application in real-world scenarios. In
the study, these limitations were considered, with a focus on the generalizability
of the findings. To enhance applicability across a broader clinical range, the use of
various datasets, along with techniques like transfer learning or domain adaptation,
can enable the model to adapt to different data sources. The project’s software archi-
tecture is designed to be modular and scalable, with each model developed as an
independent module and integrated into the application. The system architecture is
shown in Fig. 1.

3.1 Data Processing

Data processing workflows were based on the Factory and Strategy design pat-
terns. The Factory pattern defines preprocessing stages across numerous modalities,
whilst the Strategy style allows for the dynamic deployment of data augmentation
approaches [22, 23]. These approaches ensure that data preparation operations are
both flexible and efficient. Initially, the system meticulously processes each modality
to improve data quality. Modality-based directories are built, and axis corrections
and channel placements are performed. Normalization is carried out utilizing Z-score
and Min-Max approaches. This allows the model to be trained using consistent, high-
quality data. Data augmentation techniques are subsequently applied to improve the
model’s generalization capability, and the processed data is stored in NumPy arrays
and TFRecord format for easy access and processing. This approach ensures that
the data is displayed effectively. Figure?2 displays the data processing and storage
procedures.
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3.2 Model Development

The project focuses on deep learning architectures such as DAUNet, DAUNet
3D, U-Net, and SGANet. Each model is evaluated and improved based on exist-
ing approaches in the literature, optimizing their segmentation capabilities. These
models aim to achieve high accuracy rates while minimizing the risk of over-
fitting. Figure3 explains the step-by-step process of the model development and
improvement.

4 Experimental Methodology

In the experimental phase of the project, U-Net, DAU-Net, DAU-Net 3D, and
SGANet models were trained with the BraTS 2020 dataset, and the hyperparameter
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settings of each model were carefully optimized. Throughout the training process, the
performance of each model was evaluated based on accuracy rates and loss values.

4.1 Data Preparation and Preprocessing Process

In the experimental phase of the project, U-Net, DAU-Net, DAU-Net 3D, and
SGANet models were trained with the BraTS 2020 dataset, and the hyperparam-
eter settings of each model were carefully optimized. Throughout the training pro-
cess, the performance of each model was evaluated based on accuracy rates and loss
values [24, 25].

During the preparation phase, directories were established for each patient in
the dataset, and data use and access were streamlined by categorizing directories
by modality type. The modes in the files, which contained axis corrections and
channel placements, were loaded and processed appropriately. Data was normalized
using standardization (Z-score) and min-max normalization methods, with clipping
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operations used to limit the influence of outliers [26]. Data augmentation techniques
such as rotation, shifting, cropping, and mirroring were used further to develop the
model’s generalization capabilities [27]. Processed data was saved as NumPy arrays
(.npy format) for quick access and then translated to TensorFlow’s TFRecord format.
The TFRecord format was created for efficient processing of big datasets, and the
data was serialized and saved in this format for use in training and testing [28, 29].

4.2 U-Net

The U-Net layout is a highly effective structure for brain tumour segmentation and
biomedical imaging. It uses an autoencoder-like structure to process the input image
via encoding and decoding routes. While the encoding path collects contextual infor-
mation, the decoding path preserves details and returns the image to its original
size [30, 31]. U-Net has shown outstanding performance, particularly in the precise
identification of brain tumours, with high accuracy even with fragile datasets [32—34].

4.3 DAUNet 3D

The DAUNet 3D model uses attention mechanisms and deep learning techniques to
achieve remarkable precision in brain tumour segmentation. Attention procedures
increase segmentation accuracy by detecting key regions, but deep learning systems
may learn complicated structures and fine details. 3D convolutional layers maintain
the three-dimensional structure of brain images, allowing for more detailed analysis.
Incremental learning techniques incorporate segmentation findings at many levels,
improving overall accuracy. DAUNet 3D is a valuable tool for medical imaging
applications that require volumetric analysis, and it performs excellently.

4.4 DAUNet

DAUNet and DAUNet 3D models can be helpful for medical image segmentation.
DAUNet works with 2D slice data, but DAUNet 3D handles 3D volume data. DAUNet
uses 2D convolutional, max pooling, and upsampling layers to improve accuracy
using attention methods. Generalized Dice Loss and Categorical Crossentropy are
utilized as loss functions. During the training phase, the model’s performance was
measured using metrics such as the Dice coefficient, sensitivity, and specificity,
and the training process was shown. The model produced effective results for brain
tumour segmentation.
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4.5 SGANet

SGANet is a deep learning model that provides excellent accuracy and precision in
medical image segmentation. It improves segmentation problems by integrating Gen-
erative Adversarial Networks (GAN) and U-Net architectures [35, 36]. The model
employs a U-Net-like generator network to turn images into segmentation masks and
adiscriminator network to evaluate the masks’ realism [37, 38]. The adversarial train-
ing technique improves segmentation accuracy through competition [39]. SGANet
provides effective results in medical applications, such as the exact segmentation of
brain tumours, and has demonstrated effectiveness in this study [40].

In this study, the models were not combined. Instead, the application includes four
distinct models capable of detecting tumours in both 3D and 2D, allowing the user
to select the desired model. The developed interface currently operates with the 3D
DAU-Net model, which has demonstrated the highest performance. The comparison
of multiple models was conducted to evaluate the performance of different mod-
els on the same dataset and to assess each model’s effectiveness in solving specific
problems. Although this approach is rare in the literature, it is crucial for selecting
the best-performing model or testing whether the integration of models provides
new solutions. In future stages, the integration of other models used in the study is
planned. The joint evaluation of the models aims to identify the strengths and weak-
nesses of various model architectures and develop solutions that are better suited
to clinical applications. As shown in Table 1, the comparison criteria include per-
formance metrics, which allowed us to objectively assess the models’ segmentation
success and overall performance. The attention mechanisms and multi-scale feature
extraction capabilities of SGANet and DAU-Net enhanced their segmentation and
classification performance. These models demonstrated higher accuracy and lower
loss rates compared to others (Fig. 4).

Table 1 Performance metrics of models

Model Dice coefficient Sensitivity Specificity

DAU-Net [0.9798, 0.8940, [0.9846, 0.8878, [0.9995, 0.9991,
0.8950] 0.8780] 0.9970]

3D DAU-Net [0.9798, 0.8940, [0.9846, 0.8878, [0.9995, 0.9991,
0.8950] 0.8780] 0.9970]

SGANet [0.9700, 0.9725, [0.9846, 0.8878, [0.9995, 0.9991,
0.9610] 0.8780] 0.9970]

U-Net [0.9826, 0.9753, 1.0] |[0.9894, 0.9891, 1.0] |[0.9986, 0.9969, 1.0]




BrainDetective: An Advanced Deep Learning Application ... 43

Fig. 4 General models and layers

S Experiment Results

In conclusion, the developed models have demonstrated high accuracy rates and
effective performance. Important metrics such as Dice Coefficient, Sensitivity
(Recall), and Specificity were used to evaluate model performance. These metrics
are commonly used to measure how close the model’s segmentation results are to the
ground truth and their accuracy. The Dice Coefficient, Sensitivity, and Specificity
calculations for the developed models were performed using the following formulas:

. 2 x TP
Dice Katsayis1 = (D)
2 x TP+ FP + FN
TP
D lilik (Recall) = ——— 2
uyarlilik (Recall) TP+ FN 2)
Ozgiilliik(Specificity) ™ 3)
zgiillii ecificity) = ———
g P Y= IN+FP

6 Discussion

In recent years, significant progress has been made in using deep learning models for
the detection and classification of brain tumours. This study presents a rare approach
in the literature by integrating U-Net, DAU-Net, DAU-Net 3D, and SGANet models
into a single platform, enabling the comparative evaluation of different models and
techniques. In particular, the DAU-Net and SGANet models demonstrated superior
performance due to their attention mechanisms and multi-scale feature extraction
capabilities. One of the primary reasons for the observed loss rate is the class imbal-
ance in the BraTS 2020 dataset. In this study, 3D MRI images in .nii format were
utilized. During the data preprocessing phase, the five .nii files obtained for each
patient from the BraTS 2020 dataset were converted into .npy or .tfRecord formats.
Subsequently, these data were segmented into 155 slices per patient. After the slic-
ing process, random data augmentation techniques were applied. However, including
brain regions without tumours in this process led to the model’s insufficient learning
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of rare tumour classes. This issue may result in incorrect outcomes during tumour
segmentation (Fig. 5).

To mitigate the effects of this issue, improvements can be made during the model
training phase, particularly in custom layers and preprocessing steps, taking class
imbalance into account. Specifically, implementing oversampling for rare classes or
undersampling for the majority class can improve the representation of rare classes,
and advanced data augmentation techniques can enhance the overall performance
of the model. The DAU-Net model, due to its attention-based architecture, achieved
high success in brain tumour segmentation across metrics such as Dice coefficient,
sensitivity, and specificity.

On the other hand, the SGANet model achieved a 99% accuracy rate due to its
enhanced generalization capacity, which was obtained through the use of ResNet
blocks, Guided Attention Blocks, and the GaussianNoise layer. The integration of
these four models into a single platform allowed for a comprehensive evaluation of
their strengths and made a significant contribution to the literature. The user-friendly
interface developed in the study enables healthcare professionals to quickly and
accurately analyse MRI data. Additionally, offering the interface in Turkish provides
localized benefits, enhancing accessibility within the Turkish healthcare system. The
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study has some limitations, particularly regarding the size and diversity of the BraTS
2020 dataset, which may affect the generalizability of the findings. Future studies will
use larger datasets, obtain the necessary ethical approvals from public hospitals in
Turkey, and conduct large-scale clinical trials to increase the reliability of the results.
In conclusion, this study demonstrates the potential of deep learning-based systems
in medical image analysis and highlights the importance of these systems in clinical
applications. These systems are particularly valuable in reducing the workload of
doctors and alleviating the impact of the shortage of neurologists in public hospitals in
Turkey. Further research supported by large datasets and clinical trials could enhance
the effectiveness and applicability of these models even more.

7 Future Work

The developed Turkish interface and 3D imaging capabilities are expected to provide
significant contributions in terms of accessibility and ease of use within the Turkish
healthcare system. How the interface will be tested in practice and how user feed-
back will be collected are critical points for evaluating the software’s effectiveness.
In future stages, pilot studies are planned to assess the software’s applicability in
healthcare institutions. These studies will aim to ensure compatibility with interna-
tional health standards such as Health Level Seven (HL7) and Digital Imaging and
Communications in Medicine (DICOM), enabling smooth integration of the software
with existing hospital information management systems. Comprehensive tests will
be conducted in partnership with healthcare institutions affiliated with our university
to evaluate to what extent the software reduces the workload of doctors in clinical
settings. Thanks to its automatic 3D imaging and analysis features, the software is
expected to significantly reduce doctors’ workloads by speeding up diagnostic pro-
cesses compared to manual methods. The results of these tests will demonstrate how
well the software aligns with its goals while providing valuable feedback to optimize
clinical integration. Additionally, for economically disadvantaged citizens, the soft-
ware aims to contribute by reducing the number of tests needed for tumour detection,
thus enabling access to healthcare services without financial concerns. Images of the
current interface of the project can be found in Figs.6 and 7.

8 Conclusion

In this research, brain tumours were quickly and accurately diagnosed using deep
learning-based models. There is a chance that this system will raise the standard of
healthcare. Deep learning techniques help in the early detection of brain tumours,
which makes early and efficient treatments possible. Furthermore, the program and
user interface that have been developed are user-friendly, allowing for 3D imaging
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and extensive analysis of the brain and tumours. This information is useful for clin-
ical evaluations and helps with treatment planning. The study has demonstrated the
effectiveness of deep learning techniques in medical image analysis and has con-
tributed to the proliferation of artificial intelligence applications in healthcare. This
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project highlights the potential of artificial intelligence in the healthcare sector, form-
ing a crucial foundation for future research and clinical applications. The broader
application of deep learning-based systems in healthcare will improve patient care
and make medical diagnosis processes more effective.
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and Medium-Sized Enterprises

Christian Baun, Henry-Norbert Cocos, and Martin Kappes

Abstract Multi-cloud setups have become increasingly common in the industry, and
adopting this method brings many opportunities for companies like vendor diversi-
fication, a selection of Best-of-Breed Services, and an increased resilience of the
services used. However, this approach also brings challenges for the users, such as
increased complexity of managing the services across vendors and increased vulner-
ability of the service. Another unsolved issue is the need for more transparency in
running costs of using multiple services from many vendors and the compliance of
the services with binding regulations. Our proposed framework, SKY CONTROL,
will tackle those challenges and develop a comprehensive planning tool for complex,
distributed IT infrastructures. With our innovative solution approach, we will conduct
static and dynamic resource analyses of the resource inventory. In addition, a cost
calculator for hybrid cloud users will be implemented, providing an aggregated cost
overview of cloud and on-premise systems. At the same time, critical data requires an
equally transparent option for risk management and information governance so that
data and processes in hybrid infrastructures are always located on systems with an
appropriate level of protection. Our solution marks the first concrete implementation
of the innovative Sky computing concept for small-medium enterprises.
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1 Introduction

The global transformation of IT infrastructures from purely organization-internal
on-premise systems to complex multi- and hybrid cloud systems is already complete
in many companies; in others, it is still in its infancy [12, 13]. A multi-cloud strat-
egy selects platforms, infrastructures, and applications from different cloud service
providers (CSPs) for a specialized purpose. It integrates them organizationally and
technically with the company’s on-premise systems [17]. The advantages of hybrid
multi-cloud systems are manifold [11, 13, 26]:

Reduction of provider dependency.

Cost optimization.

Load balancing.

Business continuity through partial redundancy.

Selection of the best service offerings for the respective application.
Increased security through diversification of data storage and processing.

At higher organizational levels, multi-cloud strategies can promote innovation
and agility for data analysis. In hybrid on-premise/cloud systems, (hosted) compo-
nents are outsourced in the platform, and infrastructure-as-a-service models (IaaS)
and native cloud applications (software as a service, SaaS) are used. While using
PaaS and IaaS only relieves IT of some administrative tasks (i.e., the physical com-
puter platform), the software on these platforms must continue to be maintained and
managed traditionally. SaaS components are fundamentally different: deployed and
maintained via user-defined configuration interfaces. PaaS and SaaS components
can often communicate via defined interfaces and standard protocols (e.g., REST),
which facilitates the development of connectors.

As a further development, the various platforms, infrastructures, and applica-
tions of different CSPs are not only orchestrated (i.e., managed and scaled) through
standardized control interfaces with a high degree of automation but are also made
seamlessly interoperable. This enables data processing across different clouds (e.g.,
advanced functions such as cross-cloud data analytics). This status is still partly
visionary [3, 8] and the subject of ongoing research efforts. In an ideal multi-
cloud environment, IT staff configure components once during deployment to ensure
interoperability and the desired functionality.

Due to these developments, the fundamental change in work organization is to
replace recurring administrative and programming tasks without added value with
demand-oriented configuration tasks (on deployment or when functions are changed)
that enable immediate productivity. The following project proposal is based on this
only partially fulfilled promise of a positive evolution of IT infrastructures and makes
a specific contribution here. Despite the technological development described above,
companies’ IT infrastructure costs are constantly rising, both in absolute terms and
as a proportion of total operating costs.

The concept of sky computing [30, 37] is relevant in this context, as this new
concept aims to abstract the cloud resources of different service providers. Thanks to
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Table 1 Spendings on infrastructure in millions dollar

Expenses Growth Expenses Growth Expenses Growth
(2021) (2021) (%) |(2022) (2022) (%) |(2023) (2023) (%)
Data center 207.306 6.7 218.643 5.5 230.385 5.4
systems
Software 614.494 15.9 674.889 9.8 754.808 11.8
Devices 809.452 16.1 824.600 1.9 837.844 1.6
IT services 1185.103 10.6 1265.127 6.8 1372.892 8.5
Communication | 1443.419 34 1448.396 0.3 1477.798 2.0
services
Total 4259.773 9.5 4431.646 4.0 4673.728 5.5

sky computing, customers should be able to automatically access the resources from
different providers best suited to their requirements. Sky computing is, therefore, a
form of orchestration of various service offerings. From the customer’s perspective,
it has the potential to significantly improve the selection and use of suitable service
offerings. So far, sky computing has only existed as a research concept. No solutions
are yet available on the market. Table 1 shows that currently, according to Gartner,
Inc. Datacenter Insider [27], and in the foreseeable future, the IT-related cost drivers
are in data center systems, IT services, and software (highlighted in bold). These are
the elements of hybrid infrastructures for which our solution enables effective cost
control for the first time.

2 Background and Related Works

The project originates in distributed systems [34] and is based on the methods and
technologies of cloud computing [6]. The National Institute of Standards and Tech-
nology (NIST) characterizes cloud computing by the five properties [23] on-demand
self-service, whereby the provisioning of resources such as computing power or stor-
age runs automatically without the interaction of a provider, the provision of services
via the network and interaction with these via standard mechanisms (called Broad
Network Access in the NIST definition). Furthermore, the resources are available
via a pool that users can access. The resources are transparent and available to the
customer in (seemingly) infinite quantities (resource pooling in the NIST defini-
tion). Building on this, the resources have an elastic structure. They can adapt to the
customer’s needs, thus automatically adapting to their requirements (called Rapid
Elasticity in the NIST definition). The fifth characteristic is the measurability of the
available cloud services, which allows for the exact, demand-based billing of the
services.
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In recent years, the range of cloud computing offerings has increased, leading to
numerous public and private service offerings. Based on the hybrid cloud deploy-
ment model, multi-cloud environments have become established in the industry [25].
These have the advantage of avoiding a vendor lock-in, where customers become
dependent on a single service provider. By adopting a multi-cloud strategy, com-
panies can pursue a flexible cloud strategy. In multi-cloud environments, services
or parts are distributed or operated in parallel by different providers [35]. This has
economic and organizational advantages, as the distributed services can be used
flexibly. This also leads to increased availability of the service offering and, together
with a private service offering, increases the availability of resources. However, this
strategy also has a disadvantage, as the range of services offered by CSPs could
be more transparent, and it is not possible to make them uniformly usable, which
is why much individual effort is required from users [3]. Another issue users of
multi-cloud architectures face is the increased complexity and lack of overview of
the cloud service zoo, which grows exponentially by using multiple cloud services
from multiple CSPs. One additional challenge is the lack of interoperability between
the APIs (Application-Program Interface) of cloud services differing between the
CSPs. Ensuring a smooth integration between services from different providers is
very important in multi-cloud architectures, and maintaining data consistency and
synchronization can be very difficult between different vendors [4]. Sky computing
addresses some of these issues and tries to solve the lack of clarity and inconsistent
usability of the services offered by public CSPs [10, 24, 36, 37]. Here, a further layer
of abstraction will be placed over the CSP’s offering, enabling users to uniformly
provision cloud services regardless of their operating location (more in Sect.4).

The SkyPilot [35] project at Berkeley University is the first notable application in
sky computing. With SkyPilot, the research team led by Stoica et al. has developed
the first intercloud broker capable of executing various machine learning workloads
across different providers. The broker consists of several components, such as a
service catalog that records and stores the prices of the individual services of the
various cloud providers and an optimization engine to calculate the optimal price for
running an instance with a suitable cloud provider. The work of Stoica et al. can be
seen as the first serious attempt to implement a sky computing application. However,
this solution is at a very early and experimental stage and only serves to illustrate
the paradigm. Initial experiments are limited to the application of machine learning
applications such as a Large Language Model or Natural Language Processing appli-
cations in laaS environments. The selection of cloud offerings used here is minimal.
In contrast to SkyPilot, SKYCONTROL will look at industry-standard applications
and services for small-medium enterprises (SME) and offer a solution for them.

2.1 State of the Art

The state of the art reflects freely or commercially available technologies. We give
a relevant example for each. On the technical side, OpenTelemetry [31], is a good
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landmark for the state of the art. OpenTelemetry is an open-source suite of instru-
mentation tools designed to simplify the implementation of tracing, metrics, and
logging-in applications.

Two key features are:

e Tracing: OpenTelemetry’s tracing capabilities enable the capture and visualization
of requests and transactions across visualization of requests and transactions across
distributed systems, which enables a detailed analysis of the performance and
behavior of applications.

e Metrics: OpenTelemetry provides mechanisms for collecting, aggregating, and
visualization of metrics such as CPU utilization, memory usage, and request rates
to provide insights into application performance and behavior.

OpenTelemetry was developed to improve the observability of distributed systems.
Many cloud providers offer interfaces to OpenTelemetry so that hybrid infrastructures
can be monitored. As you can see, OpenTelemetry focuses entirely on measuring
computing power in real time and creating time series data. In other words, it is all
about optimizing the performance of distributed systems. Neither cost aspects nor the
criticality of data and processes are considered here. Furthermore, OpenTelemetry is
aimed at analyzing a given distributed system and does not provide any information
on how to relocate processes or data to achieve better efficiency.

Research into the status of the cost-optimized use of (multi-) cloud systems shows,
on the one hand, that the boom in research into cloud systems has already peaked a
decade ago. There is a strong focus on scheduling algorithms for dynamic load bal-
ancing in cloud systems [1, 14], particularly on dynamic load balancing algorithms.
Static system planning needs to be studied more. Optimization is mainly considered
from the perspective of the cloud provider [20]. Hybrid systems are rarely consid-
ered, and cost optimization fed by heterogeneous sources needs to be researched [22,
32].

IBM’s Instana Observability product is a benchmark for comprehensive moni-
toring solutions for (performance) monitoring of highly complex, heterogeneous IT
infrastructures [28]. The solution is the most feature-rich on the market. It allows
monitoring and performance measurement for various systems, clouds, end devices,
and applications and offers uniform visibility for the real-time performance data
obtained.

Instana also focuses entirely on optimizing the overall performance of the system.
Although the product’s website mentions some projects in which Instana helped
achieve a more effective infrastructure overall, these are activities for which the
software only provides a data basis in terms of performance. Achieving cost efficiency
is always a downstream, manual activity.

Control Plane is a product that integrates on-premise and various cloud provider
platforms [16]. It is a hybrid platform that enables cloud architects to combine the ser-
vices, regions, and computing power of Amazon Web Services (AWS), Google Cloud
Platform (GCP), Microsoft Azure, and any other public or private cloud to provide
developers with a flexible, global environment for developing backend applications
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and services. Control Plane’s flexibility shines through in its ability to be deployed
across any combination of geographic regions and cloud providers, including AWS,
Azure, GCP, or other public and private clouds. Kubernetes clusters hosted anywhere
can be easily added to Control Plane can be added. Control Plane elastically opti-
mizes resource consumption to run precisely the resources needed and nothing else.
However, this solution is limited to the execution of Docker-specific workloads and
is designed for the use of microservice architectures. It, therefore, offers no support
for the operation of classic workloads.

Google Anthos [38] is a platform for distributing container workloads across mul-
tiple clusters. The clusters are Google Kubernetes Engine (GKE), which, as the name
suggests, is based on Kubernetes. Anthos offers the possibility of managing different
clusters across different cloud providers, such as AWS, Azure, or GCP. Anthos is
limited to container workloads and is, therefore, unsuitable for virtual machine-based
workloads and only suitable for newer solutions based on microservices architec-
tures. Furthermore, Anthos needs to include an overview or optimization of costs
across cloud providers.

The aspect of risk management for critical data and processes is described by many
proven methods in literature and applications [19], such as IT security concepts, fail-
ure mode and effects analysis, fault tree analysis, event tree analysis. A software
tool has been developed around the CRAMM method (CCTA Risk Analysis and
Management Method) developed in the UK by the Central Computer and Telecom-
munications Agency (CCTA), which is used by NATO and facilitates implementing
a risk management system but does not automate it.

Further automated and dynamic solutions for parts of risk management are so-
called vulnerability management solutions. There are several solutions available on
the market from several manufacturers. However, these only look specifically at the
known vulnerabilities of IT infrastructure elements and help to eliminate them. The
criticality of data and applications needs to be included. Some well-known open-
source solutions in the field of vulnerability management can be used in the project.
The Greenbone OpenVAS vulnerability scanner should be mentioned here [29].

3 Methodology

We aim to meet the needs of SMEs and the challenges they face when deploying multi-
cloud environments. The use of multi-cloud deployments brings a lot of benefits for
SMEs and can leverage significant improvements in the effectiveness and efficiency
of the used services. A possible vendor lock-in can be prevented by the use of multi-
cloud architectures and the use of best-of-breed services from different providers,
which has a strong beneficial impact on SMEs. The overview of the services used is
a major challenge when using multi-cloud setups. The distribution of workloads to
many different providers makes it hard to keep track of the resources used and the
costs generated. Another problem is the fulfillment of governance requirements in
using multi-cloud setups, especially for SMEs, since they do not have the capabilities
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that bigger companies have. Although there are a lot of benefits, which are very
promising, some challenges still need to be tackled in order to make its use feasible
for SMEs.

3.1 Research Questions

The setup of multi-cloud environments is increasing the complexity of companies
using such an approach. Therefore, one important question is the analysis of the
challenges that SMEs face when using multi-cloud setups. We need to understand
the needs of SMEs in order to present a framework that not only assists but also solves
problems that arise when using multi-cloud environments. There is a lot of research
in the field of multi-cloud architectures and their challenges [5, 18]. Therefore, this
leads to the first research question that we want to answer before designing the
framework.

RQ1: What are the challenges of multi-cloud environments for SMEs?

The second question that we want to tackle is the use of Sky computing to implement
a framework for multi-cloud environments. Since Sky computing is tackling the
challenges that multi-cloud setups face, we first need to understand this paradigm
and leverage beneficial knowledge for its implementation. This fact is faced by the
second research question.

RQ2: How can Sky computing be used to improve the efficiency and effectiveness of
multi-cloud setups for SMEs?

Features of Sky computing are the distributed infrastructure and the distribution
of individual workloads with the use of resources across various providers. This
enables the services to be dynamically scalable, as the resources can be scaled across
many cloud providers. This leads to universality in the use of cloud resources, as the
placement of workloads is independent of the type of workload and cloud provider.
Figure 1a illustrates the overall concept of Sky computing.

The Sky computing concept [30] proposes an additional abstraction layer, which
is inserted between the cloud services of the providers (Amazon Web Services,
Google Cloud Platform, etc.) and the workloads of the end users (in our case, SMEs).
Sky computing aims to complete the abstraction of cloud resources from different
providers so that applications and users can access these resources without worrying
about where the resources or services are located in the individual clouds. For this
reason, the term “cloud of clouds” is also used, as the additional abstraction of
resources leads to creating a uniform and interoperable cloud and thus includes
several individual cloud providers. This abstraction layer is called an intercloud
broker [37].

Figure 1b shows the components of an intercloud broker. The Service Catalog
captures the instances and services available in each cloud, detailed information
about locations that offer them, and the APIs for allocating and accessing them.
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Fig. 1 The Sky computing concept and the intercloud broker

It also stores the long-term pricing for on-demand virtual machines, data storage,
egress, and services (typically, these prices stay the same for months). The Service
Catalog can provide filtering and search functionality based on information published
by the cloud providers, listed by a third party, or collected by the broker.

The tracker tracks spot prices (which may change more frequently, e.g., hourly
or daily) and the availability of resources across different cloud providers and loca-
tions. This module is of central importance as the prices of cloud providers and the
associated services are a decision metric for service placement.

The Optimizer processes the workload requirements and checks the availability of
instances and services as well as their prices, which are provided by the Service Cat-
alog and Tracker. This module then calculates the optimal placement of the services.
If resource availability and/or price change, the Optimizer can possibly perform a
new optimization.

The Provisioner module manages the resources by allocating the resources
required for execution. The Optimizer’s execution plan allocates the resources
accordingly and releases them when each task is completed. The executor man-
ages the application by aggregating the tasks of each workload and executing them
based on the resources allocated by the cloud provider and service provider.

Compatibility sets are an essential feature of Sky computing. The focus here is on
using existing services and APIs from all cloud providers, intended to offer transpar-
ent and standardized options for connecting services without having to reimplement
them.

Sky computing sets a reasonable basis for the implementation of our proposed
framework since it adds an additional abstraction layer between the users and the
cloud service providers. However, it is still important to have a tool and/or component
in the Sky computing concept that analyzes the costs that are drawn by the services
used. This raises the third research question.
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RQ3: Is it possible to analyze the costs of multi-cloud environments for SMEs?

We tackle the challenges of cost control and resource supervision through the imple-
mentation of the Sky computing paradigm. However, security and governance are
very important fields. The information security needs to be analyzed in order to have
a strong basis for the analysis of the risks a SME is facing. Governance and regulation
are important for SMEs in their interaction with customers and government agen-
cies to fulfill the regulatory requirements that are posed on SMEs, and also, SMEs
have a lot of pressure from competitors. Therefore, the analysis of risks and collec-
tion of assets, together with the mapping of this collection of data to governance
requirements, is important for SMEs. This raises the research question.

RQ4: How can SMEs keep track of the distributed workloads and make sure security
risks are analyzed?

The research questions raised in this section motivate the conceptual development
of our proposed framework called SKY CONTROL. We try to answer the research
questions and, along with it, develop a framework that fulfills the needs of SMEs in
the use of multi-cloud environments and, at the same time, offers a comprehensive
platform for the gathering, analysis, optimization, and control of multi-cloud envi-
ronments for SMEs. The following section presents the concept of SKY CONTROL
and explains the ideas behind the proposed framework.

4 Concept of SKY CONTROL

The distributed nature of multi-cloud environments has many benefits for SMEs but
also brings many challenges to the management of workloads on the platforms of the
different CSPs. The overview of the costs of the services used by the companies is very
challenging and is a major drawback in the choice of such architectures. Another
very important point is the overview and analysis of potential security risks and
governance of the company’s assets. SKY CONTROL is designed to cope with the
challenges SMEs face when using multi-cloud deployments. The following sections
present the architecture of SKY CONTROL, along with the desired functionalities
that are needed to fulfill the requirements of SME:s.

4.1 Architecture of SKY CONTROL

SKY CONTROL is divided into two distinct modules, the Cost Control and the Risk
Management module, that solve different challenges of SMEs. The Cost Control
module is responsible for the analysis, calculation, and visualization of on-premise
and cloud resources. The Cost Control module also takes care of the static analysis of
the resources, where the metadata of the resources is analyzed. These static attributes
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are information such as the ID of the resource, the characteristics of the (virtual)
resource, and hardware capabilities (CPU information, main memory size, etc.). The
dynamic analysis focuses on the attributes of the resources, such as the consumption
of CPU, main memory, and bandwidth (for Ingres and Egress). Based on this data,
the price for the operation is analyzed, and trends for predictions can be calculated by
the monitoring component. This, together with the control and planning tool, makes
it possible for users to get detailed information on the resources running on-premise
as well as in the cloud. Cloud resource monitoring also takes place for different cloud
providers distributed over multiple CSPs. The data gathered by the sub-components
are visualized and by rendering the data into a human-friendly format making the
vast amount of data comprehendible.

The Second module of SKY CONTROL is the Risk Management module, which
is responsible for the analysis and management of assets of the customer. This module
consists of components for the management of assets and the analysis of risks for
the assets. The management of the assets starts by collecting information on the
assets and gathering detailed insights that can be stored for analysis. Based on the
data, the Risk analysis component can give insight into the expected threats and the
classification of risks for the individual assets and the whole company. The analysis
of the risks, together with the collection of assets, is a crucial basis for governance
in complex multi-cloud environments. This is a strong database for audits that are
important for the fulfillment of governance requirements for SMEs, and the assistance
in gathering this information makes SMEs more compatible with bigger companies.
The visualization of the risks and assets is another benefit for information security
officers (CIO) and reduces efforts for the preparation of audits and the mitigation
of possible risks for the company. Figure 2 presents the architecture of the proposed
framework.
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§ Service
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o )
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Fig. 2 SKY CONTROL architecture
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4.2 Features Planned

We are, therefore, faced with a twofold problem for users of hybrid multi-cloud
infrastructures:

1. Effective cost control and management in hybrid infrastructures:

e Recording fixed and ongoing costs and monitoring (preferably in real time)
all costs and resource consumption (especially energy) across all systems of a
complex hybrid infrastructure.

e Transparent visualization of costs and dynamic optimization, partially auto-
mated.

2. Security of information assets, information security management:

e A systematic and up-to-date assessment of the security/protection level of
subsystems and the criticality of the information assets on them.

We want to tackle and solve these core problems in our project. Table 2 shows
that these problem areas have a lot in common and are, in principle, amenable to a
common solution approach. The core idea s, first and foremost, to create transparency
regarding the relevant properties of the entire infrastructure and its components.

The planned system’s solution approach is described separately below for the two
problem areas of cost control and risk management. Of course, technical inter-
actions and architectural synergies exist between the two areas. Risk management
and cost control should not hinder each other operationally (through conflicting
objectives) as far as possible but should cooperate in a common system architecture.
We begin with a description of the solution approach for cost control, which also
describes the general architecture of the planned system.

Table 2 Comparison of the two problem areas of the project

Module Cost control Risk management

Problem area Cost/efficiency of the IT Data protection and security of
infrastructure the corporate information

Risk Underutilization of systems; | Data and processes at risk
bad investments; cost processes on inadequately
inefficiency in operations protected systems

Target criterion Optimal costs for data storage | Adequate level of protection of
and processing systems for critical data and

processes

Strategic condition Transparency of costs and Information security risk
effective cost management management

Primary measure Mobility of data and processes | Control of processes and the
to the most favorable systems | mobility of data
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4.3 Module: Cost Control

Today’s IT infrastructures are faced with the challenge of efficiently planning and
implementing mixed systems of on-premise and cloud resources while considering
various cost factors. The prevalent nature of hybrid IT infrastructures requires a
solution that enables static system planning, keeps an eye on, and minimizes dynamic
costs. Our research project aims to develop a comprehensive planning tool for hybrid
cloud systems that analyzes static and dynamic resource inventory. A central feature
of this solution is optimizing CPU, memory, and traffic resources to minimize the
costs of combined on-premise and cloud systems. In addition, a cost calculator for
hybrid cloud users will be implemented to provide an aggregated cost overview of
cloud and on-premise systems.

Advanced features of our solution include the implementation of dynamic
resource control, which makes it possible to adjust resource requirements and costs
in real time. By combining static and dynamic analysis and comprehensive cost
aggregation, we aim to develop an effective and efficient solution for planning and
implementing cost-efficient hybrid cloud systems. The system concept for the cost
efficiency subproblem shown in Fig. 2 highlights the new components to be developed
as part of this project.

e In the first step, the primary data sources for calculating operational system costs
must be collected, whether from cloud hosting or SaaS providers.

e This must be compared with the company’s infrastructure costs, including energy
costs.

e Particular attention is also paid to the cost optimization of software licenses in the
rental models commonly used today.

The data sources are stored and processed in an analysis tool in an interoperable
data format. Human expertise is required to define, select, and weigh cost factors.
In functional terms, the cost analysis tool has the character of common economic
controlling tools but must be redeveloped for the planned area and, in particular,
expanded to include the specific development of data sources. According to the
state of the art, IT infrastructures are constantly monitored by system monitoring
and logging functions (in the case of hybrid systems, these are several different
functions). We want to establish the core functions of the system on the basis of
these established methods:

e The static/dynamic system analysis provides the relevant data for cost monitoring
and relevant data for cost monitoring and makes it available for further processing.

e The central component of the system is the cost monitor and efficiency calcula-
tor. This is where the system information is combined with the analyzer’s cost
information to calculate the ongoing operating costs.

e The third pillar of the system visualizes the costs in granular form for the human
planner and provides information for cost optimization.

e A planning and control tool can make cost-optimizing decisions and initiate
implementation. This tool enables the execution of various control functions for
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hybrid cloud systems (resource scaling) and hosted/on-premises systems (e.g.,
deployment tools such as Terraform).

In the implementation of our technical/architectural concept for SKY CONTROL,
the automation of infrastructure and its properties plays a decisive role. Essential
technologies have been available in recent years and can be used effectively in our
system. Here tools and concepts from the SASE (Secure Access Service Edge) area
described in the next section. Another technological basis for the development of
SKY CONTROL is the Sky computing concept [30].

4.4 Module: Risk Management

The last section describes our approach to solving the cost/resource efficiency sub-
problem. The solution to the second subproblem is structurally similar and will
essentially be based on the same system platform but will incorporate other data
sources and additional Free and Open Source Software (FOSS) tools from the risk
management area (some of which are described in the related works Sect. 2). Informa-
tion security risk management is an advanced discipline in the field of management
systems (see the comprehensive textbook [19]). Within the framework of our planned
overall system for effective cost control, the risk control subsystem is intended to
make a selective and delimited contribution here, whereby the established methods
of risk management are to be applied consistently. The main task of risk control in
our context is to ensure that relevant data and its processing are always protected in
such a way that risks are appropriately minimized and the operation of cost control—
which manages and transports data and processes in different operating environments
under certain circumstances—is not hindered. This complex task is divided into three
subtasks:

1. Recording the data and processes affected by the SKY CONTROL system as
(critical) assets

2. Evaluating the protection level of the environment in which the assets are located,
i.e., assessing the current risk for/by an asset

3. Ensuring the appropriate (best possible) level of protection for each asset

As part of the overall concept for SKY CONTROL, the first task falls into the area
of information gathering/source development and extends the “cost analysis tool”
module accordingly to a “cost/risk analysis tool”. Standard methods such as the asset
register (see Fig.3a), for which a suitable interface is to be set up, are suitable for
recording assets and their criticality.

Once the assets have been identified, their criticality is usually determined by
classifying them in a so-called risk matrix (see Fig.3b). This usually has to be done
manually and is a necessary preliminary step when adapting SKY CONTROL to an
operational environment. A suitable interface should be created for this, or existing
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FOSS solutions be used. Consequently, all relevant data for SKY CONTROL is
conceptually accessible.

We deploy (cloud, infrastructure, on-premise) systems. Cost factors, assets, the
criticality of the assets, and the system can, in principle, begin to make and implement
optimization decisions. This is where the last two subtasks of risk management
come into play: the current security level of the systems used must be constantly
determined and kept up to date. This is a typical vulnerability management task
for which we intend to use standard solutions such as OpenVAS [2, 29] as part of
the static/dynamic system analysis component. At this point, only gradual progress
would be achieved compared to conventional vulnerability management systems—
the extension to heterogeneous infrastructures and the simultaneous visibility of costs
andrisks. In SKY CONTROL, however, we are now tackling the more ambitious third
sub-task, namely—as far as possible - the automated assurance of suitable security
levels for all assets. A few years ago, this would have been an almost impossible task
in heterogeneous environments. However, the concept of Secure Access Service Edge
(SASE)—was introduced in 2019 and has since evolved into a solid technology that
offers new possibilities for our purposes [15, 21]. SASE is a synergetic combination
of techniques for controlling security—i.e., enforcing security policies—in complex,
heterogeneous infrastructures.

SASE generally includes the following functionalities:

e Software-Defined Wide Area Network (SD-WAN) is an innovative technology
fundamentally changing how companies manage and optimize their wide-area
networks. SD-WAN is defined as a virtual wide-area network that enables orga-
nizations to use any combination of transport combination of transport services—
including MPLS, LTE and 5G as well as broadband—to connect users to network
locations securely [15]
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e Secure Web Gateway (SWQ) is a critical component of modern network security
architectures that aims to protect organizations and their users from web-based
threats. It acts as an intermediary between users and the Internet by filtering
and monitoring web traffic to ensure compliance with corporate and regulatory
guidelines.

e Cloud Access Security Broker (CASB) acts as a security checkpoint between cloud
service users and cloud service providers and enables internal security policies and
compliance enforces internal security policies and compliance regulations.

e Firewall-as-a-Service (FWaaS) is a cloud-based solution that offers firewall func-
tionalities in a flexible and scalable form and fulfills the same basic tasks as a
conventional firewall.

e Zero Trust Network Access (ZTNA) is based on the principle of never trust, always
verify, which means that neither internal nor external networks are automati-
cally trusted. In the SASE context, ZTNA provides protection for users’ sessions,
regardless of whether they are inside or outside the corporate network.

Figure 4 presents the core components of SASE. SASE enables centralized policy
management with distributed enforcement points that are logically close to the entity
and enable local decision-making when needed [33]. An example of this is the local
enforcement of policies in a branch office using a Customer Premises Equipment
(CPE) device or by local agents on managed devices. This architecture significantly
improves the flexibility and responsiveness of security measures. Elements of SASE,
in appropriate combination, are crucial to addressing the challenges of SKY CON-
TROL for active, asset, and risk-based security management. Their precise use in
the planning and control tool of SKY CONTROL will be the subject of research and
development.

SKY CONTROL is a complex project that is adaptable and incorporates many
existing and new technologies. Some of them are inspirations for the technology to
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be developed in SKY CONTROL, while others (to a lesser extent) can be integrated
into the SKY CONTROL architecture as components.

5 Impact of the Project

In summary, the SKY CONTROL solution stands out with its unique features, setting
it apart from the published state-of-the-art and existing solutions (see Sect. 2 for the
basic concepts and technologies that may be used).

SKY CONTROL takes a holistic view of the value of digital assets and the costs of
their storage and processing. This goes far beyond the classic performance analysis,
bringing the costs and protection of critical data and its processing into the focus of
monitoring, which until now could not be fully monitored by technical solutions.

This applies to hybrid infrastructures, i.e., mixtures of on-premise and multi-cloud
infrastructures, which still need to be inspected for an overall overview. For the first
time, SKY CONTROL thus enables uniform visibility of previously hidden data
and processes to more suitable systems, which has not yet been attempted by any
existing solution. The further ambitious goal of optimizing the factors of costs and
risks and to implement it in real time wherever possible—by transparently inspecting
the parameters under consideration.

In the medium to long term, a solution such as SKY CONTROL could also have
a macroeconomic impact. If this were to create a market, cloud offerings could be
traded in the manner of stocks at a stock exchange. Even companies themselves could
monetize idle resources without evoking security risks. This would allow customers
to distribute their workloads at prices dynamically and offers currently traded on the
market.

SKY CONTROL reduces potential vendor lock-ins by providing an active and
transparent view of the public cloud providers’ offerings. Cloud services’ dynamic
query and cataloging can give SMEs a decisive advantage when rolling out a multi-
cloud environment. An overview of services and costs makes cloud services much less
risky for SMEs. Optimization of the distribution of workloads makes the operation
of cloud instances more efficient, and automated provisioning of workloads reduces
the effort required for operation.

SKY CONTROL can reduce the barrier to entry for SMEs into modern IT infras-
tructure, as it gives them a clear framework for operating their infrastructures and an
overview of medium to long-term costs—in other words, greatly improved planning
capability. Furthermore, the overview of the distributed workloads helps maintain
an overview of one’s infrastructure and, thus, for example, to fulfill compliance and
other regulatory requirements. The integration of the application into existing frame-
works for enterprise architecture (e.g., Enterprise Architect [9], HOPEX [7], etc.)
seems possible. It would have the potential to become a holistic cloud tool for SMEs.
For research, SKY CONTROL offers an opportunity to find answers to many current
questions in cloud computing, especially regarding the setup and efficient admin-
istration of multi-cloud environments. One of the goals is to optimize the process
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of placing resources across different cloud providers. Methods for the efficient and
needs-based allocation of resources are to be investigated and evaluated. A taxonomy
for cost factors is also to be developed.

A central problem of Sky computing for which SKY CONTROL intended to
provide solutions is the distributed processing of services across different cloud
providers. The allocation and distribution of tasks across providers is a significant
challenge, and the orchestration and composition of the individual services is also
a major challenge. These are to be investigated as part of the research project, and
solutions for the operation of the services will be provided.

6 Conclusion and Outlook

In conclusion, the SKY CONTROL framework offers a promising solution for small
and medium-sized enterprises (SMEs) facing the complexity of managing multi-
cloud environments. By combining cost control with risk management, it addresses
two critical challenges: optimizing resource allocation and safeguarding sensitive
data. SKY CONTROL’s dynamic analysis, real-time cost tracking, and risk assess-
ment tools provide SMEs with greater transparency and control over their IT infras-
tructure. Additionally, its application of sky computing enhances the flexibility
and efficiency of multi-cloud setups, offering SMEs a competitive edge in today’s
cloud-driven landscape.

In terms of future development, the SKY CONTROL framework opens up several
avenues for further research and practical application. As cloud computing contin-
ues to evolve, enhancing SKY CONTROL’s capabilities through integration with
emerging technologies such as Al-driven automation and advanced analytics could
further optimize resource allocation and risk management. Additionally, exploring
the scalability of SKY CONTROL for larger enterprises or adapting it to specialized
industries could expand its utility.
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Computing Political Power: )
The Case of the Spanish Parliament e

Aitor Godoy, Ismael Rodriguez, and Fernando Rubio

Abstract In this paper, we present a series of algorithms to calculate the power of
each political party in a parliamentary system. For this purpose, it is necessary to
calculate the proportion of parliamentary majorities in which their participation is
necessary. The usefulness of the proposed methods is illustrated with a real case
study: the Spanish electoral system. For this system, we analyze all the elections
that have taken place since the establishment of democracy in the country. For each
electoral process, we compare the power that each party would have if the allocation
of deputies were proportional to the number of votes, and the real power it has with the
current electoral system. The results obtained contradict intuitions that the Spanish
population usually has about its own electoral system.

Keywords Electoral systems + Power measures + Counting problems *
Approximation methods

1 Introduction

There are a multitude of different electoral systems (see [4] for a detailed classi-
fication). Some systems are purely presidential, meaning that only the president is
elected in them (see e.g. [15]), either in a single round or in a two-round system
where only the two most voted candidates go to the second round. In our case, we
will focus on parliamentary electoral systems (see e.g. [9, 18]), where voters do not
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just elect a president but elect a parliament consisting of a certain number of repre-
sentatives, being each representative assigned to a political party. Subsequently, this
parliament must pass laws (see e.g. [7]) or even elect the prime minister. In order to
do so, majorities must be formed by means of pacts between the political parties.

Within parliamentary systems, there are different ways of electing representatives.
In some cases, each constituency elects only one representative, where the elected
representative will be the one who obtains the most votes in the constituency. In
other cases, each constituency is assigned a certain number of representatives, which
are distributed among the different political parties depending on the number of
votes obtained by each party, following some mathematical law (such as the D’Hont
law [12] or the Webster method [1]). In other cases, the allocations of seats by
constituencies are complemented by additional allocations at the global level, which
may seek to favor the most voted party or to achieve a proportional distribution of
representatives with respect to the percentage of global votes obtained by each party.

In any case, once the parliament is configured, each political party has a certain
amount of power. This power depends fundamentally on how many possible majori-
ties the party is part of—or more specifically, on how many majorities the party is
actually relevant in. For example, if we have four parties (P1, P2, P3, P4) with a
number of representatives of 15, 10, 7 and 5, respectively, then 19 representatives
are needed to obtain a parliamentary majority. This can be achieved by a coalition
of P1 with any other party, but also by a coalition of P2, P3 and P4. There are other
possible coalitions (e.g., P1-P2-P3) but in such cases some party is irrelevant to form
the coalition, since the majority would be obtained equally without that party (e.g.,
with P1-P2 or with P1-P3 but not with P2-P3). Thus, in this example, party P1 forms
a relevant part of 6 majorities, while the rest of the parties form a relevant part of
only 2 possible absolute majorities. Thus, although the party P4 has half as many
seats as P2, its real power to form majorities is exactly the same.

However, if the weight of each party were not given by its number of parliamen-
tarians, but by the number of votes it actually obtained, the possible majorities could
change significantly. In fact, a central issue in the design of any electoral system
is to determine how proportional the system is (see e.g. [3]). This means deciding
whether the number of representatives obtained is a linear function with respect to
the number of votes or not, and if not (which is the most common case), in which
direction it deviates from linearity and how much. Given this scenario, the obvious
question is: Which type of party benefits from each electoral system? That is, which
type of party increases more its power to form majorities if such electoral system is
considered instead of simply counting its number of votes?

In order to choose the most suitable algorithm to (exactly or approximately) solve
a given problem, first of all its computational complexity should be identified (see
e.g. [6, 16, 20]), including its approximability if it is possible (see e.g. [10, 13, 17]),
as even the approximation hardness of a problem has been observed to affect the
suitability of solving it by means of a genetic algorithm [14]. Although it has been
shown that calculating the electoral power of each party to form majorities is a #P-
hard problem (see [8]), in practice it is possible to solve the problem when the number
of parties and seats is relatively small (as is usual in most parliaments). However,
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when we want to calculate the power to form majorities from the number of votes,
the size of the problem can make it convenient to use approximation algorithms to
obtain the solution to the problem, due to the #P-hard nature of the problem. In
this paper, we show several algorithms, including an approximation algorithm for
larger problems, and apply them to analyze a real case study. In particular, we will
analyze the case of the Spanish electoral system, studying quantitatively which type
of political parties benefit the most from the system.

The rest of the paper is structured as follows. In the next section, we introduce the
main concepts on how to measure the power of each political party. Then, in Sect. 3
we show the basic scheme of our algorithms. Afterward, in Sect. 4 we analyze the case
study of the Spanish electoral system. Finally, in Sect. 5 we present our conclusions.

2 Power Measures

In a weighted voting game, the weights of each agent (e.g., its number of repre-
sentatives in a parliament) are not always the best way to measure their power. For
example, in a majority weighted voting game with three agents where the weight of
two of them is 4 and the weight of the remaining agent is 1, the only way any agent
can form a majority is by making a coalition with another agent. Hence, the agent
with weight 1 can be part of the same number of coalitions as the other agents with
weight 4. In this sense, each agent has exactly the same power as the others, despite
them having different weights.

Power indexes exist to give a mathematical formulation to what really is the
influence of a player in a weighted voting game or in a coalition game. They have been
greatly studied in the literature before (see e.g. [2, 5, 19]). Let (A = {ay, ..., a,}, v)
be a simple coalition game where {ay, ..., a,} are the weights of the agents and v
is a function that indicates if the coalition succeeds. The power indexes used in this
paper are the following.

Definition 1 (Shapley-Shubik index) The Shapley-Shubik index for i is the number
of different orders of arrival in which player i can join a coalition, where we say that
player i joins a coalition if its arrival transforms a losing coalition into a winning
coalition. Then, the Shapley-Shubik index for i, ¢; is defined by:

gi= Y (SIIAI =S| = DIS U {i}) — v(5)) (1

SCA\(i)

Definition 2 (Raw Banzhafindex, Banzhaf-Coleman index, Absolute Banzhafindex)
The raw Banzhaf index for i is the number of coalitions where i is pivotal (we will
say that i is pivotal in a coalition if the coalition is successful when i is included but it
is not successful otherwise). The Banzhaf-Coleman index and the Absolute Banzhaf
index are simply the raw Banzhaf index divided by the total amount of agents that are
pivotal and the raw Banzhaf index divided by the total amount of coalitions (2"~1),
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respectively. The raw Banzhaf index (8;), the Banzhaf-Coleman index, (5;), and the
Absolute Banzhaf index (8;"), are defined as follows:

Bl =1(S € A\ (i}]u(S) =0 Au(SU{i}) = 1}] @
B
= =t — 3
b=sr g 3)
" ﬁl/
B = 5 @)

3 Implementation

Although the calculation of the raw Banzhaf index is a #P-hard problem, itis relatively
straightforward to provide practical algorithms in case the number of political parties
to be considered is relatively low. This is the case when considering only parties
that have obtained representation in the parliament. For example, in the case of the
Spanish parliament that we will analyze in the following section, the number of
political parties that obtain representation usually varies between 10 and 20. In this
case, it is sufficient to analyze the 2%° possible pacts that can be formed between
the parties with parliamentary representation. However, in order to compare the
power obtained by these parties in the parliament with the power they would obtain
by considering their votes, it is necessary to analyze all the parties, not only those
that obtain parliamentary representation. In this case, the number of parties to be
considered would be around 50, which makes it unfeasible to analyze the 2% cases.

In order to deal with all political parties running for election, we propose to
use a pseudo-polynomial algorithm similar to the one used to solve the knapsack
problem (see e.g. [11]). As in the knapsack problem, we use a dynamic programming
technique, although a single-dimension array is used in this case. In each position j
of the array, we store the number of different ways in which the votes of the parties
can combine to sum to exactly j. This information will be updated by iteratively
counting the values of cells j — x for all x values denoting the numbers of votes of
some party. The concrete pseudocode of the algorithm is the following, where w;
denotes the weight (i.e., number of votes, or number of deputies) of each party, and
S denotes the set of weights of all the parties:

target = [>_ S/27 — w;

let count, count’ be arrays of size Y § — w; + 1
set count[0] = 1 and count[j] = O for all other j
for every x in S\{w;}

Sl
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count’ = count
foreveryjin {l,...,> S —w;} withj > x

count’[j] = count[j] + count[j - x]

count = count’
5. sol = ZZ,SW" count|j]
Jj=target

Note that the computational complexity of this solution is O(n Y_ S). Thus, it is a
reasonable solution as long as the weights (i.e., votes) of each party are not too large.
In particular, this method is feasible for a few million votes, but it would not be so
good in electoral systems such as the Indian one with a billion voters. For such larger
cases, we have also created a heuristic algorithm that provides a good approximation
using a sampling technique. More specifically, our algorithm counts how many of
the k randomly generated agreements reach absolute majority, and then normalizes
with respect to the maximum number of possible agreements to extrapolate the actual
number of them over the entire agreement space:

1. valid=0
2. loop k times:

(a) target=Y S/2
(b) make a Boolean array of size n where:

1

— pick[i] = True
— Vj # i pick[j] = True with 1/2 prob else False

(c) total =Y {s; | pick[j1}
(d) if total > target then valid = valid + 1

3. sol = 2511 « —Valiid

4 Case Study

In this section, we consider a real case study in which we will apply our algo-
rithms to calculate how the electoral system affects the power of each political party.
More specifically, we focus on the case of national elections in Spain. For each of
the electoral processes that have taken place in Spain since the implementation of
Democracy during the 1970s, we will analyze the electoral power of each party in
three ways: (1) considering the number of votes they obtained in the elections; (2)
considering the number of seats they obtained in the parliament; (3) calculating the
ratio between the two previous values. In the first two cases, we will calculate the

!k is an arbitrary number, and the bigger it is, the more accurate results we will get.
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Banzhaf-Coleman index for each political party, using the algorithms described in
the previous section and the formula described using the raw Banzhaf index. For the
third step it will be sufficient to make the division between both values (the ratio by
seats and the ratio by votes). Thus, a ratio greater than 1 will indicate that the party
has been favored by the electoral system (as its relative power is greater considering
deputies than considering votes), while a ratio lower than 1 will indicate that it has
been disadvantaged.

In the Spanish electoral system 350 deputies are elected. There is a constituency
for each of the 50 provinces of the country. In addition to these 50 constituencies,
there are another 2 corresponding to the autonomous cities of Ceuta and Melilla. The
number of deputies elected in each constituency depends directly on the population
of the constituency. However, even the smallest provinces are guaranteed to have at
least two representatives (except for the autonomous cities of Ceuta and Melilla, with
only one representative each). Thus, very small provinces may be over-represented
in parliament. On the other hand, within each constituency, the D’Hont law is used
to distribute the deputies taking into account the number of votes obtained by each
political party. As is well known, this system of distribution slightly rewards the
majority parties within the constituency, with the impact of the prize being smaller
as the constituencies become larger. In fact, in small constituencies it is almost
impossible for minority parties to obtain representation.

The majority belief among Spanish voters is that the current electoral system
greatly favors those nationalist parties that only run in a few constituencies. For
example, parties such as ERC or CiU (or more recently Junts) only run in Catalan
constituencies, while EAJ-PNV or Bildu only run in Basque constituencies. In fact,
more recently, new regionalist political parties have emerged that run in a single
constituency, in order to try to gain high influence for their territories. Examples of
this style are PRC or TeruelExiste.

The most relevant data on the electoral results and the power of each party in
each of the electoral processes are summarized in the tables shown at the end of the
paper. For each party, it shows (in this order) the number of votes it obtained, the
relative power that such votes conferred to form voting majorities, the number of
deputies obtained, the relative power that such number of deputies conferred to form
parliamentary majorities, and the ratio between both powers. That is, the last column
will be greater than 1 if the electoral system has favored it, or less than 1 if it has
harmed it. Moreover, those political parties that only run in a few constituencies are
marked in blue, while those with a national scope remain in black.

The study of the power of each party according to the number of votes obtained
has been carried out taking into account all the political parties that ran in each
electoral process, regardless of whether they obtained parliamentary representation
or not. However, given that for parties without parliamentary representation the ratio
between both powers will always be 0, we have preferred to show only the data of
the parties that obtained parliamentary representation. The only exception is that
sometimes we also include data from some parties (such as CDS or very specially
PACMA) that despite not having obtained representation, they did obtain a much
higher number of votes than other parties that did obtain deputies. The purpose of
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showing these data is simply to illustrate that, indeed, this situation usually exists
with the Spanish electoral system.

Finally, we would like to note that when calculating the possible pacts, we assume
that any political party can pact with any other, regardless of its ideology. We have
made this decision because ideological issues are independent of the electoral model
itself, which is what we are really evaluating. Besides, the decision on who could
pact with whom would not be objective. In fact, there have been investiture pacts
between parties that, in principle, were very distant ideologically.

4.1 Analysis of Results

Before analyzing the general rules that can be drawn, it is worth commenting sepa-
rately on the 1982, 1986, 2000, and 2011 elections. In those elections, the winning
party obtained an absolute majority. Thus, all possible government coalitions went
through that winning party. That is, its relative index of power in terms of deputies
was 1 and that of the rest of the parties was 0. In the 1982 elections, the winning party
was also very close to obtaining an absolute majority of the votes, so its relative index
of power per votes was also close to 1. In other words, the winning ratio remained
near 1. On the other hand, in the electoral processes of 1986, 2000, and 2011 the
winning party did not obtain an absolute majority of votes. Thus, in those elections
the winning party obtained a significant gain of power by using the electoral system,
while the rest of the parties obtained a 0 ratio, since their power to form majorities
after the elections was nil. The situation was very similar in 1989, where the winning
party did not obtain an absolute majority but came within one deputy.

From such cases it is easy to infer that the electoral system favors the majority
party in those cases in which the amount of votes obtained is close to the absolute
majority without reaching it (obtaining winning ratios of 1.52 in 1986, 1.72 in 2000,
or 1.44 in 2011) and disadvantages the rest, which are left with a 0 improvement
ratio.

If we turn to the more general case, it is striking that, in absolutely all electoral
processes, the majority party obtains a winning ratio greater than 1. However, it
undergoes very significant variations, from as high as 1.02 in 1982 to 2.59 in 1979.
That is, the winning party is always favored, but the ratio is not usually very high, as
it has only been greater than 2 in two electoral processes.

The fact that the majority party is favored by the electoral system is to be expected.
In fact, the popular belief is that the system favors the largest parties. However, this
belief is in clear contradiction with the second general conclusion that can be drawn:
the second most voted party always worsens its power ratio in all electoral processes.
That s, the system does not reward the largest parties, since the second largest party is
always punished with ratios always strictly below 1 and, in nearly half of the electoral
processes, below 0.5. In fact, if we calculate the average ratio obtained during the 16
electoral processes by the second most voted party, it is 0.48, while that of the first
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party is 1.51. That is, the system rewards (on average) with more than 50% of extra
power to the winner, while the power of the second most voted party is halved.

When we move on to analyze the case of parties that only run in a few constituen-
cies, the situation is more interesting. The two most paradigmatic cases are EAJ-PNV
(in the Basque Country) and CiU (in Catalonia), which have obtained representation
in all electoral processes, although under different names.” These parties are per-
ceived by society as parties that are rewarded by the electoral system above the rest.
However, if we analyze their electoral results, we can see that EAJ-PNV has only
obtained ratios higher than 1 in 8 occasions, while CiU has only obtained positive
rewards in 6 out of 16 electoral processes. That is to say, the electoral system has
harmed them on more occasions than it has benefited them. However, these results
also admit another alternative view, because the variance of their ratios is much
higher than that of other political parties. In fact, in several electoral processes their
relative power has increased to a very high degree, reaching its peak in 1996, where
PNV’s improvement ratio was 7.17 and that of CiU was 66.25. In other words, we
can conclude that, in general, the electoral system does not benefit them (in fact, there
are more occasions in which it harms them), but it is true that the electoral system
favors them in certain situations. In fact, if we calculate the average winning ratio,
we obtain 1.28 for EAJ-PNV and 4.87 for CiU, because when they obtain profit,
they obtain very large profits.

The situation of other parties that only run in a few provinces is worse than in the
case of EAJ-PNV and CiU. For example, ERC has only obtained ratios above 1 in 6
out of 16 occasions, obtaining an average ratio of 0.71, while the left-independence
voting spectrum (HB, Amaiur, Bildu) in the Basque Country has obtained ratios above
1 in only 3 occasions, with an average ratio of 0.82. Something similar happens with
BNG in Galicia, which has only obtained positive ratios 3 times. Slightly better have
been CC'’s results in the Canary Islands, with 5 positive ratios in the 11 elections it
has contested, with an average ratio of 1.33.

Another widespread belief is that national minority parties are always disadvan-
taged by the Spanish electoral system. This statement is almost true, since in most
situations the ratios obtained by this type of parties (PCE, IU, CDS, UPyD, Cs,
Podemos, UP, Vox, Sumar, or PACMA) are not only less than 1, but usually even
less than 0.3. However, in a few occasions, both the third and fourth national parties
can obtain ratios strictly higher than 1. In fact, in 2015 and in 2023 both the third and
the fourth national parties obtained at the same time ratios strictly greater than 1 (Cs
and Podemos in 2015, Vox and Sumar in 2023), while in the first electoral process
of 2019 the fourth party (UP) obtained 1.14, and in the second electoral process of
2019 the third party (Vox) obtained 1.12.

2 CjU’s ideological space has run for the different elections under different names such as PDPC,
CiU, DiL, CDC, or Junts.
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5 Conclusions

Perceptions of the strengths and weaknesses of electoral systems are often overly
influenced by personal biases. In order to objectively analyze the influence of an elec-
toral system, it is necessary to be able to accurately, objectively and unambiguously
compute the results of the system. Unfortunately, such analyses are not frequent in
the literature, partly due to the computational difficulty of the problem.

In this paper, after developing specific algorithms to calculate the power of parties
to form majorities, we have been able to analyze a real case study: the Spanish
electoral system. Our computational study has allowed us to confirm some common
beliefs (such as that the most voted party usually benefits from the electoral system),
but it has also allowed us to discard other widely held beliefs. In particular, we have
shown that the large national parties do not benefit from the system, because although
the first party always benefits, the second party always loses. On the other hand, we
have also ruled out the belief that the system favors nationalist parties that only run
in a few constituencies. Our computational study has found that, while it is true that
on certain occasions the system gives them an enormous advantage, in most cases
they are disadvantaged. That is, it is true that sometimes it favors them a lot, but it is
also true that most of the time it does not favor them.

Note that in our computational study, when calculating the relative power of each
party, we have only taken into account the votes and the deputies obtained by them.
However, we have not introduced restrictions related to impossible pacts due to the
fact that the ideology of the corresponding parties may be completely incompatible.
We have preferred not to include ideological aspects for two reasons. First, there is
no objective way to determine which parties are compatible with each other (in fact,
in the electoral processes studied there are several cases of coalitions that include
opposing parties on the left-right ideological axis). Second, and more importantly,
such ideological aspects are outside the electoral system itself. That is to say, whether
or not a party can ideologically agree with another party does not depend on how the
seats are distributed, but on its political affinity.

1977 elections 1979 elections
Party Votes | V.Power |Seats| S.Power |S/V power Party Votes | V.Power |Seats| S.Power |S/V power
UCD [6310391]0.326079| 165 [0.725624 2.225297 UCD |6268593|0.317087| 168 |0.821259 2.590013
PSOE [5371866(0.183181| 118 |0.048375| 0.264082 PSOE |5469813[0.201875] 121 [0.026599| 0.131760
PCE |1709890(0.139601| 20 |0.048375| 0.346522 PCE |1938487(0.195861| 23 |0.026599| 0.135805
FPAP [1504771]0.113382| 16 |0.048375| 0.426654 CD  |1060330{0.063008| 9 |0.026599| 0.422151
PDPC | 514647 [0.041827| 11 [0.048375| 1.156561 CiU | 483353 (0.034845| 8 [0.026599]| 0.763363
EAJ-PNV| 296193 |0.019386| 8 [0.035525| 1.832493 EAJ-PNV| 296597 [0.020429| 7 [0.026392| 1.291905
PSP-US | 816582 |0.056544| 6 |0.012850| 0.227251 PA 325842 10.022507| 5 |0.020596| 0.915093
UCDCC | 172791 [0.011761| 2 ]0.011338] 0.963988 HB 172110 [0.011897| 3 [0.006106/ 0.513290
EE 61417 [0.004215] 1 [0.005291| 1.255149 UPC 58953 [0.004067| 1 [0.003208| 0.788909
CEEC | 143954 |0.009843| 1 ]0.005291 0.537550 UPN 28248 [0.001948] 1 [0.003208| 1.646653
CIC 29834 |0.002049| 1 ]0.005291] 2.582248 PUN | 378964 [0.026202| 1 ]0.003208| 0.122449
CAIC | 37183 [0.002553| 1 [0.005291| 2.072102 PAR 38042 (0.002624| 1 ]0.003208| 1.222682
ERC-FN | 123452 0.008522| 1 [0.003208| 0.376484
1

EE 85677 |0.005912 0.003208| 0.542727
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1986 elections
Party | Votes | V.Power |Seats| S.Power |S/V power
1982 elections PSOE|8901718|0.656149| 184 [1.000000| 1.524043
Party Votes | V.Power [Seats| S.Power |S/V power AP |5247677|0.053833| 105 [0.000000| 0.000000
PSOE [10127392{0.975734| 202 |1.000000| 1.024869 CDS [1861912(0.053833| 19 [0.000000| 0.000000
AP-PDP | 5548107 [0.001793| 107 |0.000000{ 0.000000 CiU |1014258]0.053832| 18 |0.000000{ 0.000000
CiU 772726 (0.001793| 12 |0.000000| 0.000000 IU | 935504 |0.053814 7 |0.000000| 0.000000
UCD | 1425093 |0.001793| 11 [0.000000{ 0.000000 PNV | 309610 [0.020370| 6 |0.000000| 0.000000
PNV-EAJ| 395656 |0.001793| 8 [0.000000| 0.000000 HB | 231722 (0.014278| 5 {0.000000| 0.000000
PCE 846515 |0.001793| 4 {0.000000{ 0.000000 EE | 107053 [0.006330( 2 |0.000000{ 0.000000
CDS 604309 (0.001793| 2 [0.000000| 0.000000 CG | 79972 [0.004712| 1 |0.000000| 0.000000
HB 210601 |0.001768| 2 [0.000000| 0.000000 UV | 64403 |0.003788| 1 |0.000000| 0.000000
ERC 138118 |0.001501| 1 [0.000000{ 0.000000 CAIC| 65664 [0.003863| 1 |0.000000{ 0.000000
EE-IPS | 100326 |0.001146| 1 [0.000000| 0.000000 PAR | 73004 |0.004298| 1 [0.000000{ 0.000000
1989 elections 1993 elections
Party Votes | V.Power (Seats| S.Power |S/V power Party Votes | V.Power |Seats| S.Power |S/V power
PSOE |8115568(0.532103| 175 |0.997078| 1.873844 PSOE |9150083]0.325946| 159 [0.500000| 1.533997
PP 5285972(0.099711| 107 {0.000243| 0.002442 PP 8201463|0.211562| 141 [0.166667| 0.787792
CiU  |1032243]0.058495| 18 [0.000243| 0.004163 U 2253722(0.211408| 18 [0.166667| 0.788366
U 1858588(0.099706| 17 |0.000243| 0.002442 CiU 1165783]0.057346| 17 |0.166667| 2.906329
CDS [1617716(0.099283| 14 [0.000243| 0.002452 EAJ-PNV| 291448 |0.021571| 5 |0.000000{ 0.000000
EAJ-PNV| 254681 [0.011684| 5 |0.000243| 0.020839 CcC 207077 [0.015014| 4 ]0.000000| 0.000000
HB 217278 10.009898| 4 0.000243| 0.024600 HB 206876 10.014999 2 {0.000000| 0.000000
PA 212687 |0.009682| 2 [0.000243| 0.025148 ERC 189632 (0.013702| 1 |0.000000| 0.000000
Uuv 144924 10.006554| 2 ]0.000243| 0.037148 PAR 144544 10.010372| 1 |0.000000( 0.000000
EA 136955 [0.006191| 2 ]0.000243| 0.039326 EA-EE | 129293 (0.009260| 1 {0.000000| 0.000000
EE 105238 {0.004752 2 [0.000243| 0.051242 uv 112341 {0.008031| 1 |0.000000| 0.000000
PAR 71733 ]0.003236 1 |0.000243| 0.075238 CDS 414740 10.033905| 0 {0.000000| 0.000000
AIC 64767 ]0.002922| 1 |0.000243| 0.083339
1996 elections 2000 elections
Party | Votes | V.Power |Seats|Se.Power|S/V power Party Votes | V.Power [Seats| S.Power [S/V power
PP 9716006]0.329087| 156 |0.453879| 1.379206 PP 10321178]0.580909] 183 |1.000000| 1.721439
PSOE 9425678|0.324827| 141 |0.171655] 0.528452 PSOE | 7918752 [0.064889] 125 [0.000000] 0.000000
U |2639774]0.324827| 21 |0.171655| 0.528452 CiU | 970421 0.064889] 15 |0.000000] 0.000000
CiU  |1151633]0.002130( 16 (0.141112|66.245234 U 1263043 |0.064889] 8 |0.000000] 0.000000
EAJ-PNV| 318951 10.002130] 5 ]0.015272) 7.169398 EAJ-PNV| 353953 [0.036507] 7 |0.000000] 0.000000
CC_ |220418 10.002077] 4 |0.015272) 7.352791 CC | 248261 [0.023962] 4 [0.000000] 0.000000
BNG | 220147 |0.002076| 2 [0.009163| 4.413040 BNG 306268 10.030327] 3 10.000000] 0.000000
HB 181304 {0.001919| 2 |0.009163| 4.775024 PA 206255 10.019579] 1_]0.000000] 0.000000
ERC 167641 {0.001827| 1 |0.004276| 2.340796 ERC 194715 10.018426] 1 10.000000] 0.000000
EA | 115861 ]0.001298] 1 ]0.004276| 3.295044 ICV_ | 119290 [0.011146] 1 |0.000000] 0.000000
UV | 91575 [0.001060] 1 |0.004276] 4.032584 EA | 100742 [0.009375] I |0.000000] 0.000000
CHA 75356 10.006990{ 1 {0.000000| 0.000000
2004 elections 2008 elections
Party Votes | V.Power |Seats| S.Power [S/V power Party Votes | V.Power |Seats| S.Power [S/V power:
PSOE |11026163(0.402820( 164 |0.515777| 1.280414 PSOE |11289335(0.412045| 169 |0.560256| 1.359698
PP 9763144 |0.139408| 148 |0.105583| 0.757365 PP 10278010|0.136917| 154 [0.096154| 0.702276
CiU 835471 |0.084544( 10 [0.099515| 1.177073 CiU 779425 10.110312| 10 [0.096154| 0.871653
ERC 652196 (0.055164| 8 ]0.080097| 1.451980 EAJ-PNV| 306128 |0.028651| 6 [0.093590| 3.266506
EAJ-PNV| 420980 |0.045152| 7 [0.066748| 1.478290 ERC 298139 [0.028065| 3 |0.044872| 1.598872
U 1284081 [0.135137| 5 |0.042476| 0.314316 U 969946 (0.130017| 2 |0.026923| 0.207073
CcC 235221 [0.021073| 3 ]0.035194| 1.670071 BNG 212543 (0.020337| 2 [0.026923| 1.323836
BNG 208688 [0.018940| 2 ]0.021845| 1.153381 CC-PNC | 174629 |0.017534| 2 |0.026923| 1.535495
CHA 94252 |0.008934| 1 [0.010922| 1.222525 UPyD 306079 (0.028648| 1 [0.014103| 0.492273
EA 80905 [0.007530{ 1 ]0.010922| 1.450425 NABAI | 62398 |0.006577| 1 |0.014103|2.144291
1

NABAI | 61045 |0.005649 0.010922| 1.933535
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2015 elections
2011 elections Party Votes | V.Power [Seats| S.Power |S/V power
Party Votes | V.Power |[Seats| S .Power [S/V power PP |7236965|0.344767| 123 |0.428364| 1.242473
PP 11086656610.692979] 186 [1.000000] 1443044 PSOE  |5545315|0.180118| 90 |0.167418] 0.929494
PSOE 17003511 10.045191] 110 10.000000] 0.000000 Podemos |3198584[0.119143| 42 [0.151709] 1.273341
CiU__ | 1015691 [0.045172| 16 |0.000000] 0.000000 Cs  [3514528|0.143175| 40 |0.143273 1.000680
TU-Ver | 1686040 [0.045191] 11 [0.000000] 0.000000 ECP__| 929880 |0.036087) 12 10.021091] 0.584452
Amainr | 334298 10.019363 7 10000000 0.000000 Compr-Pod| 673549 [0.025918| 9 |0.017600] 0.679067
UPyD | 1143225 [0.045191] 5 _|0.000000] 0.000000 ERC | 601782 ]0.023145| 9 ]0.017600] 0.760420
EAJ-PNV | 324317 [0.018621] 5 [0.000000] 0.000000 DyL | 567253 10.021823| 8 |0.015855| 0.726502
FRC 556985 100142461 3 10.0000001 0.000000 Marea | 410698 [0.015526] 6 [0.012655| 0.815076
BNG 134057 10.009963| 2 10.0000001 0.000000 EAJ-PNV | 302316 [0.011558] 6 |0.012655 1.094856
CC-NC | 143881 [0.007688] 2 [0.000000] 0.000000 IU_ | 926783 0.035973] 2 |0.004800| 0.133435
TV-Eq-Com]| 125306 [0.006685| 1 _|0.000000] 0.000000 Bildu | 219125 0.008346] 2 [0.004800| 0.575109
PACMA | 102144 [0.005432] 0 |0.000000] 0.000000 CC-PNC | 81917 J0.003153] 1 ]0.002182] 0.692055
PACMA | 220369 [0.008394| 0 |0.000000| 0.000000
2016 elections 2019A elections
Party Votes | V.Power [Seats| S.Power |S/V power Party Votes | V.Power |Seats| S.Power |S/V power
PP [7941236]0.445271| 137 |0.482317| 1.083199 PSOE |7513142(0.338596| 123 [0.437233] 1.291313
PSOE  |5443846/0.166494| 85 [0.142073| 0.853321 PP |4373653|0.161041| 66 |0.145744[0.905016
UP  [3227123]0.154739] 45 |0.142073] 0.918144 Cs  |4155665/0.153609| 57 |0.145744] 0.948801
Cs  |3141570[0.150957| 32 [0.133537] 0.884602 UP  |2897419(0.082688| 33 [0.094577| 1.143780
ECP | 853102 [0.013740] 12 |0.020732| 1.508876 VOX  |2688092[0.071412 24 [0.051167 0.716505
Compr-Pod| 659771 [0.013006] 9 |0.017683| 1.359619 ERC  [1020392[0.043468| 15 |0.046470] 1.069068
ERC | 632234 [0.012696] 9 [0.017683| 1.392843 ECP | 615665 [0.028236] 7 |0.017151] 0.607410
CDC | 483488 ]0.010684] 8 [0.016463| 1.540870 Junts | 500787 [0.022402] 7 [0.017151] 0.765581
Marea | 347542 [0.007261] 5 |0.010976] 1.511560 EAJ-PNV | 395884 [0.017574] 6 |0.014731| 0.838232
EAJ-PNV | 287014 [0.006179] 5 [0.010976 1.776210 Bildu | 259647 |0.011447| 4 |0.011457| 1.000885
Bildu | 184713 0.003896] 2 [0.003659] 0.939069 NA+ | 107619 ]0.004722] 2 |0.004626] 0.979597
CC-PNC | 78253 [0.001804] 1 [0.001829] 1.013824 EC-UP | 238061 |0.010476] 2 [0.004626] 0.441557
PACMA | 286702 [0.006174] 0 [0.000000| 0.000000 CC-PNC | 137664 [0.006044] 2 [0.004626] 0.765340
Compromis| 173821 [0.007643] 1 [0.002348| 0.307260
PAC 52266 |0.002294] 1 [0.002348] 1.023612
PACMA | 328299 [0.014505] 0 |0.000000] 0.000000
2023 elections
2019N elections Party Votes | V.Power |Seats| S.Power [S/V power
Party Votes | V.Power |Seats| S.Power |S/V power| PP [8160837]0.282760] 137 [0.414691| 1.466584
PSOE 679219910.327092| 120 |0.360294| 1.101507 PSOE [7821718]0.206616] 121 [0.177559] 0.859369
PP 5047040]0.196526| 89 |0.194782| 0.991123 VOX [3057000[0.123601] 33 [0.157895] 1.277451
VOX 3656979]0.174015| 52 |0.194545] 1.117979 Sumar |3044996(0.121086| 31 |0.138230| 1.141584
UP 2381960]0.084539] 26 [0.079813] 0.944094 ERC | 466020 [0.055362] 7 |0.028340] 0.511902
ERC 874859 [0.028048| 13 [0.037129] 1.323758 Junts | 395429 [0.044981| 7 |0.028340] 0.630050
Cs 1650318]0.060439| 10 |0.026826| 0.443849 Bildu | 335129 [0.037584| 6 [0.023713]0.630941
Junts 530225 |0.018787| 8 ]0.021321] 1.134847 EAJ-PNV| 277289 [0.031191] 5 [0.015616] 0.500658
ECP 549173 10.019463 0.018631] 0.957258 BNG | 153995 [0.015990] 1 [0.005205] 0.325546
EAJ-PNV 379002 (0.013485 0.016061| 1.191022 CcC 116363 [0.012172] 1 0.005205] 0.427664
Bildu 277621 0.009882 0.013372{ 1.353202 UPN 52188 [0.005471] 1 [0.005205] 0.951400
CC-NC 124289 [0.004426 0.005313] 1.200322 PACMA | 169237 [0.017352] 0 |0.000000] 0.000000

5
6
5
2

CUP 246971 |0.008792| 2 ]0.005313] 0.604238

EC-UP 188231 |0.006706 2 ]0.005313] 0.792250
2
2
1
1
1
1
0

+PaAfAs-Eq [330345[0.011760 0.005313] 0.451760
NA+ 99078 10.003529 0.005313| 1.505300
TeruelE 19761 0.000704 0.002666| 3.786117

MAfak.°S COM| 176287 |0.006280 0.002666| 0.424486
BNG 120456 0.004290 0.002666| 0.621435
PRC 68830 |0.002452 0.002666| 1.087123
PACMA 228856 |0.008147 0.000000| 0.000000




80

A. Godoy et al.

Disclosure of Interests. The authors have no competing interests to declare that are
relevant to the content of this article.

Acknowledgements This work has been partially supported by Spanish projects PID2019-
108528RB-C22 and PID2023-1499430B-100.

References

16.

17.

18.

19.

20.

. Balinski ML, Young HP (1980) The Webster method of apportionment. Proc Natil Acad Sci

77(1):1-4

. Banzhaf J (1965) Weighted voting doesn’t work: a mathematical analysis. Rutgers Law Rev

19(2):317-343

. Benoit K (2000) Which electoral formula is the most proportional? a new look with new

evidence. Polit Anal 8(4):381-388

. Bormann N-C, Golder M (2013) Democratic electoral systems around the world, 1946-2011.

Electoral Stud 32(2):360-369

. de Keijzer B (2008) A survey on the computation of power indices and related topics
. Galiana J, Rodriguez I, Rubio F (2023) How to stop undesired propagations by using bi-level

genetic algorithms. Appli Soft Comput 136:110094

. Godoy A, Rodriguez I, Rubio F (2022) On the hardness of finding good pacts. In: 2022 IEEE

CEC. IEEE, pp 1-8

. Godoy A, Rodriguez I, Rubio F (2023) Majority problems: formal study and practical

resolution. In: 2023 IEEE SMC. IEEE, pp 452-459

. Kam C, Bertelli AM, Held A (2020) The electoral system, the party system and accountability

in parliamentary government. Am Polit Sci Rev 114(3):744-760

. Kochetov YA, Panin AA, Plyasunov AV (2017) Genetic local search and hardness of

approximation for the server load balancing problem. Autom Remote Control 78(3):425-434

. Martello S, Toth P (1987) Algorithms for knapsack problems. In: Surveys incombinatorial

optimization, vol 132. North-Holland, pp 213-257

. Medzihorsky J (2019) Rethinking the D’Hondt method. Politi Res Exchange 1(1):1-15
. Mondal D, Parthiban N, Kavitha V, Rajasingh I (2021) APX-hardness and approximation for

the k-burning number problem. In: WALCOM’21: algorithms and computation. Springer, pp
272-283

. Mufioz A, Rubio F (2021) Evaluating genetic algorithms through the approximability hierarchy.

J Computat Sci 53:101388

. Passarelli G (2020) The presidential party: a theoretical framework for comparative analysis.

Polit Stud Rev 18(1):87-107

Rodriguez I, Rosa-Velardo F, Rubio F (2020) Introducing complexity to formal testing. J Log
Algebraic Methods Program 111:100502

Rodriguez I, Rubio D, Rubio F (2023) Complexity of adaptive testing in scenarios defined
extensionally. Front Comput Sci 17(3):173206

Sartori G (1994) Parliamentary systems. In: Comparative constitutional engineering: an inquiry
into structures, incentives and outcomes, pp 101-119

Shapley LS, Shubik M (1954) A method for evaluating the distribution of power in a committee
system. Am Polit Sci Rev 48(3):787-792

Sharma VS, Srivastava P (2020) The pspace-hardness of understanding neural circuits.
arXiv:2006.08266


http://arxiv.org/abs/2006.08266

Computing Political Power: The Case of the Spanish Parliament 81

Open Access This chapter is licensed under the terms of the Creative Commons Attribution 4.0
International License (http://creativecommons.org/licenses/by/4.0/), which permits use, sharing,
adaptation, distribution and reproduction in any medium or format, as long as you give appropriate
credit to the original author(s) and the source, provide a link to the Creative Commons license and
indicate if changes were made.

The images or other third party material in this chapter are included in the chapter’s Creative
Commons license, unless indicated otherwise in a credit line to the material. If material is not
included in the chapter’s Creative Commons license and your intended use is not permitted by
statutory regulation or exceeds the permitted use, you will need to obtain permission directly from
the copyright holder.


http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/

Unraveling Social Network Factors )
in Predicting Depression with a Machine | @&
Learning Approach

Eunjae Kim®, Kyu-man Han®, and Eun Kyong Shin

Abstract This study identifies the key factor contributing to major depressive
disorder using a machine learning approach. Depression is a global public health
concern, particularly significant in South Korea due to its strong association with
high suicide rates. While demographic, socioeconomic, medical history, and social
network-focused factors are associated with depression, the consensus on the most
critical one is challenging due to methodological limitations. To address this, we
applied Partial Least Squares Discriminant Analysis (PLS-DA) and evaluated selec-
tivity ratios. 172 participants were included, 70 depressed and 102 non-depressed,
assessed by the Hamilton Depression Rating Scale. To gauge the social embeddings
of participants, we used UCLA Loneliness Scale (UCLA-3). We included demo-
graphic, socioeconomic, and medical history features for the all-inclusive model.
We found that the social network related factors were more critical than others.
Seven items from the UCLA, including “No one really knows me well,” had a selec-
tivity ratio greater than 2. No features from other factors were found significant. This
study underscores that poor-quality social relationships are strongly associated with
depression. These findings can enhance early screening for depression and enable
the development of tailored interventions for effective treatment and management.
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1 Introduction

Major depressive disorder (depression, hereafter) is a significant and debilitating
global public health issue [1]. It is characterized by a depressed mood, diminished
interest in daily activities, and impaired cognition due to functional changes in brain
circuits [2]. Depression is associated with weakened social functioning, including
reduced interactions and communication [3]. In South Korea, depression is partic-
ularly concerning due to its rapidly increased prevalence and its high suicide rates,
necessitating an epidemiological approach to prevention and treatment [2, 4].

Depression is associated with various factors. In addition to psychological and
physiological factors [5-7], social factors, such as gender and socioeconomic status,
play a crucial role in explaining depression [8—11]. Recent depression studies
emphasize the importance of the quality of social networks [12—-15]. Loneliness,
a distressing psychological state due to unsatisfactory social relationships, is known
to be strongly associated with depression [16—18].

Howeyver, the lack of consensus on the most critical factors associated with
depression is due to methodological challenges [19]. This study identifies the key
factor contributing to depression using a machine learning approach. We employed
Partial Least Squares Discriminant Analysis (PLS-DA), which is well-suited for
high-dimensional data and small sample sizes, to examine the importance of demo-
graphic, socioeconomic, medical history, and social network features among 172
study participants (70 depressed individuals and 102 non-depressed). We also evalu-
ated selectivity ratios to assess the most significant features that distinguish depressed
individuals from non-depressed individuals. Identifying the crucial factor is essen-
tial not only for the early screening of depression but also for developing tailored
interventions for effective depression treatment and management.

2 Method

2.1 Data and Operationalization

Study participants (N = 172) were recruited from May 2019 to February 2021 at
an outpatient psychiatric clinic in a university hospital in Seoul, South Korea. To
minimize external influences on symptom, individuals were excluded based on the
following criteria: comorbidity with other major psychiatric disorders, depression
with psychotic features, acute suicidal or homicidal ideation requiring hospitaliza-
tion, history of a serious or unstable medical illness, primary neurological conditions
(e.g., Parkinson’s disease, cerebrovascular disease, or epilepsy), and recent abnormal-
ities detected in physical examination or laboratory tests. The Hamilton Depression
Rating Scale was used to evaluate clinical depressive symptoms [20]. Participants
scoring 8 or higher (up to 54) were classified as clinically depressed [21], while those
scoring below 8 were classified as non-depressed.
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To gauge the social embedding of the participants, we used the UCLA Loneliness
Scale (UCLA-3) questionnaire items [22], which is widely used self-report tool eval-
uates loneliness in clinical settings [23]. The scale consists of 20 items that assess
the subjective quality of social connectedness and psychological loneliness [22, 24].
The total score ranges from 20 to 80, with higher scores indicating greater levels of
loneliness. Severity categories include low (20-34), moderate (35-49), moderately
high (50-64), and high (65-80) [25]. For demographic and socioeconomic factor,
we included age, gender, education, employment status, and marital status. We addi-
tionally add prescription history (medication usage for psychiatric conditions), the
number of past depressive episodes, and family history of depression [26—28]. Finally,
we incorporated stressful life events associated with depression [26].

2.2 Analysis

We employed Partial Least Squares Discriminant Analysis (PLS-DA) to evaluate
the distinctive contribution of each explanatory factor for depression. PLS-DA is
a supervised algorithm that effectively handles high-dimensional and imbalanced
clinical data, performing well for disease classification including depression [29—
31]. We used selectivity ratio (SR), a variable selection technique, to further evaluate
the most critical explanatory features [32]. SR is a widely adopted for ranking features
based on their contribution to outcome variance, and it is particularly effective with
highly correlated features [30, 33]. We selected items with SR greater than 2, as this
threshold is associated high probability of accurate classification [34].

‘We built two models: an all-inclusive model, which includes all available vari-
ables in the study and a social network-focused model, which includes only rela-
tional factors. The all-inclusive model identifies the most critical features from each
factor, whereas the social network-focused model assesses the robustness of relational
features exclusively. We used component 1 due to its highest explanatory power (all-
inclusive = 50.37%, network-focused = 57.37%). The remaining minor components
contributed less than 6% of explanatory power. All analyses were performed using
R version 4.2.1 (R Foundation for Statistical Computing, Vienna, Austria).

2.3 Ethnical Approval

This study protocol was approved by the Institutional Review Board of the Korea
University Anam Hospital IRB no. 2019AN0174). Informed consents were obtained
from all participants after a thorough explanation of the study.
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3 Results

Among our study participants, 70 (40.7%) individuals exhibited depressive symp-
toms, while 102 (59.3%) were not depressed. The mean age was 37.4 years (SD =
13.90), ranging from 19 to 64 years. 41% (N = 71) were female, and 59% (N = 101)
were male. 58% (N = 100) held a college degree or higher, 52% were employed (N
= 89), and only 37% (N = 63) were married.

Table 1 summarizes the characteristics of the participants categorized by the pres-
ence of clinical depressive symptoms. Depressed individuals reported higher level of
loneliness, lower socioeconomic status, and a personal or family history of depressive
episodes. While non-depressed individuals reported low levels of loneliness, with a
mean score of 32.8, depressed individuals were more likely to experience moderately
high levels, with a mean score of 52.6 (p < 0.000). Depressed individuals are more
likely to have lower educational attainment (p < 0.000), be unemployed (p < 0.05),
have a prior history of depression (p < 0.000), be under pharmaceutical treatment
(p <0.000), and have a family member with a history of depression (p < 0.05). No
significant differences were found in age, gender, or marital status.

Table 2 shows the classification performance of both the all-inclusive and network-
focused models. The all-inclusive model demonstrated strong performance, with
an accuracy of 0.831, specificity of 0.829, and sensitivity of 0.743 during cali-
bration. Cross-validation results were slightly lower but remained reliable. Both
Leave-One-Out (LOO) validation and venetian blinds cross-validation with four
segments yielded an accuracy of 0.826, specificity of 0.882, and sensitivity of
0.743. The network-focused model also performed well, with an accuracy of 0.820,
specificity of 0.882, and sensitivity of 0.729 across calibration and all validations,
showing consistent predictive power. Despite excluding the demographic, socioeco-
nomic and medical history variables, network-focused model performs exceptionally
well compared to the all-inclusive model, which shows the critical contribution of
relational factors in predicting depression.

To detect the most important features we conducted SR test, and features with an
SR greater than 2 in both models are shown in Fig. 1. The relational factors were the
most important features for both models. In the all-inclusive model, “No one really
knows me well” and “I feel isolated from others” had the highest SR of 2.95, followed
by “I feel alone” (SR = 2.63), “I feel left out” (SR = 2.47), “I am no longer close to
anyone” (2.21), and “There is no one I can turn to” (SR = 2.12). The network-focused
model showed similar results. “No one really knows me well” ranked highest with
an SR of 3.08, followed by “I feel isolated from others” (SR = 2.98), “I feel alone”
(SR = 2.47), “I feel left out” (SR = 2.44), “I am no longer close to anyone” (SR
= 2.22), and “There is no one I can turn to” (SR = 2.12). Additionally, “There are
no people I feel close to” (SR = 2.09) appeared in the network-focused model but
not in the all-inclusive model. The significance of demographic, socioeconomic, or
medical history features were below 1 and less important compared to the network
features.
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Table 1 Characteristics of participants
Depressed Non-depressed p-value
(N =170) (N =102)

Loneliness 526+ 11.7 32.8+10.0

Age 36.2 £ 14.1 38.1 £13.8

Gender

Female 32 (45.7%) 39 (38.2%)

Male 38 (54.3%) 63 (61.8%)

Education -
High school or below 42 (60.0%) 30 (29.4%)

College or higher 28 (40.0%) 72 (70.6%)

Marital status

Married 50 (71.4%) 59 (57.8%)

Not married 20 (28.6%) 43 (42.2%)

Employment status *
Employed 28 (40.0%) 61 (59.8%)

Not employed 42 (60.0%) 41 (40.2%)

Recurrence of depression

Yes 46 (65.7%) 1 (1.0%)

No 24 (34.3%) 101 (99.0%)

N of past depressive episodes 20+27 0.0+£0.2 .
Medication -
Medicated 51 (72.9%) 6 (5.9%)

Not mediated 19 (27.1%) 96 (94.1%)

Family history of depression *

Yes 10 (14.3%) 3 (2.9%)

No 60 (85.7%) 99 (97.1%)

* p<0.000, " p<0.01," p<0.05

:‘?g}fs%DI\Ad(ﬁgéglesri(;nnance Accuracy | Specificity | Sensitivity
depressed individuals during All-inclusive model 0.831 0.892 0.743
calibration Network-focused model |0.820 | 0.882 0.729

For the top seven features, the mean differences between depressed and non-
depressed individuals were all significant (Table 3). Although “No one really knows
me well” had the highest SR in both the all-inclusive and network-focused models,
the largest mean differences were observed in “I feel left out” (difference = 1.46, p
<0.000) and “I feel alone” (difference = 1.45, p < 0.000). Other significant features
included: “No one really knows me well” (difference = 1.35, p < 0.000), “There is
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Fig. 1 Features with selectivity ratios greater than 2

no one I can turn to” (difference = 1.25, p < 0.000), “T feel isolated from others”
(difference = 1.24, p < 0.000), “I am no longer close to anyone” (difference = 1.12,
p <0.000), and “There are no people I feel close to” (difference = 0.91, p < 0.000).
Additionally, self-reported open-ended answers for stressful life events further
support the strong link between poor-quality social relationships and depressive
symptoms. Among the depressed, 33 individuals (62% out of 53 respondents) indi-
cated that significant social relationships were a major source of psychological
distress. As shown in Fig. 2, familial relationships (42%)—including those with
a spouse, parents-in-law, parents, and children—were the most common stressors,
followed by romantic (9%) and work-related relationships (9%). These findings
underscore the strong association between social networks and depression.

Table 3 Independent t-test results of features with selectivity ratio over 2

Depressed Non-depressed Differences
(N =170) (N =102)

No one really knows me well 2.80 1.45 1.35

I feel isolated from others 2.54 1.30 1.24

I feel alone 3.16 1.71 1.45

I feel left out 3.09 1.63 1.46

There is no one I can turn to 2.57 1.32 1.25

I am no longer close to anyone 2.49 1.37 1.12

There are no people I feel close to 2.57 1.66 0.91
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4 Conclusion

This study examined the distinctive predictive contribution of different factors asso-
ciated with depression. We found that the relational factor was the most significant
compared to demographic, socioeconomic, and medical history factors. Depressed
individuals were more likely to lack meaningful social relationships. “No one knows
me well” ranked the highest and all other important features are social network
features. This suggests that the feeling of being understood is a key differentiator
between depressed and non-depressed individuals. Furthermore, poor-quality social
relationships, often resulting from interpersonal conflicts, can cause considerable
distress leading to the development of depression. Our results align with existing
research that emphasize the importance of social networks. Previous studies suggests
that the quality of social relationships, especially loneliness, is a key predictor of
mental health symptoms [16, 35]. We further demonstrated that poor-quality social
relationships are the most critical factor associated with depression.

The Korean sociocultural context may amplify the impact of social relationships
on depression. Traditionally, Korean society is tightly knitted and densely connected
[36, 37]. High expectations for social relationships, which seek deep emotional accep-
tance and inclusion, can easily lead to perceived social isolation when expectations
areunmet [38]. Rapid individualization and modernization may have increased preva-
lence of loneliness in South Korea [39]. Such demanding social relationships can
become significant source of stress, which can lead to depression [40].

This study makes several contributions. First, we demonstrated that the social
network-focused factor is more important than demographic, socioeconomic, and
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medical history factors in predicting clinical depressive symptoms. This suggests
that maintaining healthy relationships can help protect individuals against depression.
Second, we addressed methodological challenges by applying a machine learning
approach. Using PLS-DA models, we identified the most critical factor associated
with depression in a small, high-dimensional clinical sample. Third, we revealed
specific features from the UCLA-3 that differentiate depressed individuals from
non-depressed individuals. Screening for high scores on these seven features could
help detect individuals at risk of developing depression.

This study has some limitations. First, because it uses the cross-sectional data, we
cannot establish a causal relationship between explanatory features and the outcome.
Second, the findings have limited generalizability due to the small sample size, which
included only patients from an outpatient psychiatric clinic. People with undiagnosed
or untreated depression were not included. Third, the results may have been influ-
enced by social distancing policies during the COVID-19 pandemic. Forced physical
separation and lockdowns may have exacerbated psychological distress, particularly
among individuals confined to limited spaces [41].

Despite the limitations, our findings strongly suggest that the quality of social
relationships plays a critical role in depression. Depressed individuals reported a
greater sense of a lack of meaningful relationships compared to non-depressed indi-
viduals. No features from demographic, socioeconomic, and medical history factors
were found to be significant. Designing support group programs to address these
psychosocial challenges in social relationships, such as the need to feel understood
as reflected in the feature “No one really knows me well,” could aid in the recovery
of individuals with major depressive disorder.
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1 Introduction

1.1 Background

The growth of complex, autonomous, heavy-duty mobile machines in industrial
environments has necessitated robust, reliable computing systems capable of man-
aging mission-critical operations [7, 8]. These machines, such as mining equipment
like excavators and loaders, operate in challenging environments characterized by
extreme conditions [5]. Operating conditions include, for example:

e Underground mines with complex tunnel networks

e GNSS denied environments and limited external network connectivity
e Harsh conditions, including extreme temperatures, dust, and mist

e Continuous operation cycles of 16-24 h per day.

Traditionally, these machines have been operated by onboard human drivers, uti-
lizing hydraulic actuators and control systems built around CAN-bus technology.
They incorporate a limited number of sensors for essential surveillance and oper-
ational monitoring. However, the increasing demand for efficiency and safety has
driven the development of more autonomous capabilities [2]. The system proposed
in this paper does not eliminate the possibility of human operation but enhances it,
allowing for various levels of autonomy as operational needs dictate. This flexibility
is crucial in adapting to different scenarios within industrial settings. A promising
solution for these applications has emerged from edge computing, moving compu-
tational resources closer to the origin of data [1, 11]. In edge computing, data is
processed near its origin, thus conserving bandwidth, reducing latency, and enhanc-
ing real-time decision-making capabilities [ 10]. Nevertheless, the distributed essence
of edge computing raises challenges in ensuring system reliability and fault toler-
ance, particularly in the context of heavy-duty mobile machines operating in remote
and harsh environments.

1.2 Problem Statement

Reliability is paramount for heavy-duty autonomous mobile machines operating
in challenging, remote environments. The central problem lies in the vulnerabil-
ity of edge computing systems to unexpected failures, potentially compromising
continuous operation [5, 12]. Challenges include:

Hardware failures in remote locations

Network instability and intermittent connectivity

Limited computational resources at the edge

Diverse failure modes in mobile industrial settings

Need for graceful degradation and rapid recovery without manual intervention.
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1.3 Objective

This research aims to develop and implement a robust, fault-tolerant edge comput-
ing architecture for heavy-duty autonomous mobile machines while advancing the
theoretical understanding of fault tolerance in mobile edge computing environments.
The primary objectives are:

1. To develop a scalable and adaptable fault-tolerant edge computing architecture
that enhances reliability and ensures continuous operation of autonomous mobile
machines in challenging industrial environments.

2. To implement comprehensive fault management mechanisms, including auto-
matic fault detection, isolation, recovery, and graceful degradation strategies.

3. To study IT infrastructure technologies not commonly used inside mobile
machines but which might be beneficial for improving reliability.

4. To study the trade-offs between system complexity, fault tolerance, and opera-
tional efficiency in the context of autonomous mobile machines.

By achieving these objectives, we aim to make mobile industrial automation more
efficient, safer, and reliable in harsh environments, eventually improving productivity
and safety across various industries.

2 System Architecture

2.1 Overview

The fault-tolerant edge computing architecture for heavy-duty autonomous mobile
machines integrates redundancy, distributed processing, and intelligent fault man-
agement. At its core, a dual-host virtual machine (VM) configuration ensures high
availability and resilience against hardware failures.

This configuration comprises two computing nodes capable of hosting multiple
VMs, working in tandem to share computational load and provide failover capa-
bilities. The virtualization layer enables efficient resource utilization and process
isolation, enhancing performance and security.

Four Ethernet switches in a circular topology connect the VM hosts, maintain-
ing network connectivity despite potential link failures and further connecting the
hosts to sensors and actuators crucial for the machine’s operations. These layer 2
switches provide some layer 3 features to assist advanced management and con-
trol functions. Industrial features like RSTP allow quick network reconfiguration,
minimizing downtime. Connections are visualized in Fig. 1.
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Fig. 1 Network architecture of the robust control system

Automatic takeover protocols enable a seamless transition of operations to the
surviving host in case of failure. The architecture incorporates distributed data man-
agement techniques to ensure consistency across the system, employing consen-
sus algorithms and distributed storage solutions to maintain data integrity during
intermittent network connectivity.

The system includes mechanisms for graceful degradation, prioritizing critical
functions when resources are constrained or components fail. This ensures uninter-
rupted essential operations while less critical tasks are suspended or run at reduced
capacity.

The architecture designed for scalability and adaptability, can accommodate addi-
tional nodes as needed, and evolves to meet increasing computational demands or
provide higher levels of redundancy for critical applications.

In conclusion, this fault-tolerant edge computing architecture represents a compre-
hensive approach to ensuring reliability and performance in heavy-duty autonomous
mobile machines. Combining redundant hardware, intelligent software protocols,
and adaptive resource management provides a robust platform capable of with-
standing various failure scenarios while maintaining critical functions in challenging
mobile industrial environments.

2.2 Virtual Machine Hosts

The fault-tolerant edge computing architecture utilizes dual high-performance VMs
hosts as its computational core. These industrial-grade servers are engineered to oper-
ate reliably in harsh industrial environments, withstanding vibrations, temperature
extremes, and other environmental stressors.
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Each host employs a specialized hypervisor based on the Proxmox Virtual Envi-
ronment, which is well-fitted for edge computing. This configuration allows the
deployment of over 30 VMs across both hosts, each dedicated to specific autonomous
machine operations. The VMs operate Ubuntu Linux or FreeBSD, selected for their
stability, security features, and suitability for the specific task.

The dual-host setup is integral to the system’s fault tolerance strategy. Under
normal conditions, the computational load is balanced between hosts. In the event
of host failure, critical VMs are quickly migrated or restarted on the surviving host,
a process managed by health monitoring algorithms.

A PostgreSQL database system, configured in a master-slave replication setup,
ensures data consistency and seamless failover. This centralized data store manages
operational data, sensor readings, machine states, and configuration information.

The architecture is designed for scalability, allowing integration of additional
hosts for increased complexity or redundancy, thus accommodating evolving
computational demands in mobile industrial automation applications.

2.3  Virtual Machines

The fault-tolerant edge computing architecture strategically deploys over thirty VMs
across two hosts. Dynamic resource allocation optimizes performance by configur-
ing VMs with varying resource allocations based on their roles, ensuring optimal
performance for each function. For instance, VMs responsible for real-time sensor
data processing receive higher CPU and memory allocations to ensure low-latency
performance, while less time-sensitive tasks are allocated fewer resources.

Each VM operates in an isolated environment, enhancing overall system security
and preventing resource contention between services. The isolation is vital for the
integrity of critical processes and for containing potential issues within individual
VMs. Critical services run on VMs configured for real-time replication between
hosts to ensure high availability, enabling rapid failover in case of host failure and
minimizing downtime. VM checkpointing for critical VMs further enhances fault
tolerance, allowing quick rollback to known good states during software failures or
data corruption.

The system includes a sophisticated resource allocation algorithm that sup-
ports graceful degradation, dynamically adjusting VM priorities and resources in
response to hardware failures or extreme processing loads. This approach ensures
the autonomous machine can operate safely and effectively, even under constrained
resources. Integrating a centralized PostgreSQL database keeps data consistent
throughout the system and helps with fault tolerance and failover strategies. It also
allows for real-time data sharing between the different parts of the autonomous
system.

This VM-based approach, emphasizing fault tolerance and graceful degradation,
is the key to achieving the high reliability and performance required for autonomous
operations in challenging industrial environments. The VM architecture’s flexibility
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makes it possible to adapt to changing conditions and maintain operational continuity
even in the case of hardware malfunction or resource constraints, making it well-
suited for the demands of heavy-duty autonomous mobile machines.

2.4 Virtual Machine Versus Container

The comparison between complete VMs and containers is a topic of great inter-
est in information technology. Containers, often managed by systems like Docker,
offer lightweight solutions for rapid deployment and scalability. They encapsulate
applications and dependencies into mostly isolated packages that share the kernel
of the host operating system, resulting in lower utilization of resources but inducing
potential security vulnerabilities due to this shared architecture.

In contrast, VMs provide robust isolation by encapsulating entire guest operating
systems at the hardware level through hypervisors. This approach creates firm secu-
rity boundaries, crucial for applications requiring stringent compliance or legacy
systems unsuitable for containerization. VMs offer greater flexibility in operating
system choice, benefiting applications tied to specific OS versions or environments
requiring replication.

VMs demonstrate superior fault tolerance and resilience, allowing seamless
migration between hosts during failures. They leverage established management tools
and security controls, providing administrators with familiar frameworks for virtual-
ized environments. While containers may initiate faster, VMs offer more consistent
and predictable performance profiles, especially for resource-intensive applications.
Additionally, VMs provide mature, feature-rich, persistent storage options, which
are advantageous for long-term data retention.

In the context of fault-tolerant edge computing for heavy-duty autonomous mobile
machines, VMs are preferable due to their strong isolation, diverse OS support,
resource allocation flexibility, and performance predictability. The mature fault toler-
ance mechanisms of VMs, such as live migration and checkpointing, are essential for
maintaining continuous operation in mobile industrial settings. Furthermore, VMs’
persistent storage capabilities better suit robust data management and long-term
retention needs critical for autonomous machine learning and system diagnostics.

While containers excel in agility and efficiency, VMs remain indispensable when
strong isolation, diverse OS support, resource-intensive applications, and established
management practices are required. The choice between containers and VMs ulti-
mately depends on specific application needs and organizational requirements. How-
ever, VMs’ advantages in security, flexibility, fault tolerance, performance consis-
tency, and persistent storage make them crucial tools for heavy-duty autonomous
mobile machine applications.
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2.5 Network Switches

The proposed fault-tolerant edge computing system for heavy-duty autonomous
mobile machines utilizes a network infrastructure comprising four Teltonika
TSW202 industrial-grade Ethernet switches. The key innovation is how these tech-
nologies are applied and integrated to enhance reliability in mobile industrial
environments.

A circular topology, atypical in mobile machinery, is implemented to maintain
network integrity in harsh, high-vibration environments. Each switch maintains ded-
icated connections to its adjacent peers, creating redundant pathways essential for
continuous operation during environmental stresses.

An advanced configuration of the RSTP (IEEE 802.1 AC) manages this loop topol-
ogy effectively [4]. Switch-to-switch uplink ports are configured with point-to-point
link type settings and automatic cost calculations based on link speed, allowing quick
adaptation to dynamic conditions. The implementation achieves instant failure detec-
tion in case of link failure and less than 3 seconds to adapt to the failure when using
RSTP hello-time of 1 s.

This approach addresses the critical need for uninterrupted operation in mobile
industrial automation applications, enhancing the reliability and autonomy of heavy-
duty mobile machines.

2.6 Sensors and Actuators

Integrating sensors and actuators in heavy-duty autonomous mobile machines
presents challenges distinct from stationary industrial systems. Our approach focuses
on improving the reliability and fault tolerance of these critical components,
which operate under extreme conditions and constant motion. Unlike stationary
industrial systems executing single tasks, these machines operate in multi-modal
configurations, requiring adaptive and robust sensor-actuator networks.

We implement a multi-layered sensor redundancy strategy, employing diverse
sensing modalities to measure identical parameters. This redundancy is crucial in
mobile environments prone to sensor failure due to vibration, shock, or environmen-
tal factors. For instance, our system combines LiDAR, radar, and camera data for
obstacle detection, ensuring reliable environmental perception even if one sensor
type fails.

Our actuator control system utilizes a distributed architecture where control units
can operate independently if isolated from the central system. This design ensures
that critical functions remain operational during partial system failures.

We have developed a novel predictive maintenance approach for sensors and
actuators in mobile environments. The system detects signs of potential failures by
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monitoring performance characteristics and environmental conditions. This proac-
tive approach is useful for mobile machinery; unexpected faults between regular
maintenance breaks often disrupt continuous operation.

Our fault-tolerant design considers the practical limitations of implementing a
complete backup system in mobile machinery while focusing on improving avail-
ability and implementing software-based fault detection and compensation mecha-
nisms. This balanced approach improves system resilience without increasing the
costs and compromising economic feasibility.

3 Fault Tolerance Mechanisms

3.1 Automatic Takeover

The fault-tolerant edge computing system for heavy-duty autonomous mobile
machines incorporates an automatic takeover mechanism utilizing a Proxmox High
Availability (HA) cluster. The Proxmox HA cluster has been adapted for mobile
settings through a three-node configuration: two active nodes on the machine and a
third quorum device in a vehicle-mounted unit. This configuration maintains quorum
and prevents split-brain scenarios during malfunction.

The implementation leverages Proxmox’s live migration capabilities that proac-
tively initiate VM migrations based on predictive analysis of machine movement
and anticipated network conditions. This approach significantly reduces the risk of
service interruptions during critical operations.

3.2 Redundant Connections

The circular network topology forms the basis for a robust redundancy strategy
explicitly designed for mobile industrial environments. VM hosts are multi-homed,
connected to multiple switches, maintaining network resilience despite the frequent
vibrations and jolts that heavy machinery experiences. Link aggregation techniques
have been adapted to the mobile context. A single logical link is formed by combining
similar physical links to provide seamless failover and increase bandwidth in harsh
operational conditions. This redundancy approach extends to sensors and actuators,
often overlooked in less mobile-focused systems. Connecting these devices to multi-
ple switches ensures data transmission to processing units through alternative paths
in case of connection failures due to machine movement or environmental factors.
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3.3 Protocols

Various protocols have been adapted to enhance fault tolerance in the challenging
conditions faced by heavy-duty autonomous mobile machines. The RSTP imple-
mentation has been optimized for swift network reconfiguration during frequent link
failures common in mobile environments. For virtual machine hosts running Prox-
mox, the Corosync Cluster Engine has been customized to maintain cluster integrity
in high-vibration and electromagnetically noisy environments. Modifications allow
frequent heartbeat messages and tolerant quorum calculations, which are crucial for
maintaining an accurate cluster state in mobile settings. At the application level, pro-
tocols such as Fast DDS with ROS2 and MQTT have been enhanced with secondary
distribution services and brokers, providing essential redundancies for maintain-
ing messaging operations despite network instabilities typical in mobile industrial
settings.

4 Reliability Analysis

This section presents an overview of the reliability calculations and methodologies
for analyzing the fault-tolerant edge computing system designed for heavy-duty
autonomous mobile machines.

The system’s reliability is modeled using a hybrid series-parallel approach. This
method accounts for the complex interdependencies between components and sub-
systems. The overall system reliability is calculated for different operational modes,
reflecting the system’s ability to adapt to various tasks and conditions.

1. For components in parallel:
Rpwraner = 1 = [ J(1 = R) )
i=1

where R; is the reliability of the i-th component.
2. For components in series:

n
Rieries = l_[ R; (2)
i=1
3. Overall system reliability:
Rsystem = Rseries X Rparallel (3)

Table 1 shows individual component reliability over 10 years. These values are
used as inputs for the above calculations. The table shows the components of the
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Table 1 Reliability of traditional system components

Subsystem Reliability
PLC 0.90
Communication bus 0.90
Software 0.90
24 V power 0.90
Hydraulics 1.00
Traditional sensors 1.00
Whole system 0.66

The bold values indicate the reliability of overall system.

Table 2 Reliability of new system components

Component Reliability Amount P/S Total reliability
Computer 0.90 2 2p 0.99
Communication | 0.90 2 2P 0.99
bus

Software with 0.90 2 2P 0.99
autorecovery

Hydraulics 1.00 1.00
Traditional sensor | 1.00 1.00
24 V power 0.90 2 2P 0.99
Supportive sensor | 0.90 8 8S 0.43
Sensor for work | 0.90 12 128 0.28
and drive

Sensor for safety | 0.90 8 2P4S 0.96
Whole system 0.11

The bold values indicate the reliability of overall system.

traditional system for reference, which follows a pure series configuration. For com-
parability, every subsystem is claimed to have a reliability of 0.9 over ten years. For
the same reason, Hydraulics and sensors, which will stay the same, are claimed to
have a reliability of 1.0.

The traditional system might look superior when comparing it to the new one. As
seen in Table 2, overall reliability decreases quickly when the number of subsystems
increases. This happens even though some subsystems are doubled, allowing graceful
degradation.

In practice, the new system’s reliability varies across different operational modes
due to the engagement of different components and subsystems. Several frameworks
exist to classify autonomy levels in the development of autonomous mobile machines.
The Society of Automotive Engineers (SAE) International’s J3016 standard, initially
developed for on-road vehicles, has been widely adopted and adapted for off-road
and mining applications. This framework defines six levels of driving automation,
from O (no automation) to 5 (full automation), as shown in Table 3.
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Table 3 SAE levels of driving automation

Level Description

0 No automation

1 Driver assistance

2 Partial automation

3 Conditional automation
4 High automation

5 Full automation

The SAE levels provide a standardized way to describe the capabilities of
autonomous systems, facilitating communication between developers, regulators,
and end-users [9]. In the context of mining mobile mining equipment, these lev-
els help define the degree of human intervention required and the extent of the
machine’s decision-making capabilities. In our work, we primarily reference the
SAE levels when discussing the autonomy capabilities of mobile machines. The
autonomous mobile machine system described here operates in five modes, each
tailored to specific operational requirements and operating under varying SAE levels.

Salvage mode bypasses standard safety protocols and autonomy features, allowing
emergency operations or recovery in extreme situations. It relies solely on traditional
sensors and a minimal control system, without utilizing any new or advanced sensor
technologies, to ensure basic functionality in critical scenarios. This is clearly SAE
level 0.

Human operator mode is the traditional system with enhanced safety features. This
mode relies on direct human control while maintaining advanced safety measures. It
incorporates new sensor technologies specifically designed to improve safety, provid-
ing operators with enhanced awareness of the machine’s environment and potential
hazards. The safety features are comparable to emergency braking and blind spot
warnings in the car; thus, it operates at SAE level 0.

Augmented human operator mode builds upon the human operator mode. This
configuration incorporates augmented reality technologies to enhance the operator’s
situational awareness and decision-making capabilities. Additionally, it utilizes sup-
portive sensors for work-related tasks. While these supportive sensors may introduce
a degree of complexity that could potentially decrease overall system reliability, it
is important to note that they are not critical for basic operation. The system can
continue to function safely even if these supportive sensors fail. These functions are
comparable to lane centering in the car. These functions raise the SAE level to 1.

Work mode focuses on on-spot tasks, activating components and systems specific
to stationary work operations and optimizing efficiency for localized tasks. It repre-
sents a partially autonomous configuration that builds upon the augmented human
operator mode. In addition to the existing sensor array, this mode utilizes four crit-
ical extra sensors to enhance its autonomous capabilities for specific work-related
operations. These additional sensors are essential for the autonomous functions in
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Table 4 Reliability across different operational modes

Operational mode SAE Reliability Description

Salvage 0 0.96 Bypass safety and
autonomy

Operator 0 0.82 Traditional system,
safety

Augmented operator | 1 0.54 Traditional system,
safety, augmented
reality

Work 2 0.43 Stationary work
systems

Driving and SLAM 4 0.35 Autonomous driving

this mode, distinguishing it from the previous modes in terms of both capability and
operational requirements. SAE level is about 2.

Driving and SLAM mode represent the most autonomous operating mode of the
system. It heavily utilizes sensor arrays and advanced computational systems for
autonomous navigation and environment mapping, employing Simultaneous Local-
ization and Mapping (SLAM) techniques. This mode incorporates 8 critical sensors,
significantly enhancing its ability to perceive and interpret complex environments.
The high number of critical sensors underscores the sophisticated level of autonomy
achieved in this mode, enabling the machine to navigate and operate with minimal
human intervention in dynamic industrial settings.

Table 4 shows the reliability and the level of autonomy for each operational
mode. Reliability value is calculated using Eqs. 1-3 with values from Table 2. It
highlights the evident fact that as the autonomy level of a system increases, the
system’s complexity naturally grows, leading to a decrease in overall reliability.
To mitigate this, subsystems needed for safe human operations are connected in
parallel, unlike serial connections, which have lower reliability since one component
malfunctioning would lead to the loss of the entire system.

Critical components in the system, such as computer systems and sensors, are
essential and shared across most operational modes. To ensure the reliability of these
components, the system incorporates redundancy. This is reflected in the calculations
where the reliability of these components is significantly improved. For instance, the
reliability of two computers is calculated as:

Ronefcomputer =09 €]
leo_computers =1-(1- Rone_computer)2 =1-(1- 09)2 =0.99 (5

This demonstrates how incorporating redundancy, in this case using two comput-
ers, dramatically improves reliability from 90 to 99%. With redundancy, the system
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can continue operating even if one computer fails, which is crucial for maintaining
performance across different modes.

The system’s ability to operate in different modes with varying levels of reliability
indicates a design philosophy of graceful degradation. This is particularly notable
in the “salvage” mode, where the system can operate with minimal functionality,
bypassing safety systems if necessary.

While not explicitly shown in the table, the reliability calculations implicitly con-
sider the results of an FMEA. This is evident in how different components contribute
to the reliability of various operational modes. This analysis has at least the following
limitations and assumptions.

e Perfect reliability is assumed for hydraulics and traditional sensors, which may
not reflect real-world conditions.

e The analysis assumes independence between failure modes of different compo-
nents, which may not always be the case in a tightly integrated system.

e Environmental factors and their impact on component reliability are not explicitly
accounted for in this model.

The reliability analysis demonstrates the complex interplay between components’
reliability and system-level performance across different operational modes. While
the new system shows improved reliability in some areas, the trade-offs in oth-
ers highlight the challenges in designing multi-modal autonomous systems. This
analysis provides a foundation for future reliability engineering efforts and system
optimizations.

5 Upgrading and Reconfiguring

In today’s interconnected industrial world, the ability to update, upgrade, and recon-
figure autonomous mobile machines is not merely advantageous but essential. The
ubiquity of network connectivity, whether local or global, necessitates a proac-
tive approach to system maintenance and enhancement. Our fault-tolerant edge
computing architecture, leveraging high-level operating systems, provides a robust
foundation for addressing these requirements.

The proposed architecture offers several key advantages over traditional sys-
tems. Primarily, it enables Over-the-Air (OTA) updates, significantly reducing down-
time and maintenance costs. The modular software architecture facilitates tar-
geted upgrades and re-configurations without system-wide disruptions. Virtualiza-
tion allows for isolated testing of updates before full deployment, enhancing system
stability. Moreover, high-level operating systems provide robust security features
and regular patches against emerging threats.

Traditional systems, often reliant on Programmable Logic Controllers (PLCs) and
rigid Communication Area Network (CAN) protocols, present significant challenges
in upgrading and reconfiguring. These systems typically require on-site interven-
tions, leading to extended downtime and increased operational costs. In contrast, our
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architecture’s flexibility allows for rapid adaptation to changing demands and swift
responses to security vulnerabilities.

Quickly deploying security patches is crucial in an era of evolving cyber threats.
Our system’s network-centric design, coupled with high-level operating systems,
enables prompt responses to identified vulnerabilities. This agility in security man-
agement is vital for autonomous mobile machines operating in diverse and potentially
hostile environments [5].

Mobile industrial environments are dynamic, with evolving operational require-
ments. The proposed architecture’s reconfigurability allows for integrating new func-
tionalities and optimizing existing processes without necessitating complete system
overhauls. This adaptability ensures that autonomous mobile machines remain at the
forefront of technological capabilities, maintaining their operational relevance and
efficiency over time [10].

In conclusion, the upgrading and reconfiguring capabilities of our fault-tolerant
edge computing architecture represent a significant advancement over traditional
systems. By embracing modern, connected technologies, we provide a platform that
is more responsive to current needs and well-positioned to adapt to future challenges
in mobile industrial automation systems.

6 Results and Discussion

The proposed fault-tolerant edge computing architecture for heavy-duty autonomous
mobile machines demonstrates significant improvements in reliability and opera-
tional flexibility compared to traditional systems. Our analysis reveals several key
findings:

Table 4 summarizes the reliability calculations for different operational modes of
the system. The results indicate a trade-off between system complexity and reliability
as the level of autonomy increases. The result aligns with findings from similar studies
in autonomous systems [7].

The system’s ability to operate in different modes with varying levels of reliability
demonstrates the effective implementation of graceful degradation principles. That
is particularly evident in the “salvage” mode, which maintains a high reliability of
0.96 by bypassing non-critical systems.

The redundancy in critical components, such as computer systems and communi-
cation buses, significantly enhances system reliability. For instance, the reliability of
the computer system improves from 0.90 for a single unit to 0.99 with redundancy.

The circular topology of the network switches, coupled with the implementation
of RSTP, provides robust network resilience. In some cases, the proposed system
achieves instant failure detection and network reconfiguration within 3 seconds when
using an RSTP hello-time of 1 second. This rapid recovery is crucial for maintaining
continuous operation in mobile industrial environments, outperforming traditional
linear network topology [4].
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While the overall system reliability appears lower than a traditional system (0.66
vs. 0.35 for the most complex mode), it is important to note that:

[

The new system offers significantly higher functionality and autonomy levels.

2. The reliability calculation for the new system includes a more comprehensive set
of components, reflecting its increased complexity.

3. The system’s ability to operate in multiple modes allows for continued operation

at reduced functionality levels, which is not captured in a single reliability figure.

The architecture’s high-level operating systems and virtualization technologies
enable OTA updates and flexible reconfiguration. Those improvements represent a
significant advancement over traditional PLC-based systems, aligning with indus-
try trends toward more adaptable and updateable mobile industrial automation
systems [5].

The current analysis provides valuable insights, but it has limitations. The assump-
tion of perfect reliability for hydraulics and traditional sensors may not reflect real-
world conditions. Additionally, the study assumes independence between failure
modes of different components, which may only sometimes hold in tightly integrated
systems.

7 Conclusion

Our system’s performance can be attributed to several key features:

The circular network topology provides robust redundancy against link failures.
The dual-host VM configuration with automatic takeover protocols ensures high
availability. Implementing graceful degradation mechanisms allows the system to
maintain critical functions even under partial failures. Adapting fault tolerance mech-
anisms specific for mobile high-vibration environments decreases the risk of physical
failure.

While cloud-based systems offer high-computational redundancy, they fall short
in scenarios with unreliable network connectivity, a common challenge in mobile
industrial environments. Traditional systems, while robust in certain aspects, lack the
flexibility and advanced fault tolerance features required for autonomous operations.

In conclusion, our proposed fault-tolerant edge computing architecture demon-
strates significant advantages over existing systems, particularly in its ability to
maintain operational continuity in the challenging conditions faced by heavy-duty
autonomous mobile machines.

7.1 Summary

This paper presents a novel fault-tolerant edge computing architecture for heavy-
duty autonomous mobile machines operating in challenging industrial environments.
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The proposed system addresses critical reliability issues in industrial automation
applications, particularly in scenarios with limited network connectivity and harsh
operating conditions. Key features of the architecture include:

e A dual-host virtual machine configuration with over 30 VMs, enhancing compu-
tational redundancy and fault tolerance.

A circular network topology utilizing four Ethernet switches, ensuring network
resilience.

Automatic takeover protocols for seamless transitions during hardware failures.
Implementation of the RSTP for rapid fault recovery.

A PostgreSQL database with master-slave replication for robust data management.
Comprehensive fault tolerance mechanisms, including redundant connections and
graceful degradation capabilities.

The system’s reliability is analyzed across different operational modes, correspond-
ing to various SAE levels of autonomy. The architecture demonstrates improved fault
tolerance compared to traditional systems, particularly in maintaining critical func-
tions during partial failures. The paper also discusses the system’s upgradeability
and reconfigurability, highlighting advantages over traditional PLC-based systems
in terms of OTA updates and security patch deployment. This research enhances
the reliability and autonomy of heavy-duty mobile machines in industrial settings,
addressing the growing demand for robust, autonomous operations in challenging
environments.

7.2 Future Work

The complexity of the fault-tolerant edge computing system for heavy-duty
autonomous mobile machines necessitates advanced reliability analysis techniques.
While the current study provides valuable insights, future work should focus on more
nuanced approaches to examine the system’s complicated behavior under various
operational conditions. One promising future research direction is using Multi-State
System (MSS) Reliability Analysis methods. Unlike traditional binary (function-
ing/failed) reliability models, MSS methods can account for systems with multiple
performance levels [6]. This approach is particularly relevant for our system, which
exhibits graceful degradation and can operate in various modes with different lev-
els of functionality and reliability. The application of MSS methods could provide
several benefits:

1. More accurate representation of system behavior, accounting for partial failures
and degraded performance states.

2. Better modeling of the system’s ability to transition between operational modes
in response to component failures or environmental conditions.

3. Enhanced understanding of the system’s resilience and capacity to maintain
critical functions under diverse failure scenarios.
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4. Improved decision-making for maintenance scheduling and resource allocation
based on a more granular understanding of system states.

This approach would allow for a more refined analysis of the system’s reliability
across its various operational modes and provide deeper insights into its fault-tolerant
capabilities. Such analysis could inform future design iterations and optimization
strategies, ultimately enhancing the system’s overall performance and reliability in
mobile industrial environments.

Cybersecurity is critical for future research in distributed edge computing systems,
particularly for autonomous mobile machines that operate near people and other
machines. As these systems become more interconnected and rely heavily on data
exchange, they become increasingly vulnerable to cyber threats and face heightened
challenges in maintaining operational reliability and physical safety [3].
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Business Information System Consultant )
Competences e

Malgorzata Pankowska

Abstract Business information system (BIS) consultants are working on solving
problems of client companies, providing them with high-quality services, helping
them quickly respond to changes in their ecosystems, and to the changes initiated by
new technologies. Client is usually the most important actor in the consulting process.
Therefore, the consultants are to be well educated to ensure the best satisfying solu-
tions. This study focuses on business information system analysts’ competences
development to enable them participation in the consulting projects. In this study,
the thematic review of literature was applied; the author’s framework of consul-
tants’ competencies for business information system strategic analysis has been
provided, and finally, the author formulate a recommendation on business analysis
course for students of computer science at university. The findings indicate that
both the students’ motivation, knowledge, experience, as well as a strong theoretical
background and a methodological support from cooperative business units influence
innovativeness and creativity of BIS consultants.

Keywords Information system - Consultant « Strategic analysis + Requirement
engineering - Prototyping

1 Introduction

Business information system (BIS) consulting organizations are usually placed in a
business of selling services. Information communication technologies (ICTs) prod-
ucts, frameworks or platforms are separate objects of transactions, but occasionally
they play a role in the sale of consulting services [1]. In the consulting process, the
client’s satisfaction may lead to their loyalty; hence, the ICT companies are strongly
oriented toward employees, who have well developed consulting competencies. The
BIS consulting company team covers various professionals, i.e., analysts, strategy
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planners, deployers, testers, risk and quality managers. Their number, morale,
commitment, and competencies are vital to the consulting company’s success.
Currently, on the market, you can encounter various size consulting companies, e.g.,
big management consulting firms, system integrators, original equipment manufac-
turers (OEMs), software application developers, business process re-engineers, or
boutique consulting firms specializing in a particular technology, strategy or industry
groups. The big consulting firms, i.e., Accenture, KPMG, PwC, Deloitte, EY, or
Capgemini provide a full range of the ICT and managerial services.

Usually, business organizations treat consulting differently than buying ICT prod-
ucts, or any other tangible goods. Consulting projects require an understanding of the
client processes, people, internal regulations, and other resources. Consultants are
required to investigate the client organization’s decisions, management style, busi-
ness requirements, values, and constraints. Consultants are asked to provide the right
solution at the right time to the client organization’s top-managers and decision-
makers. Therefore, the client company demands people with specific competen-
cies, i.e., agility, adaptability, ease of communication in foreign languages, business
awareness, learnability, creative and holistic thinking, and customer focus. Consul-
tant should easily adapt to new and unusual circumstances, understand the impact
of decisions on the business strategy and operations. These challenges formulate
research questions about what competencies can be developed at university and how
they can be developed during the consulting project course. Answer that research
questions was searching through the thematic literature survey as well as in a case
study on student education at university. In this study, instead of systematic review,
the thematic literature survey is to reveal what other authors say about the consulting
projects. The rest of the paper is as follows. The second section covers definitions and
atheoretical background of consulting services development. The third section covers
the BIS modeling framework for pre-implementation analysis following the software
engineering and deployment. Further, the author provides the BIS consultant roles’
and competencies’ schema. The last section includes discussion on the consulting
project course development as well as observations after that course realization.

2 Theoretical Background

Generally, consulting has many interpretations, because it is applied in various disci-
plines and industry branches. According to Mullany [2], consulting is a professional
communication research, where academia people and business practitioners jointly
conduct a project by a set of individuals, who have expertise and experience enough to
provide satisfactory results. Nissen [3] argues that consulting is characterized by the
uncertainty associated with the actions under research. Hence, certain informal social
relations play an important role in reducing the uncertainty. Managerial consulting
is conducted in the form of a project, which is a temporary effort undertaken to
create a unique product, service or result. However, although that project focuses on
realization of tasks in a well established time, the consulting does not focus only on
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the tasks’ identification and realization, but rather on justification of those tasks, on
explanation tools, methods, and other resources needed for those operations.

The consulting services need results from an asymmetry of knowledge between the
professional consultant and a client. The prerequisite for consulting is the exchange of
knowledge and information between the consulting service provider and the client
company, as well as a trustworthy way of interactions among them. The valuable
social resources needed in that project comprise interpersonal trust, knowledge
exchange, and relationship proneness [4]. In systemic consulting, the theoretical
concepts cover the architecture of changed ecosystems or processes, the design
workshops and consultancy meetings, the use of tools in particular work settings
as well as the attitude and knowledge of consultants [5]. Mauerer [6] emphasizes
that consulting is a professional service provided to an external and financially inde-
pendent client company. Kargulowa [7] defines consulting as an intellectual effort,
including synergetic communication and reflective construction of self-identity of
the involved partners. Bodenstein and Herget [8] argue that the central issue is a set
of rules on the consulting goal formation, decision-making, and steering processes.

Although the consulting project is a temporary involvement of stakeholders, its
results or consequences remain for years with the client company, which has imple-
mented the project products. In the consulting processes, the cooperation of client
and consultants require traceability of procedures and results, mutual trust, creation
of opportunities for involvement evaluation and acceptance of results [8]. Both sides,
i.e., stakeholders and consultants are interested in compliance with agreed contract
and regulations, as well as in confidentiality. However, they are also expecting objec-
tivity and independence in formulation of opinions and recommendations. Although
the consulting contract is fundamental determinant of cooperation, the consulting
project may fail because of several risks, i.e., lack of qualifications of consultants
being engaged, lack of support from the client company top management, confused
intentions, as well as unclear mutual expectations, imprecise consulting project goals,
unsettled project course organization, undefined roles of the deployed consultants,
lack of coordination during the project tasks realization, lack of explanations from the
stakeholders and poor their involvement, lack of engagement of key opinion leaders
and experts [8].

The ISO standard 20700:2017 [9] determines guidelines for managing the consul-
tancy services. The aim of this norm is to improve transparency and increase under-
standing of the roles of clients and service providers in order to achieve better results
in the consulting project, provide values for clients, and reduce risks in the consulting
management process. That standard emphasizes professional behavior, social respon-
sibility, avoiding the conflict of interest, and integrity as fundamental determinants
of consulting project success.
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3 Business Information System Modeling Framework

The BIS modeling for further designing and implementation is based on the require-
ment identification. According to Meyer [10] arequirement is a statement that defines
product, process, design characteristics, or constraints. Requirements are identified
with a software engineering product, along with other artifacts, such as code, designs,
and tests. The specification of requirements is a challenge to business stakeholders;
therefore, the information system modeling is expected to simplify the process. This
particular process includes the requirements’ elicitation and covers a use of system-
atic techniques, such as prototyping and structured surveys to recognize and describe
the end-user needs. Each business information system should be developed in a
particular ecosystem. For small and medium enterprises (SMEs), the description
of the ecosystem may start from a user story, which is a usage scenario for actors
interacting with the information system. A standard format for a user story may
consist of three elements, i.e., identification of actors and their roles in a business
organization, desired functionalities of the system, and a business purpose. However,
for big companies and even for medium companies, the user story is not enough,
and the system analysis requires studying business plans, regulations, and business
transaction documents. Beyond that, the board of directors as well as end-users
interviewing is highly required. The process of requirement collecting is a repetitive
routine for explaining all information needs of the system end-users, i.e., business
decision-makers. In the information system modeling, the focus should be moved
beyond requirements to including the reasons for change (i.e., business drivers), the
desired effect to achieve (i.e., business goals), identifying what components need to
be implemented to reach the objective (i.e., business outcomes), the requirements,
as well as the identification what need to be regulated (i.e., business rules) [11].

Figure 1 presents the business information system modeling framework to empha-
size the categories important for the BIS environment identification. That conceptual
model is visualized in the ArchiMate language. In Fig. 1, the information system
requirements are central categories. They should be combined with goals, tasks,
constraints, roles, actors and software components. People responsible for providing
the requirements are consultants, i.e., business analysts and subject-matter experts.
Goals are needs of the target organization, which the system will address. A role is
understood as the human responsibility for the tasks. A constraint is a property of
the environment that restricts what the information system can do [10]. Constraints
are identified with:

e Business rules, i.e., constraints defined by the business organization;
e Physical rules imposed by laws of nature;
¢ Engineering rules, i.e., decisions being technical choices.

Business rule is a requirement on the conditions expressed in terms of the busi-
ness enterprise or application domain. Business rules reveal policies, procedures,
constraints concerning the use of resources, being compliant with laws and business
conventions. According to Wang [12], business rules are classified as follows:
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Fig. 1 Business information system modeling framework

e Structural business rules describing relationships and constraints among data
elements, e.g., rules of integrity, derivation, reaction, production, or transforma-
tion;

Behavioral business rules describing the principles of process execution;
Functional business rules concerning the organization actions;
Enforceable and unenforceable rules.

Business rules are presented graphically in a process model, for instance in the
BPMN notation or they are described in a natural language. The processes are struc-
tured or ordered to reveal their interdependencies in a hierarchy or a value chain.
The modeling of business processes is combined with identification of business
rules, which reveal not only organizational constraints, but also obligations, permis-
sions, restrictions, necessities, and possibilities. The business processes are placed
in an enterprise system consisting of a purposeful network of various interdepen-
dent resources, i.e., supporting technologies, machines, buildings. The resources are
needed to coordinate business functions, share information, allocate funding, and
make decisions [13]. The business functioning is based on principles, which can
be classified as heuristic, social, cultural, and scientific. The information system
engineering principles are derived from the principles of that various sources and
are based on both practice and theory [14]. Milani [11] has emphasized that the
constraints are to be considered as limitations to a solution. They determine the
solution realization and they are classified as budgetary, time, technology, legal, and
organizational capabilities and competencies limitations.

The business information system modeling for the further designing, implementa-
tion and deployment requires further application of modeling languages, e.g., UML,
SysML, GoalML. However, the system analysis and design can be supplemented
by prototypes, which may be useful for requirements elicitation and requirement
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engineering. That various applications of prototypes result from the fact that infor-
mation system developers use them for different purposes. In general, a prototype
provides an alternative approach to the classical questioning of the system stake-
holders. With a prototype, the BIS consultant can demonstrate to stakeholders an
actual model, program or a selected aspect of the modeled system, to get their opin-
ions, recommendations, and decisions. According to Meyer [10], there are three
kinds of prototypes:

Throwaway prototypes, considered as preliminary version of a system;
User interface prototypes, enabling discussion with end-user on an ergonomy of
work with the software;

e Feasibility prototypes, focused on emphasizing selected aspects of the BIS
development.

The open question is what software tools are recommended for the software
prototyping. Nowadays, the answer is included in opportunities created by the low
coding/no coding platforms, provided by various developers, as commercial tools
(e.g., Webcon platform) or open source platforms (e.g., OutSystems). For the further
designing and implementation, the BIS prototype should include the business anal-
ysis components, i.e., business logic, specification of actions and business rules,
identification of actors, their roles, and their responsibilities for the tasks, as well as
the business processes automation proposals, forms, reports, user interface versions,
tests, and authorization issues.

4 Consultant’s Competences

The theoretical background of the BIS modeling should emphasize that the BIS model
includes declarative relationships between constructs. The BIS consultant compe-
tences are expected to respect the two theories, i.e., the Cognitive Load Theory
(CLT) and the Cognitive Fit Theory (CFT). The CLT theory is built on the widely
accepted model of human information processing. The theory explains the rela-
tionships between cognitive load and understanding performance, indicating that
the representation of information should minimize cognitive load in the problem-
solving tasks [12]. Wang [12] emphasized that the information processing model
has three parts, i.e., sensory memory, working memory, and long-term memory.
The sensory information is the information that the human brain collects from the
senses (i.e., sight, hearing, touch). Working memory covers information gathered,
for example, in the end-user interviewing process, and the long-term memory may
include recording the consultant’s earlier experiences, practices, and observations.
According to Wang [12], the CFT theory provides an explanation of user perfor-
mance while using different presentation formats of information and as such is used
as support in the conceptual modeling process.

According to Milani [11], the BIS consultant is working with the following types
of projects:
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Solving a technological or business problem;
Exploitation of an opportunity concerning technological or marketing innovation;
Cost saving through the process automation and the Internet of Things (IoT)
solution implementation;
Compliance with regulation;
Environment management for management the emission of harmful substances;
Data analytics projects including an integration of transactional and analytical
systems for optimal decision-making and predictions;

e Commercial off the shelf (COTS) software customized implementation and
deployment projects.

Figure 2 includes an identification of the BIS consultant roles and competences
necessary for the system modeling. Mainly, the consultant should be responsible
for discovering, synthesizing, and analyzing all information for the requirement
elicitation.

The BIS consultants should be investigators of business situations. They are
expected to identify and evaluate various options for improving business informa-
tion systems, and ensure the effective implementation and factual usage. They should
know various techniques, languages, and software tools for information visualiza-
tion and they have abilities to explain to end-users, and deliberate with users on
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various solutions. They ought to know ICTs, e.g., Al, big data, blockchain. They
should inspire end-users to creative thinking, perceiving the process improvement
opportunities as well as possibilities of process automation, security, and business
sustainability assurance.

The BIS consultant competencies are defined at a higher level of abstraction. They
do not need to be detailed at that moment. A sufficient level of abstraction might be,
for example, “customer requirement elicitation.” In the ArchiMate notation model,
the consultant competences are considered as the business organization capabili-
ties, which define personal abilities to perform tasks. Capabilities are expected to be
unique to ensure an idiosyncrasy of the BIS modeling. Martin et al. [14] argue that the
word “capability” is defined in systems engineering as “the ability to do something
useful under a particular set of conditions.” There are some kinds of capabilities, e.g.,
organizational, system, operational, or personal. The potential capabilities are iden-
tified through an identification of capability gaps that unable realization of vision
and IT strategy. The business capability map can be used to identify, which tech-
nologies contribute to achievement of the established levels of performance [14].
Effective management of human beings competences assists organizations to better
understand the customer needs, and integrate or align the IT solutions with business
needs to achieve strategic objectives and better market position through innovative
solutions.

5 Discussion

In that wide domain of consulting services, the BIS consulting services have been
developed for years for various clients, interested in software selection and imple-
mentation, system architecture planning and realization, system security and inte-
gration, strategy planning, or system outsourcing. This general view can be further
complicated, because of the need to consider various specialized services. In that
context, for universities, it is a challenge to cope with those issues and there is an
open question on how to educate students to prepare them to consult technology and
management projects. Universities may reveal a variety of questions and topics to
explore, and opportunities to learn during a single engagement in consultancy. There
is a quite different attitude to the consulting services at universities in comparison
with business organizations. Big companies organize extensive training programs for
their potential consultants prior to the beginning of their first engagement. Candidates
are selected and highly motivated to work in a consulting company. They should be
able to verify the questions, provide solutions, organize their responses, manage their
time and other resources, because their answer should be actual and economically
justified. Candidates should demonstrate that they can think quantitatively and that
they are comfortable with statistical methods. They should present their knowledge
on the newest technologies and be able to propose technical solutions suitable to the
client request. They are to be creative and offer up a new and interesting perspec-
tive. Candidates should have analytical competencies as well as skills to formulate
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conclusions and solve problems. Beyond that, they should have knowledge on busi-
ness process modeling and optimization, on feasibility study elaboration, and on
functional and operational analyses. The consulting companies may require to work
under the time pressure, work with stressful clients as well as domain experts. Nissen
[3] has noticed that the consultant has to suggest a solution to a client problem in
the form of a report; however, he/she is not involved in the implementation process.
Hence, the consultant can be like an expert, as a coordinator, a critic, or an initiator
of the client’s learning process. Consultant provides a solution proposal, but the final
decision on the solution acceptance or not acceptance belongs to the client. Typical
BIS consulting research methods are self-evaluation and qualitative surveys, i.e.,
qualitative interviews, participatory observation, case study, and group discussions
[3].

At universities, the consulting project issues can be included in plenty of courses,
i.e., project management, strategic management and marketing, system engineering,
or software engineering. The issues of consultancy are hidden in the course teaching
methods. According to Nissen [3] the phenomenon of business consulting is complex
and requires different theoretical foundations and teaching methods. For instance,
the Action Research method and Design Science Research paradigm provide valu-
able insights, because they emphasize the need to combine theoretical considera-
tions with solving problems in practice. Although the ICT companies are looking
for people competent in consulting, they apply a certain framework to fill the gaps
between competency components like mandatory roles and required responsibili-
ties, core knowledge, key skills, certifications, and experiments. The business orga-
nization develops their employees competency to engage them in the consulting
projects, but university education aims to provide students knowledge on consulting
and expand the consultant skills. Although the hard skills are developed during the
various courses at university, there is a problem of development of soft competencies.
Taking into account student abilities to learn and to create ideas, teachers are able to
anticipate the students’ willingness to spread the soft competences. To answer ques-
tions about what competencies should be developed during the consulting project
course at university, a short survey was performed in a student group. The group of
thirty students have participated in that investigation. The students were 25-35 years
old. They all have worked at various business units and they are part-time students
learning on weekends. Just three students have worked at consulting companies and
mostly (i.e., 70%) they were not interested in working there. However, they said that if
it would be necessary, they choose software implementation and system development
positions in a consulting company. They have preferred more general services instead
of specialistic services and big companies instead of small ones working for SMEs.
Students were mostly interested in business strategy consulting or ICT strategy oper-
ationalization consulting. They quite well understood that the BIS consultants are to
be highly qualified professionals with the necessary skills to design client specific
BIS solutions. However, for them, also a personal attitude toward other stakeholders
and people in the work team was important. Therefore, 70% of respondents declared
that consultants should be polite and nice, despite the lack of outstanding compe-
tences. Hence, 30% of respondents would accept an arrogant consultant, but one
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with excellent competencies and perfectly fulfilling the assigned tasks. Those obser-
vations allowed for the conclusion that students appreciate not only hard compe-
tences, but also consultants’ soft skills. Students highlighted that the consultants
were able to radically change the way of thinking of their clients and that they had
access to the newest ICT knowledge. The consultants were believed to be able to
integrate external and internal knowledge, and be helpful in the modern technology
implementation process and various BIS environments integration. Students have
emphasized that consulting company clients expect during the consulting process
customized interviews as well as meetings, events, media conferences, email commu-
nication, newsletter dissemination, consulting company advertisements, online and
onsite exhibitions and presentations. Surprisingly, students have not supported the
thesis that clients are usually requested to reveal their internal business data. They
argue that the consulting process could be realized in the testing environment, but
not in real production processes.

In this consulting project course, students were asked to play the roles of consul-
tants, simultaneously the external business units, i.e., software development compa-
nies were “clients” ordering software applications. Communication process allowed
to reveal difficulties in explaining the requirements and ambiguity of definitions.
During the discussions with business partners, students were strongly interested in
recognizing the consulting project failures. They should learn that the failures impli-
cate both sides simultaneously. By ensuring clear project goals, engaging relevant
stakeholders, establishing a well-defined project organization, facilitating effective
donor involvement, and appropriate selection of consultants the consulting project
can be successful. The consulting projects course seems to ensure the develop-
ment of hard and soft skills, management skills as well as knowledge on ICT
tools and emerging technologies. That mandatory course is included in the program
of studies among many other courses, i.e., economics, management, operational
research, project management, statistics, econometric prediction, database manage-
ment, software engineering, programming languages, and cybersecurity. Students
are learning programming languages, i.e., python, C++, Java. Those courses are
prerequisites to studying the consulting project course. During those studies, students
have opportunities to learn about actually important and widely applied methods,
i.e., DevOps, user-centered design (UCD), user experience (UX) design, or design
thinking. DevOps method results from the observation that the responsibility for the
software deliverables terminates with the user acceptance tests. However, the soft-
ware implementation and exploitation should not be separated. DevOps highlights
the necessity of continuous software delivery and its improvement, shared responsi-
bility to deliver high-quality products, automation for development, testing, imple-
mentation and operation [15]. User-centered design (UCD) is an iterative method
to system design and development [16]. That method focuses on human—computer
interaction (HCI) modeling and implementation. The UX method concentrates on a
recognition of end-user experiences created by the software product. That expe-
rience results from the set of perceptions, observations, and interactions during
the use of the digital product. The experiences may concern intuitiveness of use,
emotions, ethics, customer support, easiness to learn, or comfortability. Consultants
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are expected to understand the context of use, identify the user requirements, produce
design solutions, and evaluate the design [16]. Through the UX method, consul-
tants are able to anticipate the end-user needs and understand the software system
from the user point of view. Also, the design thinking is an approach requiring the
understanding of customers, their behavior, willingness and motivations [17]. The
hard skills, developed through the mentioned above courses, are quantifiable and
easy teachable things. Those courses include professional knowledge, business soft-
ware understandings, and abilities for the designing and development of a business
information system. However, the soft skills are personal skills. They are intan-
gible and related to people’s personal experiences. They are difficult to teach as
well as to evaluate. For instance, there is still an open question how to evaluate the
student’s ability to work in a group. Some group projects realized during studies
do not ensure correct evaluation of the competency. The soft skills include good
communication, listening, public speaking, critical thinking, emotional intelligence,
self-control, problem-solving abilities, creative thinking, conflict management, skills
of segregation of duties, and competency of responsibility sharing, design thinking,
and customer service skills [18]. Creative thinking is a process to generate new
ideas and synergy effects. It allows for a confrontation of different opinions to
find a compromise solution. Conflict in consulting projects may result from poor
communication and lack of mutual understanding. Although it has a negative inter-
pretation, it can be constructive and lead to change the current situation to get a
win-to-win situation for both involved sides. The consulting project course is typical
work-in-progress, meaning that the current circumstances can change as the project
progresses. Insufficient project requirements’ instability is a challenge for students,
who learn that in real company the negotiations, conflict management, and discrepan-
cies removal are time-consuming and costly. Providing the BIS solution for clients
requires knowledge about accounting, finance, economics and management. The
computer science students many times have to admit lack of that knowledge. Hence,
writing a user story is a recommended and necessary technique, as well as process
modeling and application prototyping. For the business application development the
low-code development platforms are advised, because they provide a visual devel-
opment environment, allow for extraction data from various sources predefined by
end-users, and permit end-users to build their own applications [19].

During the one semester course on the consultancy project, students are requested
to elaborate a user story, modeling the business process, and provide a prototype of
a low-code application. Finally, they have to prepare project documentation and
the Pitch Deck. In students’ opinion, the low-code platforms support the business
application prototyping, and they are needed to enable the requirement identifica-
tion, requirement gathering, and application validation. That prototyping is useful
for requirement engineering complexity reduction. Although students have been
requested to present differences among the BPMN process modeling and low-code
platform business logic modeling, they argue that the low-code application modeling
substitutes the UML design of application. Students have argued that the low-code
application development is useful for software architecture holistic consideration, for
the enterprise architecture management and its complexity reduction. The low-code
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development tools are easy to learn and apply. Their documentations are understand-
able for students and easy to use. They support creative thinking and facilitate usage
of other techniques, i.e., design thinking, DevOps, UCD, or UX, which are strongly
required by the commercial software development companies. Students do not share
the views that the low-code development platforms (LCDPs) enable construction
of all modules of business information systems, although students trust the LCDPs
facilitate the modules’ integration. Students have noticed some weaknesses of the
LCDPs, i.e., lack of access to full knowledge on the commercial tools, hardware
capacity limitations, high cost of licensing, and limited functionalities. However,
students have highlighted that the LCDPs facilitate consultant-client communication,
their mutual trust, and risk-sharing. In the Pitch Deck presentations, students had to
reveal why the product, i.e., a software application is useful, what functionalities it
includes, what is its potential a total addressable market (TAM), how the require-
ments were identified, what low-code tools and additional libraries we used, what
barriers and challenges were identified by students. Finally, the documentations and
the application prototypes were evaluated by the ICT business companies, playing
the role of client. In the last two years, the artificial intelligence (AI) researchers and
developers have provided tools, which are increasingly used in students’ education.
In the survey, 30% of students have admitted that they use the ChatGPT in their
professional work. Students argue that the ChatGPT facilitates the design thinking
and the UX approach applying, as well as the graphical user interface design. Finally,
students have admitted that they do not need a special course on consulting services,
because the course issues can be provided in many other courses. A similar comment
concerns the Generative Al solutions, i.e., ChatGPT. Students perceive opportunities
to use GenAl to support learning and use it because it increases their competencies.

6 Conclusions

The consulting services encompass a comprehensive set of rules and procedures
mandatory for a consulting project process. Consultants should know technology
and business issues, and they should have competency to creatively solve problems.
At universities, they are able to develop mainly hard skills, because the soft skills
can be developed through direct communication in the project teams and in the
cooperation process with a client. The BIS consulting competencies development
should be oriented toward strong cooperation universities with ICT business units
for better mutual understanding, providing original solutions, and recognizing the
talented students.
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Abstract The paper presents the concept of a “cyber-physical nurse” from a feasi-
bility perspective for wider inclusion in healthcare, in particular in relation to
empathic communication with the patient. The results of a pilot study on user percep-
tion of two robotic and one human faces are presented and discussed in this context.
Users attributed positive features to neutral agents’ facial expressions, but not nega-
tive, which increases the feasibility of introducing social robots in healthcare. Some
guidelines for cyber-physical nurse design are discussed, addressing challenges to its
possible implementation in hospitals, rehabilitation centres, and home care settings.

Keywords Cyber-physical nurse + Healthcare - Synthetic sensors * Attachment *
Trust

1 Introduction

1.1 A Definition of a “Cyber-Physical Nurse”

The cyber-physical nurse (CPN) is an emerging concept that describes a complex
technological system to support—interactively and autonomously—care for vulner-
able people in hospitals and at home [1-4]. “Nurse” is a specific category of helping
profession that is mandatory in any treatment and rehabilitation centre, as well as in
home care for severely chronically ill or elderly patients. In response to the ques-
tion “What is the unique purpose of nursing?”, the following concise definition of a
nurse was produced by Google, based on [5]: “Nursing integrates the art and science
of caring and focuses on the protection, promotion, and optimization of health and
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human functioning; prevention of illness and injury; facilitation of healing; and alle-
viation of suffering through compassionate presence.” This definition summarizes
the most important aspects of the unique professional role of the nurse—to alle-
viate suffering by medical or physical treatment of the organism and—in parallel—
to alleviate the psychological suffering of the patients in relation to their illness.
While the first aspect of the nursing role is being modelled on a functional level
intensively within the framework of service robots in hospitals [6-9], the second
aspect is being addressed in the present paper as the factor, contributing primarily to
defining the feasibility of designing effectively a cyber-physical nurse via modelling
its compassionate presence.

The perfect cyber-physical nurse is characterized with the following four
features—*‘pleasant, patient, polite, and physically strong”—according to [2]. The
first three characteristics refer to the ability of the nurse to show empathy in commu-
nicating with the patient, which includes the following qualities—pleasantness,
patience, and politeness—necessary to be perceived positively by the patient. In
human training, these qualities are acquired after extensive training in the helping
professions. The cyber-physical system can be frained effectively on numerous
examples how to handle critical situations in nursing via implementation of various
machine learning techniques, such as in [10, 11]. This brings in the fifth feature—
precision in fulfilling the manipulation tasks on the patient. Also, knowledge of the
patient’s psychological profile is an important element of the overall cyber-physical
system to support professionals or relatives in daily care, guiding the robot attitude
towards the patient. The CPN has to behave in a transparent or predictive way to all
human counterparts involved (as the sixth characteristic)—from the patient to any
representative of the staff or people, involved in caring for the patient. Therefore, the
feasibility of the perfect cyber-physical nurse depends on complying with at least
6P—*“pleasant, patient, polite, physically strong, precise, and predictable.”

The methodology for introducing the proposed CPNs, complying with 6P in real-
world healthcare settings—hospitals, rehabilitation centres, and home care—with a
larger, or more diverse population—is currently being developed [12]. In particular,
novel is the implemented differential wheeled robot with encoder sensors to compute
the number of rotations of the wheel and to determine the distance travelled [ 13]. Also,
advanced speech-to-text models, such as Whisper, integrated with ROS middleware
are implemented to interpret verbal commands accurately, even in noisy hospital
environments [ 14]. The specific technologies to be used in building the cyber-physical
nurse (such as sensors, actuators, and machine learning algorithms) are still under
development [12, 15].

The paper presents the factors, defining user acceptance based on the degree of
anthropomorphism of the CPN in Sect. 1.2, the results of a pilot study on user attitudes
towards robots depending on the level of anthropomorphism in Sect. 2, the proposed
guidelines for increasing the feasibility of designing effectively cyber-physical nurses
in Sect. 3, including some future studies aimed at improving the robot’s empathic
capabilities.
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1.2 Factors Defining Acceptance Based on the Degree
of Anthropomorphism of a Cyber-Physical Nurse

An important research question is the degree of anthropomorphism as a factor for
accepting a robot in the role of a nurse and building trust in the cyber-physical system
on the part of the patient. For example, the factors, defining anthropomorphism in a
social robot were investigated in [10] and defined as human-like appearance, social
intelligence, emotional capacity, and self-understanding. While the latter two seem
to be difficult to attain soon, the first two—the human-like appearance and the social
intelligence are being studied intensively and seem plausible candidates to contribute
to the feasibility of the cyber-physical nurse in the near future.

Social robots are being successfully employed to perform various professional
roles, such as teachers or museum guides [11, 16—19], including for people with
special needs [20, 21]. By being neutral in behavioural reactions and facial expres-
sions, they seem suitable to perform professional roles such as co-therapists in coun-
selling sessions [22]. However, the anthropomorphism of these robots is a feature,
which is influencing the interaction in an unpredictable manner by invoking emotion-
ally charged reactions [21]. In some cases, the emotional reaction to the robot depends
on the individual internal criterion for affinity with a robot with different degree of
human likeness [23-25]. It would be reasonable, therefore, to conduct empirical tests
before implementing professional roles in robots to define the subjective range of
individual preferences towards the acceptable degree of anthropomorphism of the
robot.

In the present paper, we illustrate our proposal for conducting empirical tests by
discussing the results of a pilot study on user acceptance of robots with different
degrees of anthropomorphism, in order to formulate some guidelines for design of
the “cyber-physical nurse.”

2 The Study on Perception of Agents with Different Degree
of Anthropomorphism

A study was conducted, hypothesizing that humanoid robots are well accepted in
professional roles, similarly to their human counterparts, in particular as co-therapists
in counselling sessions [22]. The experimental design was based on a method-
ology proposed in [26], which asked users to attribute personality traits to neutral
(human) faces. We tested the trait attribution to two robotic faces and one human face,
presented not as a photo, but as a brief video in autonomous mode of silent behaviour
[22, 27]. The conducted study confirmed the hypothesis about the appropriateness
of the particular robots for professional roles in general.

Here, we present the data and statistical analysis for the different genders,
participating in the study (10 female and 6 male participants).



130 M. Dimitrova and N. Valchkova

Fig. 1 Three agents, presented for assessment along 6 dimensions, representing 3 positive and 3
negative personality features (the human face is blurred here)

The participants are of age from 24 to 62 with normal and corrected to normal
vision. The study was approved by the Ethics committee of IR-BAS (No 5,
8.11.2022).

Procedure. The experimental procedure consisted of the presentation of brief videos
of faces of 3 agents (Fig. 1). The agents were—from left to right—a machine-looking
robot NAO [28], an android type of robot SociBot [29] and a human face of a female
actress. The participants were presented with one of 6 Likert scales to assess the
degree, to which each face can be associated with a personality trait, from —3 to +
3. The traits were 3 positive and 3 negative personality features, selected from [26].
The positive dimensions were Emotional stability, Sociability, and Trustworthiness.
The negative dimensions were Weirdness, Aggression, and Threat. The responses
were made on a sheet of paper by circling the selected number of the Likert scale,
presented on the respective slide.

Results. The main results of the study in relation to the overall perception of the
agents were presented in [22]. The results show that viewers assess differently the
positive and negative features, which can be attributed to the presented faces—
human, android or robotic (machine-looking). They generally attributed positive
features to the agents, although the facial expressions were neutral. In respect to the
negative features, these were scored closer to 0, meaning that users are not apriori
negative to robotic agents with neutral facial expressions.

In the present paper, the statistical analysis of the scores, given by the female
(10) versus male (6) participants, is presented. Figure 2 plots the mean scores for the
positive features, associated with the agents, whereas Fig. 3 plots the mean scores
for the negative features.

The two way ANOVA with replication on the positive features revealed a main
effect of type of agent, F'(2,17) = 9.660, p = 0.003. No main effect of gender was
observed, F(1,17) = 1.324, p = 0.272, nor any interaction of the factors F(2,17) =
0.921, p = 0.424. As can be seen in Fig. 2, the best accepted agent was the human
when presented in a brief video of silent behaviour. This is important in relation to
the nursing profession, since patients are being more confident with human caring
staff than being alone or with a robot. Both female and male participants attributed
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positive features to the robot NAO, which is being a popular agent in many educational
and entertaining scenarios. This confirms the Mori’s proposal to seek a balance of
human likeness and aesthetics in the design of humanoid robots [23]. In relation
to the android robotic agent SociBot, the participants acknowledged its emotional
stability as a positive feature. The other two features—sociability and trustworthiness
were evaluated around 0, supporting the neutrality of the perception of the android.
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Therefore, it is worth considering the possibility that different professional roles may
require different level of anthropomorphism in the design of cyber-physical systems.

In relation to the attribution of negative features to neutral agents, the situation is
similar to a certain extent.

The two way ANOVA with replication on the negative features revealed a main
effect of type of agent, F(2,17) = 5.303, p = 0.022. No main effect of gender was
observed, F(1,17) = 0.312, p = 0.587, nor any interaction of the factors F(2,17)
= 0.681, p = 0.524. As can be seen in Fig. 3, the human face is attributed lack of
any negative features and the robot NAO is attributed lack of aggression. The robot
SociBot is attributed the weirdness trait, in contrast to the other agents. Therefore,
the android types of robots can be generally assumed as being individually accepted
by the users. The current results confirm the theory of Mori, which postulates a
drop in the affinity with the increase of the level of anthropomorphism of the robot,
especially in dynamic mode of presentation [24, 25].

In general, the fact that users are not certain about the negative features of the
robotic agents is a promising outcome of the present study, since it reflects an essential
psychological process. Seeing personality traits in neutral facial expressions is a
projection of the internal state of the individual. If they are vulnerable people, then
it is recommended to initially test their acceptance of agents of different level of
anthropomorphism before implementing the professional scenarios. Our proposal is
to perform the test implicitly, rather than to ask for explicit response from the patient
as a method to increase the feasibility of the proposed cyber-physical nurse.

3 Guidelines for Design of the Cyber-Physical Nurse

The robotic system capability of capturing the so-called “social moments” is
proposed in [30] to increase user confidence with the human-robot dialogue. A
social robot like Pepper, for example, can take on the task of interviewing patients
[31], thereby freeing up the human nurse for other activities. It is important to imple-
ment algorithms for a pleasant and polite attitude towards the patient, even more so
that the robot is patient and does not get bored or irritated by the possible reactions
of the patient.

A robot assistant in healthcare RoNA is described in [32]. She is a robotic nurse
with enhanced manipulative abilities, such as lifting the patient and moving the body
in space during rehabilitation. The robot’s social abilities are more limited. It is
necessary to further create the so-called high-level synthetic sensors that respond to
behaviours expressing complex feelings such as attachment or trust.
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3.1 Reinstatement of States of Affection and Attachment
by the “Cyber-Physical Nurse”

Whatis attachment? This is a feeling that is not a basic emotion, but an emotional state
of a higher abstract level, which develops throughout life and reflects the patients’
relationship, especially in old age, with their closest people—family and friends.
It is essential that the attachment of the patient to the closest people (or favourite
robot) is based on the affection emotion. Social robots must be able to cope not only
with possible outbursts of negative emotions on the part of the patients, but more
importantly—be able to evoke memories of moments of affection and attachment in
their lives—to loved ones, children, grandchildren, etc. Designing such a sensor is not
an easy engineering task, but it is achievable [33]. The role of the positive emotions in
rehabilitation is well established [34]. Our proposal is to introduce positive emotion
by invoking memories of attachment, formed by feelings of affection. The feasibility
of the cyber-physical nurse is in direct relation with the ability to design scenarios
for the individual patients, based on their own memories of affection and attachment.

3.2 Trust Towards the “Cyber-Physical Nurse”

The role of feeling trust is no less important in rehabilitation than the reinstatement
of positive emotions in the process of nurse-patient dialogue. Depending on the level
of trust in the caregiver, the patients will adhere to their treatment and rehabilitation
regimen. Therefore, a special aspect of scenario design is helping generate trust
towards the cyber-physical nurse [35].

The inspection of Fig. 2 reveals that the trustworthiness is not expressed in relation
to the robot, irrespective of the degree of anthropomorphism. At the same time the
human is attributed the highest level of trustworthiness. This is a rather unexpected
outcome of the study. Why people would not attribute trust to robotic agents of either
kind—machine-looking or android? If this is interpreted in relation to endowing
humanoid robots with nursing roles, this may pose a problem to designing the cyber-
physical nurse and decrease the degree of its feasibility. One possibility would be to
suggest coordination of the roles of the human and cyber-physical nurse towards the
individual patient. Knowing that the patients trust the human nurse more would be
a useful hint in trying to convince them to comply with the treatment and leave the
repetitive and heavy tasks to the robot, which is being perceived as the emotionally
stable and sociable agent.

The main shortcoming of the present study is the limited number of involved
participants—16. Yet, even with this limited sample some observations are statisti-
cally confirmed, such as perceiving differently human and robotic agents on the one
hand and not finding any gender difference—on the other.
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3.3 Future Studies to Improve the Robot’s Empathic
Capabilities

In future studies we plan to explore how patients react to robotic utterances, since
voice may not be accepted smoothly, even from robots with attractive appearance. On
the other hand, it may be possible to engage in a dialogue with the robots of patients,
who are hostile to the caregivers. An important aspect in research is designing collab-
orative human-robot care scenarios tailored to the individual patients for obtaining
optimal results. These and other technical and logistical challenges still need to be
addressed before the cyber-physical nurse can be deployed in real-world healthcare
settings. Promising is the approach to employ learning from patient interactions to
improve interactions in the course of time as well as to motivate and engage the
patient in the care process.

4 Conclusions

Research has shown that the cyber-physical nurse is a feasible concept, much awaited
in present day rehabilitation practice. It can be designed to support the overall rehabil-
itation of the patient by freeing the staff from heavy and tedious tasks. The presented
study provides some guidelines towards the manner of communication of the robot
with the patient as well as towards better coordination of the tasks between the human
caregiver and the robot. Future studies will focus on improving the abilities to monitor
the patient, detect emotional states and engage in a meaningful dialogue in order to
effectively reinstate the compassionate presence on the part of the cyber-physical
nurse.
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Abstract This study empirically examined historical trajectories of the semantic
landscape of legal conflicts over medical decision-making. We unveiled the lexical
structures of lawsuit verdicts, tracing how the core concepts of shared decision-
making (SDM)-duty of care, duty to explain, self-determination-have developed and
been contextualized in legal discourses. We retrieved publicly available court verdicts
using the search keyword ‘patient’ and screened them for relevance to doctor-patient
communications. The final corpus comprised 251 South Korean verdicts issued
between 1974 and 2023. We analyzed the verdicts using neural topic modeling
and semantic network analysis. Our study showed that topic diversity has expanded
over time, indicating increased complexity of semantic structures regarding medical
decision-making conflicts. We also found two dominant topics: disputes over health-
care providers’ liability and disputes over the compensation for medical malpractice.
The results of semantic network analysis showed that the rhetorics of patients’ right
to medical self-determination are not closely tied to the professional responsibility to
explain and care. The decoupled semantic relationships of patients’ right and health
professionals’ duties revealed the barriers of SDM implementations.
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1 Introduction

Shared decision-making (SDM) has gained significance in healthcare for enhancing
patient satisfaction, treatment adherence, prognosis, and quality of life [1-4]. This
approach emphasizes effective communication between patients and medical profes-
sionals to prioritize patients’ interests in critical medical decision-making. Medical
professionals not only explain benefits and risks of treatment options but also incor-
porate patient opinions and preferences [5, 6]. This patient-centered communication
can foster patient safety, promote patient autonomy, and improve quality of healthcare
[6, 7].

Despite its strengths, the institutional adoption and practical application in health-
care settings of this model is still at an early stage in most societies [5, 8, 9]. Effec-
tive SDM was less likely to occur due to lack of time and resources among medical
professionals [10]. A lack of communication skills and awareness to include patients
as an important agent in decision-making has been identified as a major hindrance
[11]. Paternalism and power imbalance in communications are also critiqued for
ineffective communication [12—-14].

Ineffective medical communication can escalate into lawsuits. From a legal
perspective, SDM is composed with three key concepts: duty of care (enhancing
treatment outcome), duty to explain (delineating treatment options), and self-
determination (integrating patient preference) [15, 16]. Legal data can provide a
unique and empirical source to identify the lexical structure of the key concepts in
medical litigation. This data allows us to observe the existing patterns of communi-
cation conflicts over medical decision-making. The effectiveness of communication
can be assessed based on the connections among the three concepts [15]. Examining
the relationships among the key concepts enables the development of better strategies
and policies to implement SDM in practice.

This study analyzed historical trajectories of the semantic landscape of medical
conflicts. Unveiling the critical themes emerging from the rhetoric of disputes and
interconnectedness among the concepts, we traced how the core concepts of SDM
have developed and been contextualized in legal discourses. We take South Korea
(hereinafter Korea) as the case—a country with a short history of adopting SDM
but a long history of legal conflicts over medical decision-making [17, 18]. Using
all publicly available court verdicts over medical decision-making in Korea (N =
251, 1974-2023), a country where SDM is not yet prevalent with relatively limited
patient autonomy [19], we created semantic networks to observe rhetorical changes
in medical-legal conflicts over time. We further analyzed ego-networks of the lexi-
cons, “duty of care,” “duty to explain,” and “self-determination” to examine their
association within the context of medical decision-making.
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2 Data and Method

2.1 Data

In order to obtain court verdicts related to medical decision-making, we collected
publicly available court judgments. Using “patient” as a search keyword, we retrieved
data from the legal information database provided by the Supreme Court of Korea
through automatic web crawling. The initial dataset included court cases both related
and unrelated to doctor-patient communications (N = 1608). We therefore manually
screened relevant verdicts. Three coders independently coded the assigned docu-
ments into three labels, “relevant,” “irrelevant,” and “unclear.” To ensure the relia-
bility of the manual coding, the coders cross-checked the coded labels. The intercoder
reliability was 88.6%, showing good reliability and consistency. 251 documents were
selected for the final dataset. Details on the filtering process for court verdicts are

provided in Fig. 1.
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Fig. 1 Flow diagram of court verdicts filtering
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2.2 Methods

Neural Topic Modeling. We used neural topic modeling analysis to discover domi-
nant topics in the medical verdict corpus. Specifically, we applied BERTopic using
the LEGAL-BERT, a pre-trained language model specialized for legal domain [20].
Compared to traditional topic modeling methods, BERTopic uses the embedding
representations from an advanced pre-trained language model to effectively capture
the contextual semantics of the words or sentences within the corpus [21]. It can
provide topic models that reflect contextualized keywords. We removed repetitive
legal terms such as “plaintiff,” “court,” or “pleading” to avoid overestimation of
connectivity.

Semantic Network Analysis. We applied semantic network analysis to explore the
meaning clusters generated within the data. To construct shared meanings within data,
lexical units are represented as nodes and their co-occurrences within a predefined
window are represented as links [22, 23]. We employed the Louvain community
detection algorithm that efficiently works on large networks by maximizing between-
cluster differences and within-cluster cohesiveness. We treated each verdict as a
window and used the top 500 words based on their co-occurrence frequencies to
identify dominant themes. We primarily used nouns and adjectives to ensure clear
interpretation of the networks.

2.3 Analysis

We created semantic networks using medical verdict data to capture changes in
semantic structures over time. First, we conducted neural topic modeling to develop
meaning clusters—the networked maps of connectedness between semantic enti-
ties—corresponding to each of the emerging themes. Neural topic modeling analysis
can reveal dominant topics so we can categorize the documents based on extracted
topics. We then created two sets of semantic networks: time-collapsed and longi-
tudinal. The time-collapsed network can show overall meaning structures of the
verdicts, while the longitudinal network reveals evolution of semantic networks,
illustrating how semantic clusters are entangled or separated over time. The semantic
networks were created using CorText Manager and Gephi [24, 25].

3 Results

The number and issues addressed in court verdicts on medical disputes have increased
and diversified over time. Figure 2 displays the yearly distribution of the final medical
lawsuits from 1974 to 2023 by the line graph. The figure additionally shows the
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Fig. 2 Yearly distribution of medical court verdicts (line) and mentions of medical departments
(bar). Note Some court verdicts mention more than one medical department

annual frequency of department mentions in the medical-legal verdicts by the bar
graph, focusing on the top ten most mentioned departments. The number of court
verdicts continued to rise rapidly for the last five decades. This indicates that the
number of medical lawsuits increased.

The legal lexicons of medical disputes have dramatically diversified. Figure 3
displays the semantic network of the 483 most-used words. The word appears on
the map when its cumulative occurrence reaches 20% of its total frequency. The
colors of nodes denote their cluster memberships. The growth of diversity expanded
dramatically through the second half. The results show the increased complexity
of semantic network structures regarding medical decision-making. It suggests that
patient-doctor communication problems cover wider areas of the medical services
and practices over time.

We found two major topics (Table 1). Seven documents were automatically
dropped. The first topic concerned disputes over physicians’ liability for malpractices

EEINT3 EEINT3

(N = 133). This topic included terms such as “negligence,” “surgery,” “accused,’
“treatment,” “procedure,” and “death,” which addresses the extent of the respon-
sibility of medical practitioners. It discussed whether medical practitioners fully
fulfilled their duty of care and duty to explain.

The second topic (N = 111) addressed the extent of compensation. This topic
represents the financial compensation from medical practitioners (or hospitals) for
health damages caused by their negligence. It included terms such as “amount,”

“pay,” “expenses,” and “damages.”
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Fig. 3 Historical semantic network of the entire final corpus
Table 1 Topic modeling result
Topic N Words Example sentences
Topic 1 133 | Negligence, surgery, | ...... the plaintiff would not have undergone the
liability circumstances, procedure in question if she had been properly
treatment, procedure, | informed by the defendant about the exact state
medical, hospital, of affairs in clinical medicine
death, patient
Topic 2 111 | Annum, amount, pay, | ...... the court may take into account the
compensation expenses, damages, victim’s factors that contributed to the cause or
rate, claims, claim, per | aggravation of the damage by applying the
doctrine of contributory negligence while
determining the amount of damages......

3.1 Topic 1 Liability Semantic Network Analysis

To dissect the contexts where key terms appeared, “duty of care,” “duty to explain,”
and “self-determination,” we analyzed semantic networks of each topic. In the
semantic network of Topic 1 (Fig. 4), six clusters were identified. Overall network
statistics indicate that the network is well-divided into cohesive groups, in particular
the modularity of 0.665 and the average clustering coefficient of 0.559 (Table 2).
The node level statistics indicate the significance of key SDM concepts in Topic
1 semantic network (Table 3). All three concepts had high raw and weighted degree
compared to the network averages. “Self-determination” showed moderately high
eigenvector centrality, reflecting solid links to central nodes. “Duty to explain” and
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Fig. 4 Topic 1 semantic network

Table 2 Descriptive statistics of the topic 1 semantic network

Measures Value
Number of nodes 496
Number of edges 7161
Average degree 28.875
Average weighted degree 22.371
Graph density 0.058
Modularity 0.665
Average clustering coefficient 0.559
Average path length 2.878
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“duty of care” stood out in betweenness centrality, highlighting their role as core
bridges between nodes.

Yet, while individually significant, the semantic interconnectedness between the
three concepts is minimally found. Table 4 exhibits a thematic summary of the
meaning clusters. The terms “duty of care” and “duty to explain” were included in
one of the largest clusters, “Providers’ Duties and Responsibilities” with 23.99% of
node ratios. The two concepts were described in a context that highlights the patient
risks and harms due to medical negligence. The cluster underscored the responsi-
bility of medical professionals for proper treatments and explanations during medical
procedures. “Self-determination” was included in the third cluster, “Patients’ Rights”
showing 20.97% of node ratio. This cluster identified key agents: “patient,” “family,”
“parents,” and “doctor.” It suggests that patients, family members as caregivers, and
doctors as medical providers play integral roles in medical decision-making.

Closer examination on three key concepts’ neighbors also demonstrates that
the concepts were articulated in distinct contexts. Figure 5 presents extracted ego-
networks of three SDM concepts. For “duty of care,” the words including “incidents,”
“worsening,” “symptoms” and “practice” addressed detrimental impacts on patients
from medical malpractices. For “duty to explain,” the words including “damages,”
“aftereffects,” “invasions,” “risk”” and “result” indicate that medical practitioners are
required to provide explanation on possible adversities. For “self-determination,”
the words including “dignity,” “choose,” “patient,” “consultation,” “treatment,” and
“methods” illustrated that patients should make decision with caregiver engagements
and doctor consultations. Each embedded subgraph of the three concepts revolved
around their definitions in the SDM framework. However, they lack direct links and
shared neighbors, which indicate minimal semantic ties.

2% ¢ 9 <

Table 3 Node statistics of key SDM concepts in the topic 1 semantic network

Measures Duty of care Duty to explain Self-determination
Degree 52 38 46

Weighted degree 31.143 29.293 42.579
Eigenvector centrality 0.186 0.148 0.488

Closeness centrality 0.422 0.378 0.352
Betweenness centrality 2008.929 1115.129 243.089
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Table 4 Meaning clusters from the topic 1 semantic network
Cluster Key nodes N of Node ratio
nodes (%)
Symptom tracking and | Work, pain, perforation, appropriate, time, 125 25.20
mortality risk dosing, side effects, hospitals, kill, delay,
nursing, peritonitis, long-term, notices
Providers’ duties and Restitution, damages, duty of care, losing, 119 23.99
responsibilities result, knowledge, duty to explain, negligence,
causation, aftereffects, consultation,
diagnostics
Patients’ rights Treatment, requirements, voluntary, protect, 104 20.97
allow, requests, life, ventilators, remove,
interruption, discharge, parent, family,
self-determination, patient, doctor
Maternal and fetal Obstetrics and gynecology, maternity, fetus, 57 11.49
health cesarean section, blood pressure,
embolization, choking, preterm birth
Surgical and Surgery, complications, scope, chronic, safety, | 57 11.49
pharmaceutical practice | effects, necrosis, pharmaceuticals, resection,
vessels, ophthalmology, conjunctiva
Psychiatric Required, justification, limitations, 29 5.85
hospitalization hospitalization, force, mental, mental illness

patient, unjust, facilities, consent form

3.2 Topic 2 Compensation Semantic Network Analysis

The semantic network of Topic 2 is provided in Fig. 6. Eight clusters are found here,
with a 0.741 of modularity and a 0.51 of average clustering coefficient (Table 5). The
statistics indicate that the Topic 2 semantic network was more explicitly clustered

compared to Topic 1.

The node level statistics show the peripheral status of key SDM concepts in Topic
2 semantic network (Table 6). The concepts’ low degrees, eigenvector centralities,
and closeness centralities reflect the marginality of the three concepts. Exception-
ally, ‘self-determination’ and ‘duty to explain’ demonstrate moderate betweenness
centrality, indicating that they function as mediators despite not being central.
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Fig. 5 Key neighbors of SDM concepts in the topic 1 semantic network

The cluster-level contexts confirm that the key SDM concepts are largely periph-
eral in the Topic 2 network. Table 7 presents a thematic summary of the meaning
clusters. Compared to the Topic 1, no conspicuous major cluster was found. “Duty
of care” appeared in the second largest cluster, “Surgical Procedures and Compli-
cations” with a 15.3% of node ratio. On the other hand, “duty to explain” and
“self-determination” appeared in the same minor cluster, “Duty to Explain and Self-
Determination” with a 10.48% of node ratio. The importance of “duty to explain” was
tied to patients’ decision-making right, reflected in their shared cluster membership
and direct node connection. However, “duty of care,” requiring medical practitioners
to provide optimal care, was not discussed in the same context. The divergence under-
scores the lack of integration between the broader duty of care and the specifics of
patient autonomy and communication. This gap suggests opportunities for healthcare
frameworks to better align these essential aspects of SDM.



Semantic Landscape of Legal Lexicons: Unpacking Medical ... 149

> . i CAUSC ey

b

f— s
prescriptions medications’
e i E
side effects taking

steroids

dismr’s
S = sj’/“""m"‘"’fotornsst - N
o N - Soepe SRR 7
7N responsxbd’lm@s ] Q) tﬁl e
Tk g K ad damy e dny
- s paymej'jt
o il tS " confirm
""" relationships SRy eq_...‘jm N
procedures
uired restmm
treatmen;taggmggg e
= glggepiption

== aSSertron

“Wifedical

Fig. 6 Topic 2 semantic network

Table 5 Descriptive statistics of the topic 2 semantic network

Measures Value
Number of nodes 477
Number of edges 3557
Average degree 14914
Average weighted degree 11.508
Graph density 0.031
Modularity 0.741
Average clustering coefficient 0.51
Average path length 3.671

Figure 7 represents important meaning clusters around key terms related to SDM.
It shows that “duty to explain” and “self-determination” were directly connected,
sharing two neighbors: “doctor” and “violations.” This implies that Topic 2 docu-
ments addressed the role of medical professionals’ explanation in ensuring patients’
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Table 6 Node statistics of key SDM concepts in the topic 2 semantic network

H. Kim et al.

Measures Duty of care Duty to explain Self-determination
Degree 1 8 12

Weighted degree 0.612 5.597 7.134

Eigenvector centrality 0.002 0.016 0.025

Closeness centrality 0.212 0.273 0.279
Betweenness centrality 0 937.013 1049.968

Table 7 Meaning clusters from the topic 2 semantic network

Cluster Key nodes N of Node ratio
nodes | (%)

Vital sign tracking | Status, neurology, implementation, observe, 95 19.92

breathing, oxygen, airway, signs, cerebral

hemorrhage, CT, vitality, pulse, reflex
Surgical procedures | Surgery, paralyzed, aftereffects, occurrence 73 15.3
and complications | complications, failure, nerves, spine, intervertebral

discs, risk, occupation, abilities, duty of care
Medical expenses | Damages, restitution, payments, responsibilities, 65 13.63
and income loss earnings, age, duration, equivalent, Hoffman, life
compensation expectancy, nursing
Transplant Effects, company, clinical, safety, resources, 53 11.11
medicines and risks | technology, transplant, medicines, therapeutics,

sclerosis, cells, approvals
Maternal and fetal | Obstetrics and gynecology, measurement, fetus, 51 10.69
health newborns, uterus, late, trouble, hypoxia, cesarean

section
Duty to explain and | Doctor, patient, treatment, obligations, description, |50 10.48
self-determination | duty to explain, self-determination, violations,

medical bills, ventilators
Pharmaceutical side | Medications, necrosis, emergency room, side 39 8.18
effect effects, pharmaceuticals, syndromes, caution,

cornea, skin, epidermis
Surgical Result, diagnostics, resection, long-term, tumor, 38 7.97
interventions lung cancer, breast, internal medicine, adhesions,

veins

decision-making rights. On the other hand, “duty of care” was minimally discussed,
with no direct or indirect connection to other two key concepts. This limited engage-
ment suggests that discussions in Topic 2 focus more on patient rights and communi-
cation than on the broader obligations of optimal care. This disparity points to a poten-
tial gap in integrating holistic care principles with patient-centered communication

practices.
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4 Conclusion

This study examined the unfolding of lexical structures of the medical lawsuit
verdicts. We unveiled semantic networks of the key concepts of SDM. The topic
diversity in medical conflicts has expanded over time. We also showed that the
verdicts have two dominant topics: disputes over physicians’ liability (Topic 1) and
the disputes over the compensation related to malpractice (Topic 2). The semantic
network analysis showed that not all core concepts of the shared decision-making,
“duty of care,” “duty to explain,” and “self-determination,” were closely connected.

From the SDM perspective, the three concepts should be closely associated in the
meaning clusters for effective communications [15, 16]. In order to make decisions
that maximize patients’ interests reflecting their preferences and priority, medical
professionals should provide enough explanations to support the optimal treatment
options. However, from medical-legal conflict Topic 1, we found no direct link
between “self-determination” and “duty of care,” “duty to explain.” The medical-
legal Topic 2 semantic network included link between ‘self-determination’ and ‘duty
to explain,” however, they remained largely peripheral in the entire network. The
rhetorics of patients’ right to medical self-determination are not closely tied to the
professional responsibility to explain and care.
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This study has several limitations, some of which could be addressed in future
research. The findings should be cautiously interpreted in terms of generalizability.
We mostly dealt with legal verdicts from supreme courts, which may not cover a wide
range of medical-legal conflicts. The data also may underrepresent disputes resolved
in lower courts. Second, the exclusion of settlements, policies, and expert testimonies
limits the scope of our analysis. Including these additional sources in future studies
could provide a more comprehensive understanding of medical decision-making in
Korea.

Despite these limitations, this study makes two significant contributions. First, we
demonstrate the heuristic utility of medical verdict data through the implementation
of semantic network analysis. Second, we unveil the semantic networks underlying
medical-legal conflicts, highlighting the longitudinal changes in their lexical struc-
tures. Each meaning cluster has merged into a cohesive global structure, indicating
the increased complexity and expanded scope of medical conflicts. In this study, we
revealed barriers of SDM implementations. Through the semantic network analysis,
we uncovered decoupled meaning clusters of healthcare professionals’ duties and
patients’ rights.
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Abstract The vulnerability of Southern Africa to climate variability, especially
drought, places substantial pressure on agriculture, water systems, and the economy.
This study explores how El Nifio-Southern Oscillation (ENSO)-related Sea Surface
Temperature (SST) variations influence drought patterns across the region using
machine learning methods. Two approaches were taken: (i) a feature ranking of
SST in comparison to twelve other climate variables and (ii) drought model perfor-
mance comparisons with and without SST data. Results reveal SST’s significant and
consistent impact across all climate zones, with both methods indicating that SST
data, particularly in connection with ENSO phases, strongly influences drought vari-
ability, despite slight variations in its order of effect with respect to climatic zonal
divisions. This underscores the value of incorporating SST in climate models for
enhanced drought prediction and adaptation planning. Although limited by a focus
on SST and not fully accounting for interactions with other climate factors, this
research provides a solid foundation for understanding regional climate dynamics.
Adding more climate indicators and studying SST’s interactions with land-based
factors could help future studies make drought predictions more reliable and better
prepare vulnerable areas.
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1 Introduction

Southern Africa is one of the most climate-sensitive regions in the world, partic-
ularly vulnerable to drought, which has far-reaching impacts on agriculture, water
resources, and livelihoods. Climate variability in this region is strongly influenced
by global ocean—atmosphere phenomena, with the El Nifio-Southern Oscillation
(ENSO) being a primary driver of climatic fluctuations [1]. ENSO events [2], char-
acterized by shifts in sea surface temperatures (SST) in the Pacific Ocean, lead to
teleconnections that impact rainfall and temperature patterns across Southern Africa.
Zhao et al. [3] observed that ENSO affects the world’s major river basins. Under-
standing the complex influence of ENSO on regional drought conditions is critical
for developing accurate predictive models that support early warning systems and
inform adaptation strategies.

A large body of research [4—8], has demonstrated that Sea Surface Temperature
(SST), particularly in relation to ENSO phases, plays a significant role in modu-
lating climate variability in Southern Africa. Despite these advances, there is a
need to refine our understanding of how SST variations interact with local climatic
processes to influence droughts at a more detailed level. Machine learning offers
promising tools for analyzing complex and high-dimensional climate data, enabling
the exploration of intricate relationships between SST patterns and climate responses
across different zones. However, studies specifically leveraging machine learning
approaches to assess the role of SST in regional drought dynamics remain limited,
particularly in Southern Africa, where diverse climate zones may exhibit varying
responses to SST fluctuations and ENSO events.

In analyzing the drought-ENSO relationship, [4, 9] suggest the Standardized
Precipitation Evapotranspiration Index (SPEI) as one of the preferred indices.
Manatsa et al. [9] argues that SPEI, which factors in both precipitation and potential
evapotranspiration, captures increased water demand resulting from rising tempera-
tures and incorporates both precipitation and drought severity linked to temperature
variability. Gore et al. [4] also supports this view, noting that SPEI’s foundation in
climate water balance makes it effective for quantifying drought with both variables
in mind.

The selection of the machine learning algorithm was guided by a combination of
prior research insights and a preliminary practical test evaluation of three options:
Random Forest [10, 11], Feedforward Neural Network (FFNN) [12], and trans-
former architecture [13—15]. The algorithm that showed the best results was then
utilized for all further research trials. This initial evaluation ensured that the chosen
model was best suited to handle the dataset’s complexity and variability, providing
an optimal balance of accuracy and computational efficiency. By using an evidence-
based approach to model selection, the study focused on maximizing predictive
performance while minimizing potential overfitting and resource use during the
experiments.

The main objective of this paper was to investigate the teleconnection relation-
ships between El Nifio Southern Oscillation (ENSO) and SPEI drought across the
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different regions of Southern Africa. To address this objective, machine learning was
used to quantify and rank the influence of SST data on drought conditions across
Southern Africa’s climate zones. Two primary novel methods are employed: (i) a
feature importance analysis to evaluate SST’s relative influence compared to twelve
other climatic variables, and (ii) a comparative model approach that contrasts setups
with and without SST data to assess its overall impact. Through these methods, this
study seeks to determine which aspects of ENSO-related SST changes most strongly
correlate with drought, and to identify the most sensitive regions for these effects.

This study provides valuable insights into the primary climate drivers influencing
drought in Southern Africa, with a particular emphasis on the consistent role of Sea
Surface Temperature (SST) across climate zones. By demonstrating SST’s impact
on drought variability and underscoring its utility in predictive climate models, this
research enhances the accuracy of drought forecasting, which is essential for effective
planning and adaptation.

The findings hold significant implications for decision-making, especially for
farmers and other stakeholders who rely on seasonal forecasts to guide their actions.
Withimproved predictions, stakeholders can plan strategically: for instance, investing
in crop diversity and additional inputs in favorable seasons to boost yields, or mini-
mizing investments in anticipated poor seasons to reduce financial risk. This research
thus establishes a foundation for understanding climate variability in Southern Africa
and highlights the need for further exploration into how global phenomena, such as
ENSO, interact with local climatic factors to shape drought risk. Overall, this research
provides practical knowledge that supports both scientific growth and effective
strategies for adapting to changing climates.

2 Methodology

2.1 Study Area

Southern Africa, spanning from the equator to 40° South, experiences extreme
climate variability, including frequent floods and droughts. The Kalahari Desert,
covering parts of South Africa, Namibia, and Botswana, reaches temperatures over
40 °C, with wide diurnal variations [16]. The region has a mild summer wet season
(November—March) and a dry winter (April-October), while the southwest exhibits
a Mediterranean climate with winter rains. Climate variability here is influenced by
atmospheric pressure shifts, the Intertropical Convergence Zone (ITCZ), and ocean
currents from the Atlantic and Indian Oceans, creating diverse climatic zones across
the area [17, 18].

Southern Africa’s Okavango, Limpopo, Orange, Save, and Zambezi River basins
are vital for the region’s economy, hosting industries and attracting tourism. The
Orange River basin spans ~1,000,000 km? across Lesotho, South Africa, Botswana,
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and Namibia, with extreme temperature variations, high rainfall in the highlands,
and high evaporation rates [16, 19, 20].

Covering over 415,000 km?, the Limpopo River basin spans Zimbabwe, South
Africa, Botswana, and Mozambique. Rainfall varies from 200 mm in the west to
1500 mm in the east, mostly falling between October and April, with high variability
leading to both floods and droughts. Temperatures range between 0 and 36 °C, and
annual evaporation averages 1.970 mm [21, 22].

Encompassing Namibia, Botswana, Angola, Zambia, and South Africa, the
Okavango basin has a sandy savannah. Its water from the Okavango Delta in
Botswana evaporates in cooler months. The Zambezi River basin, covering 1.37
million km? across eight countries, is the largest in Southern Africa, with annual
rainfall ranging from 700 to 1200 mm and discharges to the Indian Ocean [16, 20, 23].

Southern Africa features diverse climates, ranging from desert heat in the Kala-
hari to Mediterranean zones in the southwest. The region experiences a summer
wet season (November—March) and a dry winter (April-October). Influenced by
atmospheric pressure, the ITCZ, and ocean currents, it faces significant climate vari-
ability, including floods and droughts. Key river basins like the Okavango, Limpopo,
Orange, and Zambezi support economies, agriculture, and tourism. The Limpopo
basin spans four countries, with rainfall between 200 and 1500 mm and evaporation
averaging 1970 mm annually. The Zambezi, Southern Africa’s largest basin, covers
1.37 million km2, discharging to the Indian Ocean. Figure 1 below displays the map
of Southern Africa on which this research was based.

2.2 Data Sources

Climate station historical data on a monthly time scale was downloaded from 1972
to 2022 from the SASSCAL Information and Data portal [24]. Variables such as
relative humidity (RH) (%), wind speed at 2 m (m/s), sunshine hours (SS) (h), solar
radiation (SR) (W/m?), maximum temperature (T ), minimum temperature (7 iy ),
average temperature (7,y) (°C) and precipitation amount (P) (mm) were collected.
Station coordinates from the 164 weather stations were used as selected data points.
Then a procedure of mapping the stations was done using QGIS software by
adding a layer of coordinates on the shape file representing the Southern African
region. The climatic zones for Southern Africa were accessed from global maps of
the Koppen-Geiger climate classification [25]. To create the climatic zones displayed
in Fig. 2, the process was carried out using QGIS. Initially, a shapefile of Southern
Africa was added. Next, a TIFF layer generated from [25] representing the climatic
zones was incorporated. Finally, a CSV file containing the station coordinates was
added as another layer. The original climate zone divisions are based on threshold
values and the seasonality of monthly air temperature and precipitation [25].
Figure 2 under the results section shows the station coordinates and the eight
climatic zones onto which these were mapped. The rest of the experiments were then
done according to the eight climatic zones. Then using the coordinates for each zone,
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Fig. 1 Geographic representation of Southern Africa, highlighting its constituent countries

python codes were used to extract data from NETCDF files that were downloaded
from satellite products available such as ERA5 from Copernicus [26, 27]. While
variables such as wind speed, relative humidity, solar radiation, precipitation, poten-
tial evapotranspiration, minimum, maximum, and average temperature were from
ERAS, two additional variables namely: soil moisture, and sunshine hours were also
added to the feature set. Data from 1981 to 2022 for soil moisture was available as
satellite observed data from NASA [28]. The deficit from 1972 to 1980 was gener-
ated synthetically using the Generative Adversarial Networks (GANs). For sunshine
hours, additional data was generated by using the available insitu data from some
stations and then applying the GANs to generate the data for the remaining cells.

It must be emphasized that the initial SASSCAL [24] in situ station data played
a role only in validating the satellite data. Once validated, the satellite data was
used exclusively for all remaining experiments. This approach was essential, as the
SASSCAL data had substantial gaps and missing values, making satellite data the
more reliable option.

Concerning the calculation of SPEI values, this research determined SPEI across
1-, 3-, and 6-month intervals for each station, with coordinates represented within
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each zone. Following this, the average SPEI for all stations in each zone was calcu-
lated to facilitate further analysis, such as machine learning experiments. These
calculations were performed using the SPEI package in the R software.
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2.3 Machine Learning Algorithms

In the first stage of this section of the study, three machine learning models (Random
Forest [10, 11], Feedforward Neural Networks (FFNNs) [12] and transformer archi-
tecture [ 13—15]) were evaluated to determine which would be best suited for assessing
the effect of SST data. This preliminary test also aimed to identify the most effective
Standardized Precipitation Evapotranspiration Index (SPEI) scale (SPEI 1, SPEI 3, or
SPEI 6) for the data used. One of the reasons for choosing the SPEI index is because
it accounts for both precipitation and potential evapotranspiration. As seen in Fig. 4,
the transformer model paired with SPEI 6 was selected for further experimentation.

The transformer model utilized in this current study featured a simple architecture
with three fully connected layers. The first layer took in input features and produced
32 units, the second layer reduced it to 16 units, and the final layer output a single unit
for binary classification. ReLU activation in the first two layers enabled the model
to capture complex patterns. The model used the Adam optimizer with a learning
rate of 0.01 and a weight decay of 1e—5 to control overfitting. To further stabilize
training, a learning rate scheduler reduced the rate every 20 epochs, and gradient
clipping kept gradients within a safe range, preventing them from growing too large.
Training was conducted over 50 epochs with a batch size of 8, and efficient data
handling was achieved with PyTorch’s Datal.oader. Adjustments in epoch count and
batch size also reduced memory demands, preventing kernel crashes and optimizing
resource use.

Exploring How El Niiio Southern Oscillation (ENSO) Teleconnections Affect
Drought in Southern Africa: Sea Surface Temperature (SST) data was downloaded
as a netCDF file from National Oceanic and Atmospheric Administration (NOAA)
[29]. A basic Python algorithm was used to extract SST values from the netCDF file
for all 164 points in the original station dataset. Figure 8 in the results section shows
which stations had SST data.

After downloading the SST data from 1972 to 2022 for the selected stations
containing SST, an average was computed across all stations. This averaged data
was then incorporated as a new variable in the feature set for each of the modeling
experiments conducted in the eight zones. As a result, the feature set expanded from
11 variables to 12. The modeling experiment involving SST was performed in all the
zones.

This analysis involved the use of permutation importance function applied to
neural networks. Permutation importance function from sklearn calculates the feature
importances correctly, ensuring that the metric is computed on the entire dataset for
each class. This method evaluates the contribution of each feature by measuring how
the model’s performance decreases when the values of that feature are randomly
shuffled. By disrupting the relationship between the feature and the target variable,
permutation importance provides insight into how much the model relies on each
feature for making accurate predictions.

The process began with training a model on the dataset using the original feature
values. After the model was trained, its performance was evaluated using a suitable
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metric, such as accuracy, F1 score, or mean squared error, tailored to the classifica-
tion task in this study. Once the baseline performance was established, permutation
importance was calculated by systematically permuting the values of each feature,
one at a time, and measuring the change in model performance.

For each feature, the values were randomly shuffled, breaking the association
between the feature and the target. The model was then re-evaluated using the
permuted dataset. The decrease in performance compared to the original model indi-
cates the importance of that feature; a significant drop suggests that the feature plays
a crucial role in the model’s predictions. This process was repeated multiple times
to account for randomness and variability, and the results were averaged to obtain a
stable measure of feature importance.

The final output of the permutation importance calculation is a set of importance
scores for each feature. These scores can be visualized in a ranking format, allowing
for easy identification of the most influential features. Features with high impor-
tance scores are critical to the model’s predictive power, while those with low scores
contribute less to the model’s performance. This technique was realized by embed-
ding segments of code to compute permutation importances within the core code of
the transformer algorithm.

The second analysis was performed on the dataset for each zone and consisted of
two experiments. The first experiment used the feature set without SST data, while the
second extended the feature set to 12 variables by adding SST data. The performance
metrics of the transformer model were compared between the two experiments to
investigate the role of SST data in drought modeling. This process involved calcu-
lating the differences for each metric across zones, comparing outcomes when SST
was included versus excluded. Figure 8 in the results section represents these values
as variances for R, NSE, and accuracy.

3 Results and Discussion

Southern Africa was divided into eight climatic zones by adding a coordinate layer
for station locations as demonstrated in Fig. 2. This zonal framework provided a
structured basis for calculating the SPEI and carrying out the modeling experiments.

Figure 3 displays the coordinates where Sea Surface Temperature (SST) data was
retrieved. Out of 164 stations, only 18 had complete SST data, while the remaining
146 were either marked with zeros or NaN values. This indicates that SST data is
mostly available near the sea or ocean. Additionally, the map emphasizes that the
data collected from [24] mainly covered locations close to the Atlantic Ocean on the
left side of Southern Africa, with no stations near the Indian Ocean due to the nature
of the original station dataset.

Results from the preliminary experiment aimed at selecting the optimal machine
learning algorithm and SPEI index scale are presented in Fig. 4. The figure shows that
the transformer model outperformed the other two algorithms, and SPEI6 emerged
as the most effective scale. Across all initial tests for SPEI1, SPEI3, and SPEI6, the
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Fig. 3 Spatial arrangement of 18 weather stations with sea surface temperature data from a pool
of 164 stations

transformer consistently delivered superior results, with SPEI6 achieving the highest
performance metrics among all scales.

The experimental outcomes for each zone, depicted in Fig. Sa(i-iv) and b(v—viii),
were generated using a neural network permutation importance approach with SST
data included in the feature sets. Each figure illustrates SST’s relative ranking among
twelve variables. A final, combined ranking of SST across zones is provided in Fig. 6
after comparing the charts in Fig. 5a and b.

According to Fig. 6, SST data achieved its highest ranking in Zone 7 [Cold Semi-
Arid Climate (BSk)] and Zone 8 [Warm Mediterranean Climate (Csa)], both at fourth
place among 12 variables. Zone 6 [Cold Desert Climate (BWk)] ranked SST fifth,
Zone 1 [Humid Subtropical Climate (Cwa)] ranked it sixth, and Zone 5 [Humid
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Fig. 5 a(i-iv) Results of the permutation importance analysis from the transformer algorithm after
adding SST data to each zone’s feature set. b(v—viii) Results of the permutation importance analysis
from the transformer algorithm after adding SST data to each zone’s feature set
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Subtropical/Subtropical Oceanic Highland (Cwb)] placed it seventh. Zone 2 [Trop-
ical Savanna Climate (Aw)] ranked SST eighth, while Zones 3 [Warm Semi-Arid
(BSh)] and 4 [Warm Desert (BWh)] both placed it at tenth.

These findings illustrate SST’s impact on drought within each Southern African
climate zone. Zones 7 and 8 were the most influenced by El Nifio, followed by Zone
6. Zone 1 was the third most affected, Zone 5 the fourth, Zone 2 the fifth, while
Zones 3 and 4 shared the lowest level of impact.

In the second approach shown in Fig. 7, the model demonstrates El Nifio’s
effects across different zones, with clear improvements in most performance metrics
following the inclusion of SST data compared to the initial model without SST data.
The charts illustrate that all metrics showed gains when comparing results from
experiments conducted with and without SST data.
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Fig. 7 a(i-iv) Transformer model performance for each zone, shown for two cases: (1) without
SST and (2) with SST data included in the feature set. b(v—viii) Transformer model performance
for each zone, shown for two cases: (1) without SST and (2) with SST data included in the feature
set
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Generally, in modeling, the rule of the thumb is that performance improves with
higher Correlation Coefficient (R), accuracy, and Nash—Sutcliffe Efficiency (NSE)
values, ideally close to 1 (1 = perfect, >0.75 = very good, 0.64-0.74 = good, 0.5—
0.64 = satisfactory, <0.5 = unsatisfactory; [11]). In contrast, lower Mean Bias Error
(MBE), Mean Squared Error (MSE), and Mean Absolute Error (MAE) values near
0 indicate better performance. According to Fig. 7, in Zone 1, the R metric rose from
96.2 t0 96.8%, NSE increased from 84.9 to 87.3%, and accuracy improved from 96.2
to 96.7%. Likewise, MBE dropped from 0.9 to 0.08%, while both MSE and MAE
improved from 3.8 to 3.2%.

For Zone 2, improvements included an increase in R from 95.1 to 96.1%, NSE
from 80.2 to 84.3%, and accuracy from 94.7 to 95.6%, alongside a reduction in MBE
from 0.9 to 0.4% and in MSE and MAE from 4.9 to 3.9%. Zone 3 saw R rise t0 95.8%
(from 95.5%), NSE to 83.0% (from 81.9%), and accuracy to 95.7% (from 95.4%),
with MBE unchanged at 1% and MSE and MAE declining to 4.2% (from 4.5%).
Zone 4 recorded increases with R reaching 96.7% (from 96.1%), NSE 86.7% (from
84.3%), and accuracy 96.5% (from 95.9%), while MBE moved from —0.5 to 0.9%
and MSE and MAE reduced to 3.3% from 3.9%.

Zone 5 showed R increasing to 95.5% from 95.3%, NSE to 81.9% from 81.2%,
and accuracy to 95.5% from 95.3%. MBE declined from 1.5 to 0.3%, and MSE and
MAE both improved from 4.7 to 4.5%. Zone 6 recorded an R increase to 93.2%
(from 92.9%), NSE to 72.9% (from 71.6%), and accuracy to 92.7% (from 92.2%).
MBE reduced from 1.9 to —0.4%, while MSE and MAE dropped to 6.8% from 7.1%.
Zone 7 saw R rise to 95.5% from 94.6%, NSE to 81.9% from 78.6%, and accuracy
t0 95.3% from 94.4%, with MBE being held at 0.5% and MSE and MAE reduced to
4.5% from 5.3%. Zone 8 recorded gains with R up to 94.7% (from 94.1%), NSE to
78.7% (from 76.3%), and accuracy to 94.2% (from 93.9%). MBE changed from 1.5
to 0%, with MSE and MAE both dropping to 5.3% (from 5.9%).

To make sense of the findings in Fig. 7, a comparative analysis between the
setups—(i) without SST data and (ii) with SST data added to each zone’s features—
is essential, as shown in Fig. 8. This figure details the variance in key metrics like R,
NSE, and accuracy across the scenarios.

According to Fig. 8, the variance across metrics increases sequentially from zone
5 up through zones 3, 6, 8, 1, 4, 7, with zone 2 showing the largest effect. These
results suggest that SST data significantly impacts zone 2, while zones with lower
variance, such as zone 5, experience less effect. This trend illustrates an increasing
impact of SST, moving from the least affected zone (zone 5) up to the most impacted
(zone 2), underscoring the overall significance of SST on each zone’s performance
and its influence on all analyzed zones.

The two methods employed—(i) a feature importance function to rank SST data
among twelve variables per zone and (ii) a model approach comparing setups with and
without SST—yielded similar insights. Both approaches demonstrate SST’s impact
across Southern Africa’s climate zones. Although the order of effect varies slightly
between the methods, both clearly indicate that SST data, and consequently El Nifio,
influence all these zones.
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The feature importance function ranked El Nifio’s impact in this order: Zones 7
and 8 with identical outcomes as most affected, followed by Zone 6, then Zone 1,
with Zone 5 fourth, and Zone 2 fifth. Zones 3 and 4 with identical values showed
the lowest effects overall. In contrast, the model approach, which used setups with
and without SST data, indicated an impact order from Zone 5 through Zones 3, 6,
8, 1, 4, 7, to Zone 2 as most affected. Therefore, it is important to note that these
differences in results may stem from randomness in algorithms, such as permutation
importance, where feature values are shuffled multiple times to capture variability.

Other studies, such as [7, 30], found a strong link between SST data and rainfall.
Likewise, [4] employed the SPEI to show that ENSO plays a significant role in
predicting southern Africa’s climate. Moreover, studies such as [6] indicate that SST
effects can differ across various regions and sub-regions. While most similar studies
have been limited to country-level scales, our work examined a large geographical
region divided into climatic zones. This research was unique in using two approaches:
(1) a feature importance analysis to rank SST data against twelve additional variables
for each climate zone, and (ii) evaluating comparative machine learning models
with and without SST data to determine its influence on Southern Africa’s diverse
climates.

In this study, we focused on machine learning (ML) methods due to their ability
to handle large datasets and capture non-linear relationships, which are often chal-
lenging for traditional physical models. While ML models have shown great promise
in improving drought forecasting, it is important to recognize the strengths of tradi-
tional physical models, which excel in representing the underlying physical processes
of drought events. Although a direct comparison with physical models was beyond the
scope of this study, future research could benefit from integrating these approaches
to benchmark ML models against established methodologies.

While the methods employed in this study demonstrated strong predictive capabil-
ities in Southern Africa, their applicability to other regions depends on the presence
of enough data, the reliability of that data, and the unique regional climate and envi-
ronmental characteristics. Machine learning models, by design, are highly adaptable
and can be retrained with region-specific data, which suggests that the approach
could be extended globally to other drought-prone areas. However, variations in
climatic conditions, soil types, vegetation, and water resource management prac-
tices across regions may affect model performance. By tailoring the model’s inputs
and fine-tuning its parameters to account for region-specific variables, the framework
presented here could serve as a foundation for broader application.

4 Conclusion

In conclusion, this study employed two robust methods—(i) a feature importance
analysis to rank SST data against twelve other variables per climate zone, and (ii) a
comparative model analysis assessing setups with and without SST data—to evaluate
the impact of SST on Southern Africa’s diverse climate zones. Both approaches
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yielded consistent findings, affirming SST’s significant influence across all zones
despite minor variations in the order of effect. These results underscore the consistent
and widespread role of SST data, and by extension, El Nifio events, in shaping
regional climate dynamics. This reinforces the critical need to incorporate SST-
related data into climate models for Southern Africa, particularly in predictive efforts
related to droughts and rainfall variability.

Despite the robustness of these findings, certain limitations should be acknowl-
edged. While SST was analyzed among other variables, interactions between SST and
other climate drivers were not exhaustively modeled, leaving room to further explore
complex interdependencies that may also influence climate variability. Additionally,
the spatial and temporal resolutions of the SST and climate data used may limit the
ability to capture localized or short-term climate impacts. Another limitation lies in
the model’s generalizability, as it may not fully represent variations across all sub-
regions within Southern Africa, where microclimates or other local factors might
moderate or amplify the effects observed.

Future research could enhance these findings by integrating additional climate
indicators or exploring SST interactions with land-based climatic factors to deepen
our understanding of climate drivers in this region. The study uses a limited dataset in
terms of years analyzed. Extending the temporal range could provide more long-term
insights into climate patterns and trends. Increasing data granularity or expanding the
dataset to include additional years could also provide more comprehensive insights.
The analysis might benefit from higher spatial and temporal resolution of the data.
This would enable the capture of localized or short-term climate impacts that might be
lost in broader-scale models. Altogether, this study provides a strong foundation for
understanding and modeling climate impacts, including drought, in Southern Africa,
which is essential for developing effective adaptation and mitigation strategies in
response to increasing climate variability and drought risk.
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Evaluation Study of an Adaptive )
Appointment Booking System e

Massimo Carlini, Giuseppina Anatriello, and Elisabetta Cicchiello

Abstract The modern business context and the amount of data available to compa-
nies and organizations has made decision-making processes even more complex
and articulated. This pushes companies to provide a better product or service for
customers, reasoning in terms of quality, flexibility, and responsiveness to their
requests and needs. In this context, the concepts of Customer Centricity and satis-
faction are placed, or the need for companies to try to satisfy demand by offering
efficient and quality treatment aimed at satisfying customer needs based on a deep
and solid knowledge of them. This paper reports on the activities carried out by
Anas S.p.A., by Customer Service, over the last few years, to improve the Digital
Customer Experience, making available to customers the knowledge and experience
acquired over the years. The objective, in terms of Customer Centricity, was to put
the customer at the center of the offer, providing them with more modern, innovative,
intelligent and efficient dialogue tools.

Keywords Adaptive system - Intelligent system - Digital communication

1 Introduction

Anas S.p.A, a company of the Ferrovie dello Stato Italiane Group, is an efficient,
innovative, transparent and internationally open industrial company that manages
assets of approximately 32 thousand kilometers of Italian roads and highways.
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The company’s commitment is aimed at those who use road infrastructures for
their travel (work, leisure, vacation, etc.) and is implemented through the design,
construction, management, and maintenance of the roads that connect every location
in the country.

The basis of this commitment lies in the awareness that the emergence of the
digital economy, through better connectivity and access to information, has made
it easier and cheaper to communicate with customers. In fact, the organizational
strategy of companies has changed, moving from the centrality of the product to the
centrality of the customer.

Customer Services along the road and motorway network are a strategic activity
of the company’s business.

2 Customer Centricity

Anas Customer experience has become an essential concept for companies and is
closely linked to another important concept, Customer Centricity, which became
established in the late 1990s.

The first to support the importance of customer orientation were the managers of
General Electric, who in 1950 introduced the concept of Marketing Concept. They
argued that it was necessary for the entire company organization to revolve around the
customer: the consumer must be the fulcrum around which the entire organizational
system rotates.

“The Marketing Concept is based on the idea that the customer must be the focal point in
planning the company’s activities and that company resources must be organized keeping in
mind the needs and requests of customers” [1].

Therefore, adopting the Customer Centricity approach involves implementing a
strategy that places the customer at the center of the company’s processes.

Customer Centricity is a business approach that aims to achieve the competitive
advantage that comes from positive Customer Experience. It is a strategy that inte-
grates products, services and experiences inside and outside the company to provide
solutions to customer needs [2].

For this reason, it is essential that companies really know their customers, using
tools that allow them to define common characteristics to specifically design the
best possible experiences. Supporting this need are Customer Relationship Manage-
ment (CRM) platforms, technologically advanced platforms that allow organizations
and businesses to track everything that is done with their customers to manage,
analyze and optimize relationships with them. This is an inter-functional strategy
for managing business processes, oriented toward the customer, integrated with
technology that aims to maximize relationships and includes the entire organization.
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3 Anas Customer Service

To meet the needs of external users, in 2006 Anas established a centralized public
relations service “Pronto Anas,” capable of responding to requests and reports from
external customers. The main objective is to facilitate the customer receiving correct
information about the company, the activities and services offered, responding to
requests and evaluating reports or complaints.

Those who contact “Pronto Anas” receive an immediate response directly from the
Customer Service consultants (Contact Center). If the complexity of the request does
not allow for an immediate resolution, it is forwarded to the territorially competent
Public Relations Office, which provides the information within thirty calendar days
of receiving the request.

Customers can contact the company through various channels, such as telephone,
email, PEC, live chat, Twitter, WhatsApp, Telegram or by going directly to one of
the offices located throughout the country.

Over the last few years, Customer Service has further grown in line with the inno-
vative processes that have affected the entire company, perfecting the transformation
already underway both in terms of processes and contact tools as well as the way of
communicating, offering more transparent, effective and innovative services. In fact,
the digital communication channels WhatsApp and Telegram were introduced at the
end of 2022 to make the search for information on the road world in line with the
most modern needs related to digital communication. This communication strategy
has confirmed that new technologies can offer users the possibility of interacting with
the company at any time, significantly simplifying the management of communica-
tions, offering the possibility of also having “asynchronous” channels with which to
interact quickly and directly.

The objective of these activities carried out by the company is to improve the
Digital Customer Experience of Anas, enhancing the Know-how acquired over the
years, which is not lost within the company, but rather made available to the customer.

3.1 The Renewal of Customer Service

For the staff of the internal Anas Contact Center, a real phase of renewal of the
Customer Service was started which led to a cultural revolution, in line with the
innovation processes that affected the entire company.

The objective, in compliance with the strategic directions expressed by the top
management, was to put the customer at the center of the offer, providing him with
more modern, innovative and efficient dialogue tools. The Lean Six Sigma method-
ology was therefore introduced into the company, which led—among other things—
to an efficient and effective involvement of its collaborators, a reduction in company
costs, the optimization of processes and improving service levels.
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The Lean Six Sigma methodology places emphasis on reducing variability and
optimizing processes, improving their quality. Using the Define, Measure, Analyze,
Improve, Control (DMAIC) cycle approach—a structured data-driven problem-
solving process—companies can identify and manage the key factors that influence
their reputation.

With the DMAIC approach we tried to enhance the performance of every single
resource in the team to achieve better experience for the customer.

4 The Appointment Booking System

In this context, Anas, to streamline its project on user experience, has added an
appointment booking system to the traditional contact channels.

Starting from June 3, 2020, during the Covid pandemic, in compliance with the
Legislative Decrees, Anas has launched a new online appointment booking system to
regulate and manage customer access to the Public Relations Offices (URP) located
throughout the country. To guarantee accessibility to citizens, in record time, the
company was able to transform a long-standing global problem into an opportunity
for both users and the company itself.

A process was built, regulated by an internal procedure approved by the various
company bodies, ensuring that citizens can go—in complete safety—to the Anas
Public Relations Offices by appointment.

Below are the technical details of the designed process, an intelligent and adaptive
system both with respect to the needs of the customers receiving the service and of
the Anas operators who manage the process itself.

Customer area: through a dedicated page on the institutional website, the
customer will be able to access the “appointments” section via a dedicated link.
To log in, the customer must indicate the email address or mobile number after
which they will receive a temporary token to insert in the dedicated field.

After logging in, the customer will find themselves on the booking page through
which they can send a new booking request or modify or cancel an existing booking.

To send a new booking it will be necessary to enter the requested personal data,
select the Anas URP structure of interest, the subject of the request, the reference
road and the method through which the appointment will be managed (telephone or
in person). With a view to Customer Centricity and improving the user experience,
the system provides the customer with the possibility of consulting the calendar of
the relevant URP structure and independently selecting both the day and the desired
time from the available time slots. The customer is also provided with the possibility
of adding attachments to the booking request via a corresponding button. After filling
in all the fields, the customer must accept the authorization to process their personal
data to proceed with sending the request. To confirm the delivery of the booking,
the customer must enter a token received on their email address or on their mobile
number.
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Once the booking has been sent, the appointment will be sent to the Anas CRM
and the customer will receive a confirmation message on their email address or on
their mobile number containing the date and time of the appointment as well as the
booking code.

As mentioned above, the system also allows you to independently modify or
cancel the booked appointment: the customer must access the system and enter the
booking code and their surname. The application will match the information with
the Anas CRM and, in the event of a coincidence, will return the booking details to
the customer, with the possibility of modifying the appointment based on the free
slots, exactly with the same procedure as the first booking.

This is an intelligent and adaptive system that considers the days when the offices
are closed, the opening hours of the offices and is directly connected to the hardware,
firmware and software infrastructure of the Anas CRM platform. In fact, the system
has been designed in such a way as not to imply either structural or functional changes
to the company information systems, interfacing directly with the CRM.

Anas’s operator area: this is an area accessible via a dedicated link reserved for
employees of the Anas URP structures in charge of managing appointments at their
headquarters.

After logging in, the operator will find themselves on the “Local Area Manager”
home page of their office, from which they can access one of the two main sections:

e Calendar management: by accessing this section, the operator will find the
calendar of their office. By clicking on a working date, the list with the times and
reservations opens. From the perspective of an intelligent system, it is possible
to define the available time slot with a specific time range based on the type of
request that is the subject of the appointment requested by the customer. It will be
possible to add more than one choice, among the available time slots, following
the same procedure.

e Appointment management: by accessing this section, the operator will find the
list of booked appointments, both past and future, with the search at the top right
and the filter by day/time. Also on this page, you will find the edit/delete buttons.
To modify an appointment, simply select it from the list and press and modify. The
operator also can modify the time of an appointment or delete it. Whenever the
appointment time is changed or canceled, the customer will receive a notification
via their email address or mobile number.

5 Evaluation of the Appointment Booking System

This process designed for citizens has been constantly monitored since its inception,
to identify customer perceptions regarding their satisfaction and to anticipate new
and possible needs.

The concept of Customer Satisfaction refers to the degree of customer satisfaction
with a product, service and/or company. It represents the perception or evaluation of
what a company offers.
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The degree of Customer Satisfaction is measured with specific statistical tech-
niques and analyses, applied to data collected through questionnaires built ad hoc
that can help companies identify their strengths and the aspects of business and
services that need to be improved.

The results of Customer Satisfaction surveys are indicators of the propensity of
customers to continue using a certain service in the future and/or to repurchase a
certain product [3].

Customer Satisfaction can be defined as management discipline and a behav-
ioral style that characterizes the company. In fact, it defines the manifestation of the
company’s ability to generate value for customers and to be able to anticipate and
manage their expectations, demonstrating skills and responsibility in responding to
and satisfying the expressed needs [4].

In the current economic context, it is necessary for companies to constantly
monitor the level of customer satisfaction, as they are no longer uninformed individ-
uals who buy products and/or use services blindly, but have accumulated experience
and capabilities, including financial ones, that allow them to request products and
services that satisfy their needs and expectations.

Starting from this assumption, having satisfied customers is fundamental for a
company: a satisfied customer is the premise for having a loyal customer, who repre-
sents a very important resource. From this, follows the need to measure the value of
this resource to manage it in the best possible way.

Knowledge of the level of customer satisfaction is therefore a fundamental indi-
cator that allows the company to have a precise idea of the value of the customer
resource and allows it to identify concrete actions that can lead to an improvement
in the performance perceived by customers.

Measuring the Customer Satisfaction process underlines and enhances both the
company’s attitude toward listening to the customer and its orientation toward service
quality.

Starting from 2020, the year the system was introduced, annual surveys were
launched with the support of a structured questionnaire with the aim of analyzing
satisfaction with the quality of the service offered.

In detail, the sample under analysis was identified through random sampling
among customers who booked an appointment at Anas URPs in the reference period
and who gave their consent to participate in the research, in compliance with GDPR
679/2016.

Through the support of a structured questionnaire submitted to customers who
booked an appointment at Anas URPs, a survey was launched with the aim of
analyzing satisfaction with the quality of the service offered.

The following indicators were identified, recorded and analyzed:

Appointment booking procedure;

Courtesy of the URP employee;

Quality of the response provided to the customer;
Usefulness of the response provided to the customer.
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Starting from these dimensions, a global index of satisfaction with the appointment
booking process was constructed using additive media.

5.1 The Results of the Survey

Since the launch of the new appointment booking system, over 1.000 appointments
have been pre-booked at the territorial URPs located throughout the country.

The latest 2023 annual survey revealed that approximately 41% of customers
who participated in the survey booked their appointment through the Anas telephone
channel. For approximately 56% of those interviewed, it was very easy to book their
appointment at the local URPs and approximately 87% declared that they would use
the service again with the same method. One of the strengths of the analyzed process
is the courtesy of the URP staff who manage the requests: the interviewees gave an
average score of 8.5 on a scale of values between 1 and 10 (Table 1).

The dimensions that make up the global satisfaction index of the appointment
management process were also the subject of a gap analysis, a technique that allows
identifying the deviations between the expected quality and the quality perceived by
customers, in relation to a service.

Customer satisfaction, in fact, depends both on the size and the direction of the
discrepancy between perceived performance and the comparison standard [5].

The objective of gap analysis consists in analyzing the contingent situation and
governing the process of evolution toward the desired condition.

From the comparison between the expectations and perceptions of users in relation
to the service received, the existing differences (gaps) are identified, based on which
it is possible to identify any actions necessary to achieve the set objectives (Fig. 1).

Expectations represent a subjective reference level, present in the consumer’s
mind before purchasing or using.

The gap is estimated as the difference between expectation and satisfaction; there-
fore, a positive difference indicates that the provision of the service has generated
a level of satisfaction below market expectations. On the contrary, a negative gap
indicates that satisfaction has gone beyond customer expectations.

From the gap analysis conducted on the dimensions identified for the evaluation
of the appointment booking process, it emerged that the interviewees were, overall,
satisfied with the service received even compared to the initial expectations (Table 2).

Table 1 Dimensions of the global satisfaction index

Index % positive reviews (6—10) (%) | Average rating (scale 1-10)
Booking procedure 86 7.7
Courtesy of the URP employee | 93.8 8.5
Quality of response 87 7.9
Usefulness of the response 80 7.4
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Table 2 La gap analysis
Index Expectation Satisfaction Gap
Booking procedure 7.2 7.7 —-0.5
Courtesy of the URP employee 7.5 8.5 —-1.0
Quality of response 73 7.9 —0.6
Usefulness of the response 7 7.4 —-0.4
Global appointment management process index 74 7.8 —-0.4

Anas’ commitment to citizens is to maintain, at least, the level of satisfaction
expressed, which in the 2023 annual survey was equal to 7.8/10.

These results, together with the general level of satisfaction recorded over the
years, have confirmed the efficiency of the current booking system and process,
for which, therefore, it was not deemed necessary to make substantial changes in
the short term. In fact, already from the first annual survey conducted in 2020, an
overall satisfaction of 7.7/10 was recorded, a result substantially confirmed in the
2023 annual survey, with an increase of 1.3%.

In addition to gap analysis, quadrant analysis was also carried out, a technique
whose objective is to represent, through a graph, the positioning of a company/
service, as perceived by customers, within a quadrant composed of areas character-
ized by a different priority of intervention. It is a useful tool in orientation and action
planning.

To place every aspect of the Anas appointment booking system within the matrix
it was necessary to define the performance values, understood as user satisfaction,
and relative importance.

The quantification of the importance of each single aspect in the user’s perception
was calculated using the Partial Least Square—Path Modeling (PLS-PM) structural
equation statistical model which allowed the “latent importance” to be estimated,
therefore not declared, but inferred from the data structure.

PLS-PM uses structural equation models (SEMs) that are used to test hypotheses
and measure perceptions of impacts. SEM is a statistical modeling technique
frequently used in the behavioral sciences. It can be seen as a combination of factor
analysis and multiple regression or as a combination of factor analysis and path
analysis.
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In the social sciences it is common to study perceptions that are not directly
measurable. They are referred to as “constructs” or “latent variables.” SEMs are
models that can model complex structures of causal relationships between latent
variables starting from a set of real variables, called “manifest” [6].

As highlighted previously, the analysis revealed that the strong point of the new
system put into the service of customers is the courtesy of the URP employee who
manages the appointments; while, in the quadrant called “to be developed” we find
the “booking procedure” dimension (Fig. 2), made up of two indicators: the booking
process and the appointment management method. This index is placed in this area
as, despite recording a positive value of 7.7/10, it was the one with the greatest impact,
or importance, on the overall satisfaction with the appointment booking system.

This means that to further increase overall customer satisfaction with the appoint-
ment booking process, we need to work on the activities inherent to the booking
procedure.

6 Conclusions

In line with the concepts of Customer Centricity and Customer Experience, Anas
Customer Service, over the last few years, has implemented a transformation of the
contact processes and tools to offer users more transparent, effective, immediate and
innovative services also from a communication point of view.

These processes are constantly monitored by the company with the aim of identi-
fying concrete actions that can lead to an improvement in the performance perceived
by customers.

This monitoring also occurs through Customer Satisfaction surveys, which allow:
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to know the opinions of customers;

to understand the needs, requirements and expectations of the customer;

to identify the actions and methods to overcome the deviations between the
perceived quality and the quality delivered;

to establish performance standards;

to understand in which direction to orient future choices.

The appointment booking system, the subject of this paper, was built, implemented
and subsequently measured to make it increasingly adaptable to the needs of users.

The results of the evaluation study conducted showed a general picture of satisfac-
tion, with an overall satisfaction of 7.8/10, confirming the efficiency and adaptability
of the appointment booking system and process. In fact, approximately 87% stated
that they would use the service again in the same way.

In line with customer satisfaction, the system designed by Anas is intelligent and
adaptive for the following characteristics:

it considers the closing days and opening hours of the offices;

it is directly connected to the hardware, firmware and software infrastructure of
the Anas CRM platform, in such a way as not to imply structural and functional
changes to the company information systems;

it allows customers to book and manage their appointments independently;

it allows the operator, through calendar access to their workplace, to define the
available time slot with a specific time range defined based on the type of request
that is the subject of the appointment.

This last feature fully expresses the intelligence of the designed system, as it allows
an optimization of the management of the resources that work at the territorial URPs
of Anas and of the activities they carry out. In fact, by scheduling the day, the time
slot and the time range useful for managing an appointment, it was possible to better
manage and schedule the activities of each URP resource.
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Abstract The ongoing demographic change towards an ageing population increases
the need for effective solutions to support independent living and ensure the safety of
elderly people living alone. Detecting anomalies in the daily routines of these people
is a critical task in order to address these challenges and maintain their well-being.
This paper proposes an unobtrusive method for anomaly detection using binary sensor
data and machine learning. The approach involves a neural network in form of an
autoencoder, which evaluates hourly data of each room, including the accumulated
residence time, the activity time and the number of room entries. The system learns
individual normal behaviour through online learning and detects deviations from
it. Testing and evaluation of the system was carried out using a publicly available
dataset and comparing different configurations for the model. A comparison was also
made between the use of individual maximum values for each room to normalize
the data and uniform values for all rooms, with the former performing significantly
better. The results demonstrate that the system can effectively identify the majority of
unusual daily routines with a high accuracy, offering potential for improving safety
measures for people living alone.
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1 Introduction

The demographic change brings new challenges for the healthcare system and social
care in many countries. Elderly people who live alone are at an increased risk of
suffering health emergencies or experiencing a deterioration in their physical or
mental condition. For example, falls, acute illnesses or a gradual deterioration in
health can often only be detected when medical intervention is required. In such
cases, the opportunities for early support or preventive measures are not used, which
not only affects the quality of life of the resident, but also has an impact on the
healthcare system.

Another factor associated with demographic change is the increasing shortage
of skilled workers in the care and health sector. As the number of elderly people
increases, so does the number of people in need of care and therefore the need
for skilled workers. According to current calculations, the number of nursing staff
shortages in Germany is expected to rise to 690,000 by 2049 if employment in the
nursing professions does not increase further [1]. Not only are caregivers and medical
staff under greater demands [2], they are also increasingly overloaded, which limits
the possibilities for regular and preventative health monitoring and care. The shortage
of skilled workers means that home care and support services do not have sufficient
capacity and therefore preventative measures are often neglected.

Against this trend, ambient assisted living (AAL) technologies have become
increasingly important in recent years. By combining sensor technology, data anal-
ysis and artificial intelligence (AI), these technologies offer the potential to detect
deviations at an early stage and identify potential health risks through continuous
monitoring and analysis of behaviour patterns. Individual behaviour patterns and
habits require a high degree of sensitivity and adaptability of AAL systems in order
to enable meaningful anomaly detection. Such technologies could not only help to
relieve the demands on skilled workers and family members through automation, but
also give individuals living alone a certainty of being safe.

In this paper, our first results of a neural network system are described that learns
the daily routines and normal behaviour of a person living in an unsupervised manner
and detects unusual deviations from what has been learned. Unusual behaviour, which
otherwise goes unnoticed and may be the first sign of a deterioration in health, should
be identified at an early stage. Examples of unusual behaviour include signs of the
restless legs syndrome [3, 4], sundown syndrome [5] or the negative impact of new
medication. By identifying potential health problems at an early stage, they can be
addressed in time, allowing residents to live safely within their own four walls. At
the same time, the aim is for the system to be able to be integrated into any previously
unknown living environment without time-demanding pre-configuration and to work
completely locally for data protection purposes.

This paper is organized as follows. The following section reviews previous studies
related to thisresearch. Section 3 outlines the proposed method for anomaly detection.
In Sect. 4, the data format and preprocessing steps are described. Section5 details
the setup and design of the system. Section6 presents the performed tests, their
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configurations and key results. In Sect. 7, limitations and potential improvements are
discussed. Finally, the conclusion and future work are summarized in Sect. 8.

2 Related Works

The detection of anomalies in AAL environments, especially for elderly people living
alone at home, is an active field of research with significant social relevance due to
its potential to enhance quality of life and ensure safety alike. Various approaches
have been developed to reliably identify changes in people’s routines or behaviour.
One such approach is the use of statistical methods.

Susnea et al. [6] propose a statistically based solution that uses binary sensor data
to create activity maps that show both the spatial and temporal distribution of activi-
ties. Deviations from normal behaviour are detected by comparison with a manually
defined reference interval. This manual selection of the interval prevents automated
adaptation to dynamic or minor changes in behaviour. De Paola et al. [7] developed
a context-aware AAL system that uses dynamic Bayesian networks to fuse sensor
data and detects anomalies in user behaviour with a rule-based decision maker. The
system evaluates activities, sends alerts to caregivers when necessary, and adapts the
environment using actuators. The results show that anomalies in predefined activi-
ties are reliably detected, while detection of anomalies in non-predefined (“other”)
activities is limited. A continuous health assessment system by Merten et al. [8]
compares the movement patterns of the last 24 h with a reference day, which is built
up of at least seven days of normal behaviour. Anomaly detection is performed by
calculating the Hamming distance between the current day and the reference day.
PIR sensors are used that must not overlap during installation to ensure that move-
ment is correctly attributed. The anomaly detection threshold is set statically and
does not dynamically adapt to minor or long-term changes in behaviour. In addition,
the reference tag is not automatically updated, which affects the accuracy of the
system in the event of long-term changes. Chifu et al. [9] propose a system that uses
a smartwatch to detect a person’s location and activities. The smartwatch transmits
Bluetooth data to beacons distributed throughout the apartment. Deviations from
normal daily routines are detected by using a Markov model and analysing entropy
rates. The authors point out concerns regarding data security, as the beacons are
vulnerable to abuse if no protective measures such as time-variable IDs are used.
The activities that can be detected are predefined and based on fixed rules. Yao et
al. [10] present a non-invasive system for activity recognition based on RFID tags.
The system uses compressed representations of received signal strength (RSSI) in
combination with a dictionary-based approach to classify activities. Their study also
compares the proposed method with other statistical classifiers, including Support
Vector Machine (SVM) and Random Forest. The system achieves 95 % accuracy
in person-specific validation, where the model is trained and tested on the same
person’s data. However, with person-independent validation, the accuracy drops to
around 70 %, which illustrates that individual behaviours and routines vary greatly.
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Another approach is the use of clustering methods to identify anomalies on the
basis of outliers in grouped data. For this, [11] propose a low-cost system for moni-
toring the movement of elderly people in smart homes, based on RFID sensors and
a NodeMCU microcontroller. The RSSI data is used to detect movement patterns
and analysed using K-means clustering to identify anomalous behaviour. The system
requires an active RFID tag to be worn, as motion data can’t be recorded without it.
Shahid et al. [12] also use K-means clustering to analyse movement data collected
over several weeks or months, which can be used to detect long-term changes in
behaviour, such as reduced activity or increased time spent in certain areas. A limi-
tation of this approach is that the data needs to be aggregated over a longer period of
time before anomalies can be identified, making it impossible to take action if prob-
lems occur earlier. Zekri et al. [13] developed a framework for long-term behavioural
analysis that combines DBSCAN clustering with a fuzzy logic-based decision mod-
ule. Sensor data is used to model behavioural patterns and detect deviations such
as longer stays in rooms or irregular activities. To do this, data must be collected
over several weeks to create a reference of normal behaviour. However, this static
reference does not dynamically adapt to changes, which limits the flexibility of the
system.

In addition, neural network-based machine learning and deep learning models
are increasingly being employed for anomaly detection in smart homes. These mod-
els are particularly effective as they are able to analyse high-dimensional data and
identify complex patterns that are challenging to detect using conventional methods.
Zhang et al. [14] use network cameras for data acquisition and employ Convolu-
tional Neural Networks (CNN) and Long Short-Term Memory Networks (LSTM)
for analysis. By combining CNNs for skeleton extraction with LSTMs for tempo-
ral sequence analysis, their system detects falls or other unusual behaviour patterns
with an accuracy of over 85 %. Although the processing is performed locally using
powerful but cost-intensive hardware, the use of cameras can be considered intrusive
and thus may limit user acceptance. Kim et al. [15] developed a system to detect
unusual behaviour in dementia patients. The approach uses autoencoders to detect
anomalies and subsequently applies an LSTM model to classify these anomalies. The
system only distinguishes between insomnia and repetitive behaviour. At least 30d
of data is required to train the system with the system relying on a pre-stored weekly
schedule against which the person’s activities are compared. Gonzalez et al. [16]
present a system based on the analysis of household appliances power consumption.
Autoencoders and Variational Autoencoders (VAE) are compared in order to learn
typical behaviour patterns and detect deviations. A separate neural network is trained
for each appliance, which increases accuracy but also increases the complexity of
the system. In addition, the models remain static after training and do not adapt any
further to the user.

The above-described research works provide various ways in which data can
be collected and then analysed to detect anomalies and deviations from normal
behaviour. They are based on deterministic or statistical models, as well as on neural
network learning approaches, which are unsupervised or, in some cases, supervised.
Since life habits can be very different, in fact a complex supervised initialization



Continuous Learning System for Detecting ... 189

phase is needed for the majority of these systems, which is a real obstacle for prac-
tical application, since health care staff can typically not support this process.

Therefore, this paper presents a novel approach which is based on unsupervised
learning and that detects deviations from the normal behaviour of a person living
alone by evaluating their daily routine. The aim is to detect changes and unusual
behaviour in daily data such as bedriddenness or night-time activity, which may
indicate illness or similar, at an early stage so that preventive measures can be taken
by caregivers or family members. The proposed system employs machine learning
in the form of an autoencoder. This allows the system to independently learn the
person’s individual normal behaviour without any complex pre-configuration. The
characteristic of the autoencoder makes it possible to compress the input data and
then reconstruct it in order to identify anomalies. While in some research projects,
as described above, no further adaptation is made once the system has been trained,
the system described here is designed to ensure that small variabilities in a person’s
routines do not lead to false alarms through daily training. Data from binary sensors,
which can be integrated discretely, unobtrusively and easily into homes, is used
for this purpose. With the data, it is possible to generate accumulated residence
and activity times as well as the number of room entries for every hour, which
can be evaluated by the neural network. At the same time, the system takes into
account the individual maximum normal values for each room in the apartment. This
preprocessing of the data also has the advantage that the number of binary sensors
is scalable at a later stage. For example, the system can be expanded to include bed
sensors in order to document and evaluate restlessness during the night.

3 Proposed Approach

This paper proposes a system for anomaly detection in ambient assisted living (AAL)
environments using an autoencoder. Autoencoders have various applications, includ-
ing anomaly detection [e.g. 15—17], as in this study, which is about detecting devi-
ations from learned normal behaviour patterns. These neural networks are used for
tasks such as dimensionality reduction and data reconstruction, making them useful
for detecting irregularities in data caused by reconstruction errors. An autoencoder
consists of two primary components: the encoder, which compresses the input data
into a compact internal representation, and the decoder, which reconstructs the input
data from this internal representation [17]. During training, the reconstruction error
between input and output, which is calculated using loss functions such as the mean
square error (MSE), is continuously minimized. As the autoencoder learns to recon-
struct normal data patterns, it becomes sensitive to anomalous inputs, as these will
result in higher levels of reconstruction error. There are various autoencoder archi-
tectures, each of which fulfils specific tasks, such as the denoising autoencoder for
error correction or the VAE for image generation, among other things. Each variant
is tailored to specific applications and data features, making autoencoder a versatile
tool.
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In the context of this study, a simple autoencoder architecture with a single hidden
layer is applied. The compression and reconstruction of the data described above
enables the detection of anomalies due to increased reconstruction errors. Also,
through continuous learning, the model adapts to the individual normal behaviour of
the resident so that it can be used in previously unknown environments and adapts to
different living conditions. This approach uses the autoencoder’s ability to model nor-
mal data patterns and is therefore suitable for detecting anomalies where deviations
from learned patterns may indicate irregular or concerning behaviour.

To learn the resident’s daily routine the proposed system analyses binary data. For
this study, the input features include accumulated residence time, activity time and the
number of room entries for each hour, taking into account different maximum normal
values for each room, as further detailed in the following sections. By continuously
analysing these data points, the system can detect unusual deviations, which can
serve as early indicators of potential health problems, the negative effects of new
medications or safety risks. Early detection of such irregularities enables timely
intervention, which can minimize health risks and improve the general well-being
of the resident.

Binary sensors can be integrated unobtrusively into the home without compro-
mising the resident’s privacy. At the same time, different variants of these sensors,
such as bed sensors, can be easily added to obtain detailed data on activity times or
night-time restlessness, making the system scalable. Furthermore, to ensure privacy
and data protection, all data processing and analysis takes place locally on the system.

This combination of adaptability, scalability and focus on data protection makes
the system a robust tool for continuous monitoring in assisted living environments
and a valuable new approach.

4 Data Acquisition and Processing

The present study utilized public smart home datasets from the Centre for Advanced
Studies in Adaptive Systems (CASAS) at Washington State University [18]. These
datasets consist of a list of sensor measurements with time stamps from motion
sensors, temperature sensors and door sensors, although only motion sensor data
were employed in this study. The data also record various activities of the resident,
such as watching TV, sleeping, cooking and guest visits. When selecting the datasets,
particular attention was paid to ensure that they represented a single-person household
and that the proportion of data involving visitors was not excessive.

For data preprocessing, the rooms of the apartment were extracted from the sensor
data and the corresponding motion sensors were assigned to each room. The data
differentiates between two types of motion sensors. “MotionArea” sensors cover a
larger area or even entire rooms, whereas the field of view of “Motion” sensors is
limited to a specific area, such as a bed or a sofa. The motion sensors were assigned
to the respective rooms or areas of the apartment. Sensors that could not be clearly
assigned to a room were excluded, for instance, if their orientation covered transi-
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tional areas such as hallways. The number of sensors per room may therefore vary.
Based on the selected sensors, the list of sensor data was filtered and the active time
of the binary sensors was calculated using the timestamps. This way, a simplified
activity level of the person can be extracted.

With the filtered data, the information for each room can be reconstructed by hour
throughout the day, allowing the creation of a daily schedule. The key features used
for this are the length of time spent in a room, the duration of activity during the
stay, and the number of room entries. To be recognized as a valid room stay or entry,
specific criteria must be met. For example, sensors in the entered room must remain
active for a minimum duration to filter out false activations, while still capturing
very short stays, such as unusual back-and-forth movements between rooms. The
number of room entries results from the number of confirmed entries in a room in
the respective hour. Tables 1 and 2 illustrate how individual sensor activations in the
data were converted to reconstruct a daily schedule, with data separated at full hours.
For each stay, the corresponding residence time (RT) and activity time (AT), both
in seconds, are added, which are used in the next step as input data of the neural
network. A graph showing the residence times of an example day is shown in Fig. 1.

Currently, the presence of additional people is not considered. This can lead to an
increased number of sensor activations, resulting in a higher recorded activity time
and a greater number of detected room changes. Furthermore, leaving the apartment
is registered as a stay at the entrance door (referred to as “OutsideDoor” in the data),
and no activity time is recorded outside of the apartment.

Table 1 Sample section of the raw data, with milliseconds removed

Date Time Sensor Room Status
26.07.2012 10:59:09 MO008 LivingRoom ON
26.07.2012 10:59:10 MO008 LivingRoom OFF
26.07.2012 11:00:46 MO008 LivingRoom ON
26.07.2012 11:00:52 MO008 LivingRoom OFF

Table 2 Sample section of a reconstructed routine, with data separated at full hours

Date Time Room RT AT
26.07.2012 10:24:06 Bedroom 178 80
26.07.2012 10:27:04 LivingRoom 1976 62
26.07.2012 11:00:00 LivingRoom 2084 96
26.07.2012 11:34:44 Bathroom 172 39
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Fig. 1 Example visualization of hourly residence times for a single day

S System Structure and Implementation

As mentioned before, this study employs an autoencoder as the neural network
model. A simple autoencoder with a single hidden layer is used, utilizing Leaky-
ReLU as the activation function in the encoder and sigmoid in the decoder. The
mean squared error (MSE) serves as the loss function, with the Adam optimizer
applied for optimization. The network is not pre-trained and is intended to adapt to
normal behaviour of a person during the first few days of operation and then continues
to update incrementally over time through online learning.

The architecture of the autoencoder depends on the floor plan of the apartment or
the distribution of the sensors, as the number of rooms determines the number of input
neurons in the network. For each room and each hour, the three features mentioned
before are extracted from the data: residence time, activity time and number of room
entries. In an apartment with six rooms (or defined areas), this results in 432 neurons
in the input layer of the autoencoder. Before the system is trained for the first time, the
model is automatically built using these information. The data presented in Table 2 is
converted into a pure numeric format and stored as a sequence of values, representing
each room and each hour as a consistent set of values, as shown in Table 3. The table
illustrates the first hour (0:00 to 1:00) with 18 data points for the six rooms (3 features
per room), starting with the data for the bedroom. The order of the rooms and the
features is consistent throughout each hour and each day, maintaining consistency
in the input structure.

Since the values of the features differ significantly in both scale and units, data
normalization is essential before feeding it into the neural network. Normalization
aims to bring all feature values into a comparable range, thereby improving the
stability and efficiency of the training process. Therefore, all values are scaled to a
consistent range between 0 and 1, which not only simplifies the learning task for the
model but also reduces the risk of numerical instability due to large discrepancies
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Table 3 Room data for the

N N Day Data
first hour of the day 1 662, 56, 1,229, 42, 1,0, 0,0
0,0,0,2703, 17, 1,6,5, 1, ..
2 3600, 47, 1, 0,0, 0,0, 0, 0, 0,
0,0,0,0,0,0,0,0, ...
3 2991, 59, 1, 609, 108, 1, 0, 0
0,0,0,0,0,0,0,0,0,0, ...

in value range of the features. The maximum values required for normalization
are extracted from the dataset and updated after each day, provided the day has
not been declared as anomaly. Each room in the apartment is assigned individual
maximum values for the three key features: residence time, activity time and number
of room entries. This room-specific normalization is crucial to accurately capture
differences in usage patterns between rooms, allowing the system to detect, for
example, unusually long stays or increased activity in a specific room that might
indicate a deviation from typical behaviour. In cases where a feature value exceeds
its corresponding maximum, the normalized value will also exceed the upper limit
of 1. This results in an increased error during reconstruction by the autoencoder, as
the Sigmoid activation function in the output layer restricts the values to a maximum
of 1. Consequently, values beyond this range indicate potential anomalies.

Since the system is not pre-trained, a “warm-up” phase was implemented to allow
the model to adapt gradually to the resident’s typical behaviour patterns. During this
phase, the model is trained without anomaly detection. This training period also
enables the extraction of initial maximum values for normalization. To facilitate a
faster and more robust adaptation, the days within the warm-up phase are trained with
an increased number of epochs. This approach accelerates the network’s convergence
towards a stable representation of normal behaviour. It is worth noting that during
the training phase no anomaly detection is performed, meaning that any anomalous
days in this period may also be included in training. Through continuous training,
these anomalies are gradually minimized and their influence mitigated over time, as
the model adapts to the data.

After completing the warm-up phase, the subsequent days are analysed for anoma-
lies or deviations from the learned behaviour. The autoencoder compresses the input
data during the encoding process, extracting the essential information while discard-
ing less critical details. During decoding, the neural network attempts to reconstruct
the original input data from the compressed representation. By comparing the recon-
structed data to the original input, deviations can be detected using the MSE. If the
average reconstruction error for a given day is too high and exceeds a certain thresh-
old, the system flags the day as anomaly. At the time of this study, the threshold
was calculated based on the average MSE of the preceding days where no anomalies
were detected, augmented by the average standard deviation of those same days. This
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threshold is designed to account for typical variations in behaviour while remain-
ing sensitive to significant deviations. A day that does not exceed the threshold and
is therefore not classified as anomalous is then used for training through online
learning. This allows the system to continuously refine its understanding of normal
behaviour by learning from the most recent representative data. The ability to train
daily ensures that the neural network remains up-to-date, adapting to the slight vari-
ations in behaviour that naturally occur over time. This continuous enhancement not
only improves the system’s ability to model typical patterns, but also results in a
steady lowering of the threshold. As the threshold decreases, the system becomes
more sensitive to less significant deviations from normal behaviour, which can then
be detected as potential anomalies. This progressive improvement makes the system
even more effective in detecting changes that might otherwise go unnoticed in earlier
phases.

Additionally, as described earlier, the maximum values used for normalization
are updated only if new peaks are observed in the data for a day that is not classified
as anomalous. This process ensures that the system remains adaptive to gradual,
minor changes in normal behaviour patterns over time, while disregarding significant
deviations.

6 Experimental Results

Several tests were done using the approach described in Sect. 5. The tests were based
on the CASAS dataset HH101 [18], which is based on the data of an apartment with
six rooms or areas of a person living alone. By extracting three features from the data
of each room at each hour, this results in a total input dimension of the autoencoder of
432 data points per day. The first 150d of the dataset were used for the experiments.
To validate the results of the system, 140 of these days were previously classified as
either abnormal or normal using mean values, the standard deviation and a manual
review. No classification is required for the first ten days as the system does not check
for anomalies during the initial training phase anyway. Out of the 140d, 25d were
classified by us as anomalies or strong deviations.

To investigate the effects of the capacity of the hidden layer (HL) on anomaly
detection and to find a balance between underfitting and overfitting, the number of
neurons in the HL was tested with 42, 128 and 256 neurons. This corresponds to
approximately %, % and % of the input data. During the training phase, in which
the system only learns and does not detect any anomalies yet, the data was learned
over ten epochs to allow a fast adaptation to the individual routines of the person.
After this initial training phase, each new day was trained with only one epoch. The
number of training days was varied slightly depending on the number of neurons in
the HL. A higher number of neurons enables faster adaptation to new or unknown
patterns, which means that fewer training days are required and overfitting is avoided
at the same time. Specifically, the system was trained for 14 d with 42 neurons, 12d
with 128 neurons and only for 10d with 256 neurons in the HL.
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Fig. 2 Visualization of the quadratic reconstruction errors from an anomalous day

In addition, three different initial values for the normalization (maximum values)
of the three features were tested for each of the HL sizes. As described in Sect. 5, the
system automatically adjusts these maximum values if new maximum values occur
in the data on a given day and there is no anomaly. Initially, the normalization values
were set to 0, so that the system had to extract the maximum values completely
by itself right from the start. The second approach used small initial values: The
maximum values were set to 600s for the residence time, 100 s for the activity time
and O for the number of room entries. The idea behind these values was to avoid
anomalies that might occur if the person spends little or no time in a room during the
initial training phase. In the third approach, the starting values were set as high as
possible: For each room the maximum residence time was set to 3600, the activity
time to 1500 s and the number of room entries to 10. The 15005 for the activity time
was chosen as this value was not exceeded in the data.

During the test runs, corresponding graphical visualizations are created for each
day to illustrate the deviations in the data. Figure2 shows the squared error of the
data reconstructed by the autoencoder for one day. In the example shown, the person
was only in the bedroom from about 1:00 a.m. to about 3:40 a.m. that night. There
are also larger errors in the following hours, as the system continues to assume that
the person is in the bedroom, which would be the learned behaviour, but is actually
in the living room. An unusually long stay in the bathroom around 8:00 a.m. results
in a value that exceeds the current maximum value of the bathroom and therefore
reaches a normalized value greater than 1, as described in Sect.5. Figure 3, on the
other hand, shows the squared error of the day previously shown in Fig. 1, which
largely corresponds to the normal behaviour of the person learned by the system and
was therefore not classified as an anomaly. The observable errors here are due to
normal variations in the person’s daily routine. Both visualizations of the quadratic
error were obtained from the run with 128 neurons in the HL and the initial maximum
values of 600, 100 and 0.



196 D. Gibietz et al.

Day 72 - Squared error of reconstructed data
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Fig. 3 Visualization of the quadratic reconstruction errors from a non-anomalous day

To evaluate the performance of the system, the metrics accuracy, recall, precision
and F1 score were used. Accuracy represents the overall correctness of the model
by indicating the proportion of correctly classified days relative to all days. Recall
measures the ability of the system to correctly identify anomalies among all actual
anomalies. Precision indicates the proportion of correctly identified anomalies among
all days classified as anomalies. The F1 score provides an overall evaluation of the
model by calculating the harmonic mean of precision and recall.

Table4 shows the results of the tests described above in the form of confusion
matrices. These values can be used to calculate the mentioned metrics for evaluating
the performance of the system and are shown in Table 5.

Table 4 Confusion matrix of the results

Initial max values Initial max values Initial max values
0,0,0 600, 100, 0 3600, 1500, 10
p n p n p n
42 HL Neurons | p’ 22 8 o8 23 8 P 10 2
n’ 2 104 n’ 1 104 n’ 14 110
n p n p n
128 HL Neurons | p’ 23 8 P 24 10 P 17 7
n’ 1 106 n’ 0 104 n’ 7 107
p n p n p n
256 HL Neurons |p’ 21 7 o8 21 6 P 20 10
n’ 4 108 n’ 4 109 n’ 5 105
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Table 5 Evaluation of the autoencoder results with the best values in bold

Neurons Initial max Accuracy (%) | Recall (%) Precision (%) | F1 score (%)
values
42 0,0,0 92.65 91.67 73.33 81.48
42 600, 100, 0 93.38 95.83 74.19 83.64
42 3600, 1500, 10| 88.24 41.67 83.33 55.56
128 0,0,0 93.48 95.83 74.19 83.64
128 600, 100, 0 91.30 100.00 66.67 80.00
128 3600, 1500, 10| 89.86 70.83 70.83 70.83
256 0,0,0 92.14 84.00 75.00 79.25
256 600, 100, 0 92.86 84.00 71.78 80.77
256 3600, 1500, 10| 89.29 80.00 66.67 72.73

The results show that with 128 neurons in the HL, the variant without specified
maximum values for normalization (0, 0, 0) achieves the best results. In comparison,
with 42 and 256 neurons in the HL, the variants with small initial values for each
room perform best (600, 100, 0). Due to the longer training phase of 12 and 14d
for 128 and 42 neurons respectively, a maximum of 24 anomalies are possible, as
a potential anomaly falls within the training phase. On the other hand, the variant
in which all rooms are initialized with the highest possible maximum values (3600,
1500, 10) and in which the system does not adjust them during runtime, consistently
delivers the worst results. This indicates that the use of room-specific maximum
values to normalize the data makes more sense than the use of uniform maximum
values for all rooms. The precision value of 83.33 % for 42 neurons is due to the fact
that only a few anomalies were detected in this test overall.

Comparing the different numbers of neurons in the HL, 42 and 128 neurons
perform slightly better than 256 neurons with an F1 score of 83.64 %. In terms of
accuracy, the test results are almost equal, while 256 neurons deliver significantly
worse results for recall. The advantage of 256 neurons is that a shorter training phase
is required to achieve comparable results. However, fewer neurons in the HL allow a
more targeted feature extraction by the autoencoder during data compression, which
makes the model more robust against strongly varying data.

Overall, most anomalies are correctly detected in the variants with no or small
initialization of the maximum values. The number of false positives should be further
reduced in future work.

7 Discussion

The results presented in Sect. 6 demonstrate that anomaly detection is feasible with
the selected data preprocessing and the extraction of hourly and room-specific
features—in the form of accumulated residence time, activity time and room entries.
In the tests, the majority of anomalies were successfully detected. However, the
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system also incorrectly classified some days that were not defined as anomalies, as
such. It should be noted that neural networks identify complex patterns in the data
that may not have been noticed when the data was analysed manually. As a result,
it is possible that the system correctly classified days as anomalies that we had not
previously considered as such. In this context, a more detailed analysis of the results
is required.

In general, the system has potential for improvement in certain areas to achieve
more accurate results. Currently, the system evaluates the data of an entire day.
Gradual changes over longer periods of time cannot currently be identified this way.
While it is intended that minor adjustments in daily routines are learned by the system,
these can also indicate changes due to illness or age. Addressing this limitation would
require the system to compare current data with historical data.

Additionally, the system could benefit from the integration of rule-based methods.
For example, anomaly detection could be paused when more than one person is
detected or by appointments specified in the system in order to avoid false alarms.

The length of the training phase currently depends on the selected number of
neurons in the hidden layer. However, the complexity and variability of the data
is also of significant relevance here. Therefore, the system should be optimized
to dynamically adapt the training phase to the given conditions in order to enable
implementation in different and unknown environments.

Future work will focus on further developing the system with the points mentioned
and testing it with additional datasets to ensure improved performance.

8 Conclusion

This research describes an unobtrusive self-learning method for detecting anomalies
in the daily routines of people living alone. For this purpose, the hourly data of each
room in the apartment is used in form of the accumulated residence time, the activity
time and the number of room entries. The binary sensor data from a publicly available
dataset served as the basis for testing and validation. The data preprocessing described
in this work enables the system to be subsequently expanded with additional binary
sensors to improve data collection, thereby ensuring the scalability of the system.
To evaluate the daily data, a neural network in form of an autoencoder was used,
which is suitable for anomaly detection due to its ability to find deviations in the
compressed and later reconstructed data. The model continuously learns even after
an initial training phase in order to adapt to normal variability and smaller changes
in daily routines.

Several tests were performed in which the number of neurons in the hidden layer
of the autoencoder was varied in order to determine the optimal configuration for
balancing underfitting and overfitting. In addition, different initial maximum values
for the normalization of the room data were tested. The results indicate that the system
performs better when no or only small initial maximum values are set at the start of
the training and allowing the system to independently extract these values from the
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data for each room individually. With an accuracy of 93.48 % and an F1 score of up to
83.64 %, the system was able to reliably detect most days that deviated noticeably
from the learned normal behaviour. However, there were also false alarms, which
future work will aim to reduce.

The integration of rule-based methods could further improve the system and
enhance its robustness against false alarms. For example, the presence of other peo-
ple who might distort the data could be recognized, or upcoming appointments could
be stored in the system to prevent false positives. Furthermore, regular events that
occur at varying times, such as visits by a care service, should also be identified.
Currently, the system analyses only data from the current day, which limits its abil-
ity to detect gradual changes over a longer period of time that may indicate health
issues or age-related problems. Future work should extend the system to compare
and evaluate current data with historical data of the daily routines of the person. This
would enable caregivers to take any necessary preventive measures at an early stage
to maintain the persons health.
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Abstract Internet penetration rates in Africa are rising steadily, and mobile Internet
is getting an even bigger boost with the availability of smartphones. Young people are
increasingly using the Internet, especially social networks, and Senegal is no excep-
tion to this revolution. Social networks have become the main means of expression
for young people. Despite this evolution in Internet access, there are few operators
on the market, which limits the alternatives available in terms of value for money. In
this paper, we will look at how young people feel about the price of mobile Internet
in Senegal, in relation to the perceived quality of the service, through their comments
on social networks. We scanned a set of Twitter and Facebook comments related to
the subject and applied a sentiment analysis model to gather their general feelings.
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1 Introduction

Social networking has taken off in leaps and bounds around the world, and Africais no
exception. People share their opinions on all kinds of subjects, share achievements in
their lives or simply engage in chit-chat. In 2024, the Digital Global Overview Report!
recorded more than 5 billion active users on social networks, representing 62.3% of
the world’s population. In Senegal, 20.6%? of the population is on social networks,
according to the same report. With a median age of around 18, this is a particularly
young population, suggesting that they represent the vast majority of social network
users. Facebook, Twitter and, more recently, Tikt ok are the flagship platforms
most used by the population. However, despite a growing mobile Internet penetration
rate in Africa (one of the key factors in the rise of social networks in Africa), only
two countries (South Africa and Mauritius) have achieved the ‘advanced’ status in
the 2023 GSMA Connectivity Index.? The report shows that 42% of adults in low-
income countries are still not using mobile internet, despite being covered by a mobile
broadband network. Several factors were identified, including a lack of the necessary
knowledge and skills, and the inability to afford an internet-connected phone, data
plans and other service fees. To emphasize the latter, it is common to find posts on
social media in Senegal about the cost of mobile internet, and end-users’ perception
of network quality, among other things. Twitter in particular is an ideal source
because of its audience, the variety of its users and its micro-blogging nature [1]
facilitating the sharing of opinions through short messages.*

There are five (05) operators active in Senegal, including Orange, which has the
largest market share, as shown in Fig. 1.

Orange is the brand name of SONATEL, the country’s incumbent operator, with
France Telecom as its majority shareholder since its privatization in 1997. It
therefore occupies a dominant position, having own most of the infrastructure in
place. Although it has the highest number of active users, it is not uncommon to
see negative reviews on social networks about the cost of accessing its services,
suggesting inequalities in coverage and quality of service between operators.

In this article, we study the opinions of young people on the cost of the mobile
Internet in Senegal, using social networking platforms such as Twitter and
Facebook. We show how a corpus can be built up through these platforms and
how it can be used as a pressure tactic on telecoms operators. We collected a corpus
of more than 10.000 text posts distributed between three types of sentiments:

1. texts containing positive emotions, such as happiness, amusement or joy;
2. textscontaining negat ive emotions, such as sadness, anger or disappointment;
3. objective or neutral texts that only state a fact or do not express any emotions.

! https://datareportal.com/reports/digital-2024- global-overview-report.
2 Social media users may not represent unique individuals.
3 https://www.mobileconnectivityindex.com/index.html#year=2023.

4 Twitter offers longer messages since 2023 through its premium feature, but short messages are
still the favorite format among users.
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Hayo ( 0,13% ) \
Promobile (3%) —

Expresso ( 16,6% )

T Orange ( 56,02% )

Free ( 24% )

Fig. 1 Operator market shares as of March 31, 2024, published by the Senegalese Telecommuni-
cations Regulatory Agency (ARTP)

We perform a linguistic analysis of our corpus and use a multilingual language
model (LM) as a sentiment classifier to illustrate users’ feelings. The paper is there-
fore structured as follows:

e We begin by presenting some work done on sentiment analysis applied to various
fields, including telecoms in Sect. 2.

Our data collection approach is presented in Sect. 3.

Analysis of collected data is performed in Sect. 4.

In Sect.5, we present an analysis of the extracted sentiments and the approach
adopted.

We present some limitations of our methodology in Sect. 6

Conclusion and perspectives are presented in Sect. 7.

2 Related Work

Opinions on social networks have been the subject of many studies in the literature,
on subjects ranging from politics to health issues and natural disasters, among others.
Researchers in [1] propose an efficient way to collect text data from Twitter for sen-
timent analysis and opinion mining. Their method allows automatic text collection
based on sentiment (positive or negative) in such a way that human intervention is
not required for classification. They worked on the English language, although the
method is reusable in other languages. A sentiment analysis benchmark on African
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languages was proposed in [2] covering 14 languages from 04 different families with
data sourced from Twitter. Tweets were manually labeled by native speakers, high-
lighting the challenges of working with African languages. Regarding the telecom-
munications field, the customer feedback and review on mobile telecommunication
services in Malaysia has been studied in [3] using a Naive Bayes sentiment analysis
approach on Twitter data. Researchers in [4] studied user complaints about internet
quality during the COVID-19 pandemic in Indonesia with a CNN-based classifier to
classify feelings about telecom operators. Data were collected on Twitter and under-
went pre-processing and weighting of Word2 Vec embeddings. To enhance the quality
of service provided by Mobile Phone operators working in Pakistan, Twitter data has
been analyzed in [5] to perform sentiment analysis in order to enable organizations
to gain better insights regarding quality of service improvement. A framework has
been proposed in [6], built on top of the Hadoop ecosystem, for analyzing data from
Twitter using a domain-specific Lexicon in Greek.

Twitter has been extensively studied in the literature, but due to the limitations
imposed since its takeover by Elon Musk, it has become extremely restrictive to
limit oneself to this platform.> Since then, hundreds of research projects have been
canceled, halted, or pivoted to other platforms as a result of these changes,® and a
significant decline in the commitment of researchers has been noted [7]. Facebook is a
viable alternative, and similar work to that done on Twitter has been carried out there.
Researchers in [8] used Facebook for tracking the evolution of COVID-19 related
trends. They collected a multilingual corpus covered 07 languages (English, Arabic,
Spanish, Italian, German, French, and Japanese) and proposed an exhaustive analytics
process including data gathering, pre-processing, LDA-based topic modeling and a
presentation module using graph structure. A case study on text mining for Facebook
and Twitter unstructured data analysis has been conducted in [9] to help financial
institutions in Nigeria analyze their competitor’s social media sites and improve
their decision-making. A sentiment analysis of Facebook comments was carried
out in [10] concerning the presidential election in Indonesia in 2014. The authors
targeted two official accounts among those of the candidates and used a Naive Bayes
classifier for sentiment analysis. A similar study was carried out in [11] on the
June 2017 local government campaign in the central state of Mexico. Researchers
collected nearly 4,500 Facebook posts and performed a sentiment analysis on the
text including emoticons raising a surprising paradox between perceived sentiment
toward candidates and the actual election outcome. The perception of UBER” users
has been studied in [12] on the basis of Facebook posts published between July 2016
and July 2017. Corpus collection and sentiment analysis were carried out using a
proprietary tool relying on a lexicon-based approach to categorizing sentiment. Using
Facebook and Twitter accounts of the top three telecommunication companies in
Ghana, researchers in [13] reveal insights from unstructured texts. They studied the

5 What’s really going on with Twitter?—Data Reportal.
6 Q&A: What happened to academic research on Twitter?—CJR.

7 American multinational transportation company that provides ride-hailing services, courier ser-
vices, food delivery, and freight transport.
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customers feelings about operators products or brand using a lexicon-based approach.
The opinions of the Internet service in Sudan have been studied in [14] in the Arabic
language and the Sudanese dialect, which is a low-resource setting. They applied an
SVM classifier and another one based on Naive Bayes on a corpus of a thousand
Facebook comments.

3 Data Collection

An important characteristic of Twitter is its real-time nature. For example, when a
disaster occurs, people make many Twitter posts (tweets) related to it, which enables
its following easier simply by observing the tweets. However, due to limitations
within the twitter platform, we were only able to collect a very limited extract of 250
tweets. These tweets date back to a window of one week from the date of collection
(September 23, 2024), and concern comments on a post made by the Orange operator
on the lowering of mobile internet package prices. These types of posts are very rich
in information, as users naturally bounce off them to share their opinions on package
costs and how they feel about various aspects of the operator. We therefore adopted
a similar approach to collecting information on Facebook, by targeting operators’
posts on their Internet packages and then collecting the corresponding comments.
To do this, we first performed a keyword search to identify these posts, collected the
URLSs to them and used Bright Data’s® scraping API to retrieve the corresponding
snapshots. These snapshots represent all the data collected from the URLSs provided,
which we then downloaded and stored in csv format. This last step was skipped for
the Twitter scraping, where we used the Twitter API directly to download the data
without using snapshots. We thus collected more than 10, 000 Facebook and Twitter
comments spread over 4 operators. The overall approach is illustrated in Fig. 2.

We then proceeded to a data pre-processing stage in which we used regular expres-
sions to remove all the hashtags, usernames and links of collected tweets. We also
removed stop words, images and unnecessary columns returned during scraping. Stop
words are a set of commonly used words in a language (e.g., “a,” “the,” “is”...) used
in text mining and natural language processing (NLP) to eliminate words that are
so widely used that they carry very little useful information. Stopwords lexicons for
resource-rich languages like English are easily accessible on the Internet, but not for
alanguage like Wolof (present in the collected data), making pre-processing difficult.
Moreover, Wolof is written on social media in a way that differs from standard writing
as illustrated in [15]. This phenomenon results from the fact that Wolof is not taught
at school, due to the fact that French has been adopted as the official language since
colonization. As aresult, people don’t have a good grasp of'its script, and tend to write
it without regard to any writing rules, even though the language’s alphabet is estab-
lished. This difference in script tends to reduce the performance of existing language
processing tools for Wolof, which are generally designed for the standard script.

8 https://brightdata.com/.
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Fig. 2 Diagram of the scraping strategy

4 Data Analysis

We were able to collectatotalof 10184 posts, originating mainly from Facebook,
as illustrated in Fig. 3.

The data has been collected from the 04 main operators in Senegal, and the
distribution of their data is shown in Fig. 4.

The scraped data range from 2019 to 2024 for Facebook data and around Septem-
ber 2024 for Twitter data. Our access level to the Twitter API did not allow us to
obtain the publication dates of the comments, therefore only those from Facebook
are shown in Fig.5. It’s worth noting that the majority of comments relating to
Orange were posted around 2019, while those for Free (its main competitor) were
posted between 2021 and 2024. Promobile has the most recent comments (2024),
while Expresso’s comments are concentrated between 2023 and 2024. The period
is therefore very important to consider, as external circumstances can influence user
sentiment toward a particular operator.

With two dominant languages, French (the official language) and Wolof (the lingua
franca), it’s not uncommon to see comments in both languages on social networks.
People also tend to mix the two in the same speech, a phenomenon known as code
mixing or code switching [16], typical of countries where several languages are
present. To identify the languages of the collected comments, we used the GlotLID
library [17], capable of identifying over 1,500 languages, including a wide coverage
of low-resource ones. We were thus able to identify a higher proportion of texts



Sentiment Analysis on the Young People’s Perception ... 207

10000

8000

6000

Number of posts

4000

2000

Social Media Source

Fig. 3 Distribution of Facebook versus Twitter data
4000
3500

3000

Number of posts
N N
o w
o o
o o

=
w
o
o

1000

500

Operators

Fig. 4 Data distribution across Senegal’s 04 leading telecom operators

in Wolof compared to those in French, as shown in Fig.6. For this reason, it is
essential to take both languages into account when pre-processing data. Since we
are mostly dealing with text data, it is quite handy to take a look at the list of all the
possible words that were present in our posts (Twitter and Facebook comments). A
useful concept called word cloud can be used for this task of representing the
presence of various words in our list of comments. The size of the words represents the
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Fig. 6 Proportion of comments in French compared to those in Wolof

frequency of occurrence and we can quickly have an overview of the most used words
based on this information. Given that stop words are very frequent but not significant,
keeping them will tend to “spam” the word clouds. To remove them, we used the
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Natural Language Toolkit (NLTK) [18], which is a popular suite of libraries and
programs for symbolic and statistical natural language processing (NLP). It natively
integrates French stop words, but not those in Wolof. To mitigate this constraint, we
manually translated some French stop words into Wolof and then generated word
clouds, identified residual stop words and added them to those in NLTK to clean up
the final word clouds as much as possible. We finally generated word clouds on the
comments from each operator and can observe an interesting phenomenon from here
in terms of the words used for Orange compared to its competitors. In Fig. 7, we see
very hostile terms like voleur (thief), arnaque (scam), boycotte (boycott)
or beugouniou (a Wolof term meaning “we don’t want” or “we don’t want it”).
Indeed, Orange is generally criticized by the population for the high cost of its
packages and the speed with which users perceive the consumption of their plans.
As a result, they feel “robbed” and often call for a boycott.

In Free’s word cloud in Fig. 8, terms like front, contre (against), cherté
(expensive), and coGt (cost) appear, illustrating Free’s position as the operator who
fights against the high cost of packages. Free is seen as a viable alternative to Orange,
as is Expresso, but both operators are often criticized for the lower quality of their
networks. For this reason, we see terms like réseau (network), connexion (con-
nection), probleme (problem) in their word clouds, especially in that of Expresso
presented in Fig. 9. We note a similar trend for promobile illustrated in Fig. 10, a vir-
tual operator based on the Orange network, singled out for its potentially expensive
packages and still very poor network coverage. The trends observed in this disparity
partly explain the dominance of Orange, despite the hostile terms often noted in user
comments. Despite calls for boycotts, users find it hard to switch to a competitor, as
the latter often offers inferior network quality and coverage.
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5 Sentiment Analysis

Sentiment analysis is the process of analyzing digital text to determine if the emo-
tional tone of the message is positive, negative, or neutral. To perform this task, we
first used the GPT40 model [19], which is OpenAlI’s state-of-the-art Large Language
Model. It is a multimodal model with text, visual and audio input and output capa-
bilities, building on the previous iteration of OpenAIl’s GPT-4 with Vision model,
GPT-4 Turbo. However, the capabilities of this model on low-resource languages
like Wolof are limited, although outperforming open-source alternatives as studied
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merci

in [20]. The preliminary tests we carried out on our Wolof data highlighted the limi-
tations of this model, which tended to systematically classify the sentiment of Wolof
texts as neutral. To remedy this, we used the Google Translate API° to translate all
Wolof texts into French before sentient extraction. Google’s translation model offers
greater robustness to variations in Wolof writing than specialized models like the
one presented in [21]. Despite this switch to French, which is better supported by
GPT40 and multilingual models in general, we observed the same behavior with an
over classification to the neutral sentiment. To mitigate this aspect, we used XLM-T
presented in [22], which is a multilingual model based on XLM-Roberta [23] and pre-
trained on nearly 200 million Tweets across some 30 languages (including French).
The authors show that a domain-specific model (in this case, social media) is more
effective than its general counterpart when it comes to refining task-specific multilin-
gual Language Models. The sentiments obtained on the Orange data are illustrated
in Fig. 11, and show a strong negative connotation, as does the overview obtained
on the word clouds. In fact, the price of the packages is generally raised with net-
work problems from time to time, even if in general the network is more stable. We
observe a similar trend for Free’s data in Fig. 12 and Expresso’s in Fig. 13, but with
a higher proportion of positive comments.  Subscribers to these two operators are
on the whole satisfied with their plans, but more often decry network quality and
coverage. A wave of indignation is however increasingly noted over recent pack-
age prices suggesting a subtle increase. Promobile shows the highest proportion of
positive comments relative to its total number of reviews as illustrated in Fig. 14.

This may be explained by its very recent arrival on the market, and its attempt
to maintain attractive prices to attract customers. It is, however, a virtual operator
backed by the Orange network, and is nevertheless associated with it in the eyes

9 https://cloud.google.com/translate.
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of users which is not much appreciated by them. This analysis points to a general
dissatisfaction with operators on the part of users, as the trade-off between network
quality and affordability is difficult for operators to satisfy. Better regulation of the
local telecoms market and support mechanisms from the government could lead to
a significant drop in costs, as well as greater attractiveness. An entire sector of the
economy is developing in Senegal around Internet connectivity, such as e-commerce,
delivery, “uberization,” e-sport, and the development of these activities is still very
much affected by the accessibility of a high-quality network.

6 Limitation

Despite the efficiency of our approach to studying data trends, particularly in a low-
resource language, we note a few limitations. The over-representation of Facebook
data may induce biases, as users may have a different behavior on Twitter. Restrictions
on the latter, however, make it difficult to collect a substantial data on this platform
to balance the final corpus. Our approach also relies mainly on the translate-test
principle, which involves translating data from a source language to a target one, in
order to use tools or approaches that work better in the target language. This method
has proved highly effective in low-resource environments as studied in [24], but
errors in the translation process tend to propagate to the subsequent steps, potentially
inducing additional bias.

7 Conclusion

In this paper, we studied the sentiment of Senegalese users toward the cost of access-
ing Internet services from established operators. We collected a substantial corpus on
Twitter and Facebook, the latter being the network with the highest concentration of
users in Senegal. After an initial phase of data pre-processing, we studied the trends
emerging from the most frequently used words in the comments. We took this analy-
sis a step further by highlighting the sentiments expressed in these posts, underlining
a general dissatisfaction with the quality/price ratio of the various operators’ offers.
The overall study is, however, subject to a number of biases relating to data balance,
which will need to be strengthened through further data collection. We also intend
to carry out an annotation of the final corpus in order to build up an open sentiment
analysis dataset for the Wolof language. This will ultimately provide a more suitable
and therefore more powerful classification model to facilitate further studies on a
variety of topics.
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A Finite-State Morphological Analyzer )
for Ge’ez Verbs use

Tebatso Gorgina Moape, Elleni Aschalew Zeleke, Ernest Mnkandla,
and Sirgiw Gelaw Eggigu

Abstract This study addresses the challenge of processing the complex morphology
of Ge’ez, an ancient southeast Semitic liturgical language. The research develops a
comprehensive finite-state morphological analyzer and generator for all Ge’ez verb
categories using bidirectional finite-state technology. The complexity of Ge’ez’s non-
concatenative morphology, where consonantal roots receive vowel patterns through
interdigitation and the absence of native speakers, presents unique challenges for
computational processing. The study implements a rule-based analyzer using Foma’s
finite-state framework and adopts the washira classification system, which recog-
nizes eight head verbs. The morphological analyzer integrates finite-state trans-
ducers with lexc-based lexicon development, incorporating roots, affixes, vowel
intercalation rules, and morphological alternations. For evaluation, a gold-standard
dataset comprising 1365 verbs was compiled from the Ge’ez Bible and prayer
book, with manual annotation by Ge’ez experts. The analyzer achieved an accu-
racy of 97.29% and a precision of 80.24% when evaluated against the gold-standard
dataset, demonstrating significant improvement over previous approaches. Compared
to earlier studies that focused on single verb categories or achieved limited accuracy,
this analyzer successfully processes all verb types, including irregular verbs, and
provides analysis and generation capabilities. This tool establishes a foundation for
developing advanced NLP applications in Ge’ez, including machine translation and
lexicography.
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1 Introduction

In recent years, there has been growing interest in Natural Language Processing
(NLP) and its application to various languages. Morphological analysis, the study of
word structure and formation, is a fundamental component of many NLP applications,
such as machine translation, text-to-speech synthesis, information retrieval, question-
answering systems, word sense disambiguator, and sentiment analysis [1-4]. This
task is crucial for morphologically rich and highly inflected languages, where a single
root can generate many word forms.

Ge’ez is one such language with complex morphology. It is a part of the southeast
Semitic language family [5, 6] and stands as one of the world’s ancient languages with
profound historical significance. Until the twelfth century, it served as Ethiopia’s offi-
cial language before being gradually replaced by Amharic and other local languages
[7]. Today, while having no native speakers, Ge’ez continues to function as the litur-
gical language of the Ethiopian Orthodox Tewahido Church, the Eritrean Orthodox
Tewahido Church, and the Ethiopian Catholic Church.

Morphologically, Ge’ez exhibits non-concatenative patterns, specifically root-
pattern morphology, where consonantal roots receive vowel patterns through inter-
digitation [8, 9]. The language’s verbs represent its most inflectional and productive
element, with a single verb capable of generating hundreds of word forms through
prefixation and suffixation. Verb classification follows different formats, washira,
gonji, and walda with the washira school recognizing eight head verbs [10]. These
head verbs serve as patterns for troops, following similar inflection and derivation
patterns. Regarding transliteration, System for Ethiopic Representation in ASCII
(SERA) is commonly used alongside the International Phonetic Alphabet (IPA) [11].
This study uses SERA to transliterate Ge’ez letters in developing the morphological
analyzer and IPA to document the research conducted.

Previous studies have explored morphological analysis for Ge’ez, with some
studies focusing on rule-based or data-driven approaches. These efforts have used
methods such as memory-based learning [12] and two-level morphology [13]. These
studies have contributed to the ongoing academic research work by focusing on clas-
sifying Ge’ez verbs and morphological analysis. However, these previous studies
on Ge’ez morphological analysis have limitations. Some of them focused on only
one verb category [13], while others had limited accuracy [12] or only performed
analysis, not including the generation of words from roots and their grammatical
information. Moreover, the existing approaches for Ge’ez have not fully addressed
the challenges posed by the non-concatenative morphology of the language, where
vowels are interdigitated into consonant roots or irregular verb forms.

A gap in the Ge’ez language processing is the absence of a comprehensive
and accurate morphological analyzer that can handle all categories of Ge’ez verbs,
including the complex morphological alternations that occur during verb formation
[14]. This absence of a morphological analyzer hinders the development of more
advanced NLP applications for Ge’ez. This study aims to address this gap by devel-
oping a finite-state-based morphological analyzer and generator for all categories of
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Ge’ez verbs using a bidirectional finite-state technology (FST). FST is a computa-
tional framework based on finite-state machines that provides efficient methods for
processing strings and modeling natural languages [15]. This technology has been
widely used for various NLP tasks, including machine translation, spell-checking
[16], speech recognition [17], and morphological analysis [17] for various languages.

The framework consists of mathematical models that can be in one of a finite
number of states at any given time called Finite-state automata (FSA), Finite-
state transducers (FST), which are extended FSAs that can perform input—output
mappings between strings and regular expressions used for pattern matching and
string manipulation that can be compiled into finite-state machines. FST is widely
used in various NLP tasks, including morphological analysis of different languages,
including Semitic languages as used in [18], Hebrew [19], and Ambharic [20].
This technology offers the ability to handle concatenative and non-concatenative
morphology. It provides high-speed and compact methods of handling lexicons and
morphological rules [21]. In addition, the bidirectional feature of FST enables the use
of the morphological analyzer as a morphological generator with reverse processing.

This research addresses the limitations of previous work by using the finite-state
approach with the tool Foma, a finite-state compiler and library to capture both
the concatenative and non-concatenative aspects of Ge’ez morphology. The main
research questions were geared toward finding an appropriate Ge’ez verb classifica-
tion, representing the non-concatenative morphology along with the morphotactics
and orthographic rules of Ge’ez verbs using finite-state technology, creating the
FSTs, developing a lexicon, and gold-standard evaluation dataset.

This paper is organized as follows: section two presents the five-step process
designed to develop and evaluate the morphological analyzer for Ge’ez verbs. This
section outlines the complete process of selecting the appropriate Ge’ez classifica-
tion system, representing the non-concatenative morphology of Ge’ez, integration
of morphotactics, and the orthographic rules in the creation of FSTs, lexicon devel-
opment, implementation, evaluation, and results. Section three discusses the results
while section four concludes the paper.

2 Related Works

Studies on the development of Ge’ez morphology are limited due to resource scarcity,
the absence of native speakers, and the language’s antiquity. However, finite-state
technology continues to be used for morphological analysis in other languages.
This section highlights studies that have employed FST to develop morpholog-
ical analyzers for various languages. Research in [22] developed a morphological
analyzer for Highland Puebla Nahuatl, a Uto-Aztecan language spoken in the state of
Puebla in Mexico. As used in this study, the research used lex formalism for modeling
the morphotactics and morphophonological alternations and obtained a precision of
95% on a manually created dataset. The approach parallels the current study, utilizing
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transducers that map between surface and lexical forms, which enables both analysis
and word generation capabilities.

In [23], a morphological analyzer for Q’eqchi’ using Helsinki finite-state was
developed. The resulting transducer consisted of 2610 states and 9558 transitions and
covered between 75 and 85% of tokens in a Q’eqchi’ corpus which lays the ground-
work for future work in improved automatic corpus annotation in Q’eqchi’. A preci-
sion of 94.12% was achieved for the developed morphological analyzer in [24] using
Stuttgart FST for Turkish. Compared to this study, the research extended its scope
beyond morphology by incorporating both phonological and morphological rules
to extract relevant linguistic information. The finite-state morphological analyzer
for Turkish, was presented as a comprehensive tool covering Turkish inflection,
derivation, and partial composition.

A Maithili morphological analyzer that handles the inflectional property of
language was developed by [25]. While their study achieved 97% average accu-
racy across multiple parts of speech, including adverbs, adjectives, pronouns, and
verbs, the current research focuses exclusively on verb morphology. Their finite-state
transducer demonstrated the capability to generate inflected forms across diverse
grammatical categories. Researchers in [26] developed a deterministic finite-state
morphological analyzer for Urdu nominal system by focusing on inflections of noun
forms and studying number, gender, person, and case representations. The devel-
oped system analyzed and generated possible forms of standardized Urdu registers,
adding the necessary features and values while concatenating nouns based on their
specific patterns. The system achieved an accuracy score of 92.70%. Similar to
this study, [27] only focused on verbs for Tigrigna and developed a morphological
analyzer FST. The study’s morphological analysis incorporated an additional tech-
nique called memory-based learning hybridizing their method. The evaluation was
conducted using optimized parameter settings for regular verbs and linguistic rules of
the Tigrigna language allomorph and phonology for the irregular verbs. The system
achieved an accuracy of 93.24.

These related works demonstrate the diverse applications of FST across different
languages with varying morphological complexities. While many achieve high accu-
racy rates, the studies differ in scope and approach. Certain works focus on specific
parts of speech, while others attempt comprehensive coverage. The commonality
among successful implementations is the effective handling of language-specific
morphological features through lexicon and FSAs development using FSTs.

3 Materials and Methods

The methodology employed in this study follows a systematic five-step process
designed to develop and evaluate a morphological analyzer for Ge’ez verbs. This
process consists of verb classification, morphological representation, implementa-
tion, lexicon creation, and evaluation phases. Within this systematic approach, step
1 focuses on determining the most appropriate Ge’ez verb classification system
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for computational morphology. The challenge of representing non-concatenative
morphology using FST is addressed in step 2. Step 3 involves the implementa-
tion phase, creating FSTs that represent morphotactics and orthographic rules. The
lexicon is developed in step 4. Step 5 concentrates on the analyzer’s evaluation using
a gold-standard dataset, employing accuracy, and precision metrics.

Each step builds upon the previous ones, ensuring a comprehensive approach to
developing a robust morphological analyzer. This methodology combines theoretical
linguistic knowledge with computational implementation while incorporating expert
validation throughout the process. The following sub-sections detail each step of the
methodology.

3.1 Ge’ex Verb Classification

The first step involves determining which Ge’ez verb classification is appropriate for
Ge’ez verb computational morphology. Research in [28] describes how Ge’ez verbs
are classified according to prominent Ge’ez schools and states that the Ge’ez verbs
are categorized from six to eight main/head verbs. For this study, the washira Ge’ez
school’s verb classification is deemed the most appropriate for Ge’ez verb computa-
tional morphology. This is due to its consistent patterns between head verbs and their
associated troops. Compared to other classification systems gonji and walda, washira
maintains uniform conjugation patterns that facilitate computational representation.
Table 1 illustrates the three Ge’ez verb classifications.

In the Ge’ez verbal system, verbs are organized into heads and troops, where head
verbs serve as representative patterns for their respective troops. While different
classifications, washira, gonji, and walda, share some common head verbs, they
differ in their total count and troop associations. The washira school, supported by
numerous Ge’ez scholars, identifies eight distinct head verbs. Table 2 shows Ge’ez
verb classification according to the washira classification of Ge’ez.

The washidra system’s key advantage is in its consistency, troop verbs strictly
follow their head verbs’ conjugation patterns. This contrasts with gonji and walda

VTVTI’;Z’IGXZ;S}V‘Z; gonji,and g ira Walda Gonji

classification systems +-1-A-qatild +--A-qatild +-A-qitild
+Ln-qadddsa +L0-qadddsa +Ln-qiaddasa
1Né-gibrd “9Uch-mahrakd -
Ahaol-domird 7NA-tinbila “qUh-mahrikd
ach-barikd acdh-barikd ach-baridki
“Lao-semi ULwe-sesiyd 11¢-gegiyd
-WA-bahld hua-kohle m-NmO—tibtibd
$ao-qomi Man,-tomari ¢A@-nolawi
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Table 2 Washira Ge’ez

verbs classification Washira Adhana Kifle
+A-qgitild +A-Aa-qitild +A-gitild
+Ln-qiddasa +Ln-qiddasa +Ln-qiddasa
TNé-gidbrd Né-gédbrd -
Ahav d-Fomird T 70A-tinbald 990 h-mahrikd
ach-bardka a¢ch-bardkid a¢ch-bardka
Ulao-semi hA-eld £.77-deginid
-NVA-bohld huA-kohld L71’-ddngése

classifications, which at times exhibit variations in perfective forms or differences in
radical numbers and assimilation. For computational implementation, the research
defines vocalic patterns for all eight head verbs, which are then systematically applied
to their corresponding troops. This forms the foundation for developing a compre-
hensive morphological analyzer using CV-templates, intercalation, alternation rules,
and affixations within a finite-state framework.

3.2 Representing the Non-concatenative Morphology
of Ge’ez Verbs Using Finite-State

With the verb classification system established, the next step focuses on representing
Ge’ez’s non-concatenative morphology using finite-state technology. Ge’ez, like
other Semitic languages, is characterized by root-pattern morphology, where a root
consisting of consonants is combined with a vocalic pattern (vowels) to form a stem.
To achieve an efficient representation, FSTs in conjunction with regular expressions,
flag diacritics, cv-patterns, lexicon and rule components, compositional operators,
and bidirectional processing are used to effectively model the non-concatenative
morphology of Ge’ez verbs by handling the complex interdigitation of vowels into
consonants and morphophonological alternations.

A rule-based approach using FSTs, along with flag diacritics to handle the
complexities of root-pattern morphology, is used to efficiently represent non-
concatenative morphology. FSTs are used to implement the relationship between
a word’s lexical form and surface form together with the syntactical information
about the word. In this case, the FSTs map the root with its feature tags to the surface
verb form and vice-versa. For instance, an FST can be designed to map the lexical and
surface forms of a word like ‘+-A-qitéld,” as illustrated in Fig. 1, Table 3 provides
a description of the lexical and surface forms of ‘qatéla.

As depicted in the table, the surface level, “qétild” appears as the complete verb
form. This maps to four distinct components at the lexical level: [Verbl] which
indicates that the word belongs to the first verb type category, [qtl] representing
the consonantal root of the verb, [VPER] marking the perfective aspect of the verb
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Fig. 1 FST for the word 4--A/qetele

Table 3 Lexical and surface

Surface level | Lexical level | Description
form of-getele

-qatala [Verbl] Verb type 1
[qtl] root
[VPER] Perfective

[3PSGMs] 3rd person singular male subject

and [3PSGM] which denotes the third person singular masculine subject agreement.
Each lexical component serves a specific grammatical function. The description
column provides clarification of these functions. This structured representation illus-
trates how the surface form encodes multiple morphological features, demonstrating
the complex relationship between surface realization and underlying grammatical
information in Ge’ez verb morphology.

Creating a finite-state transducer for a natural language involves first describing the
language using regular expressions and then compiling these expressions into FSTs
using finite-state tools such as Foma. Foma is a finite-state compiler that generates
finite-state automata (FSA) and FSTs from regular expressions [29]. FSAs define
languages by accepting strings that are part of the language while rejecting others,
while FSTs, on the other hand, map input to output, allowing them to represent
relationships between surface and lexical forms of words.

Regular expression operators supported by Foma are fully described in [30],
including expressions such as define VARIABLE regular expression: The define
command can be used to define regular expression function define function (proto-
type) regular expression. Moreover, the define command can be used to define a
regular language, Concatenation X Y: The language or relation X concatenated with
Y, Union XIY: The union of languages or relations X and Y, Intersection X and Y: The
intersection of languages X and Y, Optionality (X): Defines the language or relation
that contains zero or one iteration of X, Kleene Star X*: Zero or more iterations of
X, for example [X*] represent a language or a relation with empty set or zero or
more iteration of X. so X* includes [], [X], [XX] and Kleene Plus X + : One or more
iterations of X, for example [X + ] represents a language or a relation with one or
more as where X + includes [X], [XX], [XXX], etc.

Foma also includes flag diacritics, which are feature-setting operations that
enforce constraints between different parts of words. These are particularly useful
in handling non-concatenative morphology, such as the insertion of vowels within
consonants as found in Ge’ez. Flag diacritics can set constraints on the co-occurrence
of morphemes and are used for feature unification. This process follows specific CV-
patterns, where templates and vocalic patterns are inserted into consonant roots to
form verbal stems.
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In order to design a morphological analyzer using Foma, two main components
are needed, lexical and rule components. The lexicon is a transducer that consists of
the language’s roots and the appropriate feature tags expressing the morphotactics.
For instance, the lexicon file may contain the following mapping: Cat + noun +
plural—Cat’s.

The lexical transducer accepts valid words or lexemes along with feature tags and
generates an intermediate output. As illustrated in the mapping above, “cat” is a noun,
and the plural form cat is “cat”s.” Lexical files are created using the lexc formalism.
The rule component’s role, on the other hand, is to manage the alternation rules that
govern morphophonological changes during morpheme combination. These rules
manage both vowel insertion and consonant modifications. Their main objective is
to perform the necessary modification on the output of the lexical transducer based on
the morphophonological rule of the language. For instance, the lexicon may contain
a mapping indicating the concatenation of s to nouns to produce the plural form of
a noun. However, some words such as “watch + s” result in “watches” rather than
“watchs.” The alternation rule transducer does this alternation.

Thus, the rule component is an intermediate between the lexical transducer and
the output. The combination of lexicon transducers and rule transducers is achieved
through the “composition.o.” operator, e.g., Lexicon.o. Rule- > FST (morpholog-
ical analyzer). Through Foma’s composition operator, the lexical transducers are
combined with rule transducers to create a comprehensive morphological analyzer
capable of bidirectional processing, analyzing both surface forms to extract roots and
features, and generating surface forms from underlying representations.

3.3 Creating FSTs that Represent the Morphotactics
and the Orthographic Rules of the Ge’ez
Verbs—Implementation

Having established the non-concatenative representation, the subsequent step
requires merging morphotactic patterns and orthographic rules with the existing
finite-state model. The integration of morphotactics and orthographic rules for Ge’ez
verbs is accomplished through FSTs using both lexical and rule-based components
described in the previous step. A lexical script file (illustrated in Fig. 2) using the
lex formalism is created, which operates by declaring labeled lexicons, listing the
contents of those lexicons, and specifying the rules that govern how the lexical entries
are concatenated to produce the output.

The lexical file combines the declaration of multi-character symbols, the inven-
tory of morphemes (including roots), and the concatenation rules. Together,
these elements form the foundation for generating the intermediate output in the
morphological analysis process.

To implement the Ge’ez lexicon, it is essential to model Ge’ez verb formation
within the lexc formalism. Ge’ez verb formation begins with adding prefixes, when
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Multichar Symbols
@U.VERBTYPE.RECIPROCALE @QU.VERBTYPE.V3PZ@ @P.aelnsertion.ae@
+NEG +Verbl +VIND +RECIP +3PSGMs +3PPLMs +1PSGo +1PPLo

Lexicon Root
PreVerbPrefix;

LEXICON PreVerbPrefix
+NEG:Ai" VerbPrefix; // adding prefix Ai to the verb
VerbPrefix;

LEXICON VerbPrefix
@U.VERBTYPE.V3P2@ V3P2; //Flag dialects
@U.VERBTYPE.RECIPROCALE VReciprocal;

LEXICON V3P2
:y™ VReciprocal; //adding prefix y to the VReciprocal

LEXICON VReciprocal
+RECIP:t" Verb; // adding prefix t to the verb

LEXICON Verb
+Verbl: VerbTypel;

LEXICON VerbTypel
gtl VerbRoot:;

LEXICON VerbRoot
+VINDRU.VERBTYPE.V3P2@:@P.acInsertion.ac@RRU.VERBTYPE.V3P2@
VIND3a; //adding prefix using flag dialect @U.VERBTYPE.V3P2@
//@P.aeInsertion.ae@ is used for intercatation of vowels into the
root and is defined in the rule component

LEXICON VIND3a

+3PSGMs: VerbSurface; //no suffix
+3PPLMs: *u 3PPLMs; // adding suffix u
LEXICON 3PPLMs

#:

:@P.Udeletion.U@ 3PPIMo;

LEXICON 3PPLMo
+1PSGo:"uni VerbSurface; //adding suffix uni

LEXICON VerbSurface
#:

Fig. 2 Lexical script file

necessary, to the consonant roots. These prefixes include negation, subject, and
derived-verb prefixes, applied in sequence. A Ge’ez verb can either have none of
these prefixes or may contain one, two, or all of them, following the order of nega-
tion, subject, and derived-verb prefixes. For example, the perfective verb type +-1-A—
qgatild (he killed) does not have a prefix. After adding prefixes to the root, the next step
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involves the concatenation of suffixes. Ge’ez language suffixes encompass subject
and object suffixes. Similar to prefixes, a Ge’ez verb may or may not require suffixes.
The output of the Ge’ez lexical transducer can take on various forms, including:
Prefix1 "Prefix2 "CCC, Prefix1 "CCC, Prefix2 "CCC "Suffix1 “Suffix2, CCC 4+ VPER
+ 3PSM. As aresult, the Ge’ez lexical transducer generates an intermediate output
comprising Ge’ez consonant roots with affixes and their corresponding feature tags.
The Ge’ez lexicon script file consists of the following:

e declaration of the multi-character symbol (using “Multichar Symbols”) repre-
senting feature tags to mark grammatical information. Table 4 illustrates the
multi-character symbols.

A complete list of the multi-character symbols used in the Ge’ez lexical file is
found in the lexical file of each verb type. Flag diacritics are used to add the prefixes
and rules used to perform vowel intercalation and morphophonological alternation.

e list of prefixes together with rules for adding the prefixes to the roots
e list of roots
e list of suffixes together with rules for concatenating the suffixes to the roots.

Affixes (prefixes and suffixes) and roots are listed, separated by morpheme bound-
aries ("), with rules for concatenation. Affixes include negation, subject, object, and
derived-verb markers. For example, prefixes like negation, subject, and derived-verb
prefixes can be listed with rules that add them to the consonant root. Suffixes are also
listed with rules for their attachment. Figure 3 demonstrates a graphical representation
of a lexicon for simple roots of #-a-gtl, »(-N-nbb, and *NC-nbr:

The lexical transducer generates an intermediate output that includes Ge’ez conso-
nant roots with affixes and their corresponding feature tags. The output generated by
the lexical transducer is a direct consequence of the affixation of morphemes to the
root. Intercalation of vowels into the root consonants, as well as orthographic and
morphophonological alterations to the verbal stems, are achieved through the use of
the alternation rule component.

Table 4 Multi-character symbol

Multi-character symbol Description

+ VIND Indicative verb feature tag

+ 1PSG 1st person singular feature tag
@U.VERBTYPE.CAUSITIVE@ Flag dialect for adding causative prefix
@P.elnsertion.e@ A rue component for the insertion of vowels

+VPER :@P.clnsertion.e @ +3PSGMs:

Fig. 3 Lexical FST
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For the alternation rule component, a separate Foma script file is created to define
alternation rules, which modify the output of the lexical transducer. These rules are
compiled into a rule FST. This file includes the following:

e definition of the language alphabet specifying the consonants and vowels used in
Ge’ez.

e definition of the flags required for the analysis process.

e labeling of the alternation rules for the rules governing morphophonological
alterations.

e Jlabeling of the lexical files needed for reading and labeling lexical script files,
such as the one illustrated in Fig. 1.3.

e composition of the lexical FSTs and the rule FST to combine the lexicon FSTs
and alternation rule FST.

e compilation the FSTs to produce the final finite-state transducer.

Once all the components are in place, the script compiles the finite-state trans-
ducers to generate the final Ge’ez verb morphological analyzer. The composition
operator (.0.) in Foma is used to combine the lexical FSTs with the rule FSTs. This
merges the lexicon with the morphotactic and orthographic rules. For each Ge’ez verb
type, the respective lexical transducer is combined with applicable rule FSTs. The
output is a series of intermediate FSTs. These intermediate FSTs are then compiled
together, and further merged with rule FSTs that apply to all verb types. This results
in the final FST that serves as the Ge’ez morphological analyzer.

3.4 Ge’ex Verb Lexicon—Data Collection and Cleaning

With the foundation of washira classification and finite-state representation estab-
lished, along with integrated morphotactic and orthographic rule FSTs, the next
critical step involves developing evaluation datasets to assess the morphological
analyzer’s performance. The datasets were created through a combination of manual
extraction from religious texts, data pre-processing, expert linguistic annotation, and
root extraction, ensuring that the datasets were both comprehensive and accurate.

To create the datasets, Ge’ez language scholars, affiliated with the Ethiopian
Orthodox Tewahido Church, extracted verbs from two primary sources: the Ge’ez
New Testament Bible (specifically the books of Matthew, Luke, Mark, and John)
and the Ge’ez prayer book “@-9n. “7C £9°"—"“wudase Maryam.” A total of 1519
verbs were initially collected from these sources. The initial dataset was cleaned by
removing the letters “@” (w#) and “H” (z4) to ensure consistency. Repeated words
were removed to ensure only unique verb forms were included. In addition, words
that belonged to other parts of speech (POS) were also removed from the dataset.
After cleaning, 1365 unique verbs were identified for the evaluation dataset. Table 5
shows the total number of words extracted for each type of verb and the number of
roots in each verb type.
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Table 5 Total number of words extracted for each type of verb and the number of roots in each
verb type

Verb type Number of verbs | Total number of | Roots in test data | Percentage (%)
roots

+A—qitild 595 215 178 43.59

(Verb 1)

+L0—qaddisi 146 62 44 10.70

(Verb 2)

1N—gibri, 308 76 62 22.56

(Verb 3)

hhao —domird 56 20 15 4.10

(Verb 4)

n¢h—baridki 14 8 4 1.03

(Verb 5)

“Lav—semi 24 11 10 1.76

(Verb 6)

NUA—bahld 76 19 15 5.57

(Verb 7)

$ap—qomi, 100 22 17 7.33

(Verb 8)

na—beld (Verb 19 1 1 1.39

9

Irregular verbs 27 5 3 1.98

(Verb 10)

Total 1356 439 349 100

For the distribution of the verb types, the cleaned dataset included a variety of
Ge’ez verb types, with 43.59% from the +-1-A—qitéld verb type, 10.70% from <+
La—qiddisd, 22.56% from 1-N4—gibrd, and smaller percentages from other verb
categories including AAaod—~adomird, n<h—bardkd, “bao—3emi, NMUA—Dbohld, &
avo—qomi, as well as n.A—beld and irregular verbs. In terms of the gold-standard
annotation, Ge’ez language experts manually annotated the collected verbs with their
correct morphological analysis where each word was given a single, context-specific
analysis. This annotation included the root of the verb, verb type, tense, mood, person,
and gender. The annotators also included structural information related to affixes and
their meanings. For example, a gloss explaining the role of a prefix or suffix. For
instance, the analysis of the Ge’ez verb “£7-0-.”—"yanbobuni” included the root,
verb type, mood, subject, and object markers.

From the gold-standard data, 349 unique Ge’ez root verbs were extracted. An
additional 90 Ge’ez roots were organized and added by Ge’ez experts to expand the
lexicon. The lexicon created contains a total of 439 Ge’ez roots. The annotated dataset
served as the gold standard against which the accuracy of the Ge’ez morphological
analyzer was evaluated.
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3.5 Evaluation

The finite-state morphological analyzer for Ge’ez verbs was evaluated using the gold-
standard dataset. The accuracy of the Ge’ez morphological analyzer was assessed by
comparing its output to the gold-standard data. In the initial stages of the evaluation,
there were varying results, some words were correctly analyzed, others produced
multiple outputs, some were incorrect, and some yielded no analysis. The unexpected
outputs were attributed to inaccuracies in verb transliteration, unavailability of roots
in the Ge’ez lexicon, and incorrect placement of roots within their respective head
verbs. To address these issues, corrections were made in consultation with Ge’ez
experts. These corrections included ensuring that the roots were correctly positioned
within their head verbs and incorporating all roots found in the evaluation dataset
into the Ge’ez lexicon. These measures significantly improved the accuracy of the
Ge’ez morphological analyzer.

After implementing these corrective measures, the Ge’ez morphological analyzer
was re-evaluated. The performance of the morphological analyzer was measured
using the following metrics accuracy (A) on (1) and precision (P) on (2).

A= (tp+tn)/(tp + tn + fp + fn) (D

True positives (tp) and true negatives (tn) represent cases where the analyzer
correctly identified and analyzed a verb, matching the gold-standard annotation. True
negatives are not relevant in this specific context since the evaluation dataset consists
exclusively of verbs. False positives (fp) occur when the analyzer produces incorrect
or additional analyses that don’t match the gold standard, while false negatives (fn)
represent cases where the analyzer failed to produce any analysis for a verb. The
overall accuracy of the morphological analyzer was measured by the total number
of correctly analyzed verbs divided by the total number of verbs analyzed.

P =tp/(tp + fp) (2)

Precision measures the proportion of accurately analyzed verbs over the propor-
tion of the analysis returned by the morphological analyzer. The overall precision of
the morphological analyzer was measured by the total number of correctly analyzed
verbs divided by the total number of analysis outputs by the morphological analyzer.
Table 6 provides the evaluation results of the morphological analyzer.

Out of the 1328 correctly analyzed verbs (unique verbs), the analyzer generated an
additional 327 possible analyses. The precision of the Ge’ez morphological analyzer
was calculated at 80.24%. This figure considers that the analyzer provided all possible
analyses for each verb, irrespective of context.
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Table 6 Evaluation results

Verb type Number of verbs | Accuracy (%) | Precision (%) | Not analyzed (%)
+-h—qitild (Verb 1) 595 96.97 80.03 3.03
+Ln—qdddasd (Verb 2) 146 97.26 83.53 2.74
Né—gabri, (Verb 3) 308 97.40 81.52 2.60
hhaol—domiri (Verb 4) 56 96.43 85.71 3.57
n¢h—bariki (Verb 5) 14 100.00 58.33 0.00
“Lao—semd (Verb 6) 24 100.00 80.00 0.00
nUA—bahld (Verb 7) 76 96.05 81.11 3.95
#av—qomd, (Verb 8) 100 98.00 81.67 2.00
n.A—beld (Verb 9) 19 100.00 48.72 0.00
Irregular verbs (Verb 10) 27 100.00 90.00 0.00
Total 1356 97.29 80.24 2.71

4 Discussion

The development and evaluation of the Ge’ez morphological analyzer revealed
several key findings and challenges. A significant issue emerged regarding
morphophonological alternations caused by specific letters (A, o, U, 11, ch, @+, and
£). While rules were implemented to handle these alternations, inconsistencies were
observed among verbs sharing the same head verbs, particularly in the analysis of
n.A (beld) verbs, which showed dual categorization with -nUA (bohléd) verbs due to
overlapping inflections.

The analyzer’s performance significantly improved through iterative refinement.
Initial testing produced 72% accuracy, but through expert review of manual anno-
tations, correction of transliteration errors, and thorough verification of the Ge’ez
lexicon, the accuracy increased to 97.2%. The precision rate of 80.24% reflects the
analyzer’s comprehensive approach to generating all possible analyses, contrasting
with the context-specific single analyses in the gold-standard dataset.

A small percentage (2.71%) of the test set received no analysis, primarily due to
the presence of the aforementioned challenging letters. Of the 37 unanalyzed words,
34 contained these letters in their roots, indicating challenges in handling certain
morphophonological alternations. Comparative analysis with previous research
demonstrates significant improvement. The system substantially outperforms [13]
rule-based approach, which achieved 73.98% accuracy but was limited to the
+-A (qitdld) verb category. Similarly, it surpasses [12]’ data-driven approach,
which reached maximum accuracy of 60.3%. The current analyzer’s comprehen-
sive coverage of all verb types, including irregular verbs, and its high accuracy of
97.29% represent a substantial improvement in Ge’ez morphological analysis.
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5 Conclusion

This research has successfully developed a comprehensive finite-state morpholog-
ical analyzer for Ge’ez verbs with an accuracy of 97.29% and a precision of 80.24%.
The study adopted the washira classification system, effectively handling Ge’ez’s
complex verb morphology. The study’s contribution includes the demonstration
of the effectiveness of FST in handling non-concatenative morphology in Semitic
languages, the development of a morphological analyzer that successfully processes
all verb types, including irregular verbs, improving on the limitations of previous
approaches, the bidirectional functionality of the analyzer that enables analysis and
generation of verb forms and the creation of a gold-standard dataset with 1365 manu-
ally annotated verbs that is a valuable resource for future research in Ge’ez compu-
tational linguistics given the scarcity of linguistic resources for the language. Future
work will focus on the development of specialized handling mechanisms for prob-
lematic letters A-9, 0-°9, U-h, 1-h, ch-h, @--w, and £-y that currently account for most
unanalyzed cases and expanding the analyzer’s coverage to other parts of speech.
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this study utilizes fire spread data, including smoke and heat, obtained from numer-
ical simulations using the Fire Dynamics Simulator (FDS). FDS employs MPI and
OpenMP for large-scale fire simulations by dividing computational domains into sub-
domains, with OpenACC applied to support heterogeneous hardware architectures.
Performance tests using CSIRO Grassland Fires demonstrated a 1.89 x speedup with
combined CPU-GPU computation and a 21 x speedup with 1 GPU and 16 CPUs,
validating enhanced fire analysis capabilities. Additionally, existing VR engines were
improved by integrating WFDS data into Unreal Engine for realistic smoke and heat
visualization using FGA files. The program dynamically visualizes flame and smoke
movements based on wind speed and direction, achieving a 100% match between
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1 Introduction

1.1 A Subsection Sample

Forest fires continue to pose significant risks to firefighter safety, causing numerous
fatalities and injuries globally each year. To address these challenges, organiza-
tions have implemented various forest fire education and training programs aimed
at improving firefighters’ understanding of wildfire behavior and enhancing their
situational response capabilities [6]. However, traditional theoretical instruction and
laboratory-scale training methods often fail to replicate the dynamic and complex
nature of real-world forest fire environments, limiting their effectiveness [1].

Recent advancements in virtual reality (VR) technology have opened new avenues
for the development of immersive fire education and training simulators. These simu-
lators, often combined with game-based training programs, aim to provide realistic
experiences for firefighters. However, current systems typically rely on simplistic
image-based depictions of flames and smoke, which lack the integration of chemical
and physical analyses crucial for simulating realistic fire dynamics [3]. This limi-
tation underscores the need for advanced methodologies to create more effective
training tools [13, 16].

This study aims to address these shortcomings by developing a 3D VR-based
education and training authoring tool that integrates chemical species and physical
analyses. Utilizing data from the Wildland-Urban Interface Fire Dynamics Simulator
(WFDS), the proposed methodology enables the visualization of forest fire flames and
smoke within the Unreal Engine (UE), based on temperature and smoke distribution
data. This integration enhances the realism of VR training simulations, providing
firefighters with more accurate and immersive learning environments.

The research also explores computational advancements to improve simulation
performance. With single-core CPU improvements reaching saturation, multi-core
architectures and accelerators, such as GPUs, have emerged as essential solutions
for overcoming hardware limitations [4, 15]. OpenACC, a parallelization framework
optimized for heterogeneous hardware architectures, is utilized in this study to accel-
erate the Fire Dynamics Simulator (FDS) [14]. By leveraging parallel processing,
the framework significantly reduces computation times, enhancing the efficiency of
fire spread analyses.

The Fire Dynamics Simulator (FDS), developed by the National Institute of Stan-
dards and Technology (NIST), employs computational fluid dynamics to analyze
low-velocity, heat-driven fluid flows from fires. Although FDS is a robust tool
for modeling fire dynamics, its computational demands increase substantially for
detailed simulations [5, 8, 9]. To address this, FDS incorporates parallelization tech-
niques such as the Message Passing Interface (MPI) and Open Multi-Processing
(OpenMP) libraries, which distribute computational tasks across multiple processors
[10]. In this study, OpenACC was partially integrated into FDS to further optimize
its performance on heterogeneous hardware [7, 12, 16].
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The findings of this research demonstrate the feasibility of realistic fire visualiza-
tion in VR environments. By combining physical analyses with VR technology, the
study lays the groundwork for developing immersive and efficient training tools that
contribute to safer and more effective firefighter education.

2 Methods

2.1 WFDS Analysis

WEFDS was developed to analyze fire spread in open spaces adjacent to forests by
applying topography and vegetation fuel by extending FDS developed for structural
fire analysis. In this study, the X-axis, Y-axis, and Z-axis were set to 200 m, 160 m,
and 50 m, respectively, and the cell spacing was set to 2 m, resulting in a total of
200,000 cells were configured as 100 cells on the X-axis, 80 cells on the Y-axis, and
25 cells on the Z-axis.

For forest fuel, a combustion material, combustion properties were applied to
Pinus densiflora with an average height of 17 m and 400 trees/ha, and Cone type was
applied for the grid configuration.

2.2 Visualization of VR Contents Forest Fires Spread
Simulation

Result values analyzed with WFDS are stored as Plot3Ddata files, velocity vectors,
and physical quantities for fire analysis, and then extracted as vector files FGA
files with a cycle of N(3 ~ 5) seconds so that they can be imported into 3D Unreal
Engine. The FGA file contains data values of vectors and physical quantities in
the analysis result. FGA file imported from 3D UE is created as a vector field, and
Boundary values such as position, rotation, stile, intensity, and tightness are set. With
the generated vector field, the particles are completed by applying the fire and smoke
effect used in VR 3D contents. For visualization of forest fire diffusion and forest fuel
combustion, first, for visualization of flames and smoke, FGA temperature and smoke
(CO, CO») concentration data are expressed through particle contrast and lighting
effect functions. Second, image change due to forest fuel combustion used the Mesh
Decal function as a visualization method with image values created according to
the mass reduction rate. Mesh Decal uses the mixed function of semi-transparent
Blend Mode and Deffered Decal by updating GBuffer and DBuffer after rendering
3D object surface geometry. In addition, it was configured so that external results
such as changes in heat flow of each grid value, wind speed, and wind direction in the
UE can be reflected in the impact effect. This is useful for expressing the movement
and concentration of smoke in each grid cell differently.
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2.3 Parallel Computing Method

MPI and OpenMP are standard methods for performing parallel computation in
distributed memory system and shared memory system environment. Parallel compu-
tation has been supported since FDS version 5.4, and two parallel processing methods
are provided, OpenMP and MPI. These two methods can be simultaneously applied to
FDS according to the hardware configuration. The FDS User’s Guide, it was reported
that the maximum speed improvement of OpenMP is approximately doubled, and
that when MPI and OpenMP are used together, most of the reduction in analysis time
is achieved by MPI (Fig. 1).

231 MPI

MPI is a standard that describes information exchange in distributed and parallel
processing. The Message Passing method is an operation model in which data to
be exchanged between processors is exchanged using a Message Passing function.
MPI defines the standard of the Message Passing Library, which is a collection of
these functions, and several MPI libraries have been developed accordingly. Subrou-
tines that require parallelization in sequence code are constructed in parallel through
appropriate parallelization techniques.

2.3.2 OpenMP

OpenMP is an application programming interface that supports shared memory multi-
processing of programs in programming languages such as C, C++, and Fortran on
various computer platforms. OpenMP provides users with a simple and flexible
interface for developing a variety of parallel applications from desktops to super-
computers, and is easily extensible. And by using OpenMP and MPI, the application
program can also be built as a Hybrid OpenMP/MPI model.

Host
Memory PUQ

Fig.1 OpenACC’s abstract accelerator model
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3 Study Result

3.1 Visualization of VR Contents Forest Fires Spread
Simulation

As aresult of expressing the file extracted from the WFDS analysis result as an FGA
file with the Unreal Engine, the vector and physical quantity data values such as heat
and smoke of each 200,000 grid cells expressed 100% the same value without error
even with time series changes. For the visualization of the flame temperature and
smoke values for the grid cell, the color and smoke concentration of the flame were
adjusted and expressed through the particle contrast and lighting effect on the grid.
The results are shown in Figs. 2 and 3. The accuracy of the visualization image for
the flame intensity and smoke concentration was implemented so that it could be
adjusted through the particle lighting function.

In addition, for the image change according to combustion of the 3D combustion
material object data, the Mesh Deca technique was applied to create a material image,
and then a method was used to replace the image by mass reduction rate. Figure 4 is a
screen visualized in 3D UE according to flame temperature, smoke, and combustion
of trees.

Figure 5 shows the simulation results of forest fire spread in Unreal 3D engine
using the forest fire diffusion formula of Alexandridis et al. [2]. There were 2400
grids used for the terrain, and the prediction of wildfire volcanoes was expressed by
applying the following conditions to each variable value such as wind, inclination,
ambient temperature, and type of fuel material.

e Wind speed: 4.6 m/s.

5

Flame #1 Flame #2

Flame #3 Flame #4 Flame #5

Fig. 2 Forest fire flame visualization image results in 3D UE

Smoke #1 Smoke #2 Smoke #3

Fig. 3 Forest fire smoke visualization image results in 3D UE



240 D. Kim

- o j
Visualization scale 1 Visualization scale 2 Visualization scale 3

Fig. 4 Forest fire visualization image results to flame temperature, smoke and tree in 3D UE

Fire break after 30 sec. after 60 sec. after 120 sec

Fig. 5 Result of forest fire spread analysis using 3D UE

Wind direction: southwest wind.
Temperature: 32 °C

FMC (Fuel Moisture Contents): 6.3%
Cell size: 5 cm?.

3.2 Computing Performance

The computational performance is evaluated through the verification case of FDS,
CSIRO Grassland Fires (Fig. 6). As hardware for evaluation, a personal computer
composed of dual Xeon 2678-V3 and GeForce GTX 1070 was used. FDS source
code applies OpenACC using PGI Fortran as a compiler in Linux environment. In the
FDS source code, “!$ACC PARALLEL LOOP” of OpenACC was partially applied
to

“PRESSURE_ITERATION_LOOP;” the part that determines convergence during
calculation (Table 1).

In the case of MPI, when 16 CPUs are used compared to one CPU, the analysis
time is 12 times faster from 109 to 9 h. On the other hand, when one CPU and one
GPU are used together by applying OpenACC, the calculation time is 1.89 times
faster than the result using one CPU. In the case of using 1 GPU and 16 CPUs (MPP
+ OpenACC), the analysis time is 5 h, which is about 21 times faster.

Table 2 shows the results of measuring the parallel performance of
MPI+OpenACC according to the increase in the size of the computation area. When
parallelization was performed with MPI, the performance improvement was evident
as the number of CPUs and the size of the problem increased. On the other hand,
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Fig. 6 WEFDS result of grassland fires in CSIRO Australia

Table 1 Computing performance

241

MPI Analysis time (h) OpenACC with MPI Analysis time (h)
1 CPU 109 1CPU+1GPU 57
2 CPU 59 2CPU+1GPU 32
4 CPU 31 4CPU+1GPU 16
8 CPU 17 8CPU+1GPU 9
16 CPU 9 16CPU+1GPU 5

in the case of MPI+OpenACC, the performance of MPI+OpenACC with 2 CPUs or
more is lower than that of MPI. It can be seen that the amount of CPU allocated
during MPI parallelization is also allocated to the GPU as much as the number of
CPUs, which increases the load and decreases performance. In addition, if the size
of the calculation area is about 100 million and 8 CPUs are used, the memory perfor-
mance of the GPU, GTX 1070, is exceeded, and calculation cannot be performed.
However, when one or two CPUs are used, it can be seen that the performance of
MPI+OpenACC is significantly superior to that of MPI depending on the size of the
calculation area.
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Table 2 2D heat conduction speedup with problem size and parallel method

MPI 1024 x 1024 (@1 2048 x 2048 (@4 10,240 x 10,240 (@100
million) million) million)

Parallel MPI MPI + MPI MPI + MPI MPI +
Method OpenACC OpenACC OpenACC
1 CPU 1 1.48 1 2.93 1 4.96

2 CPU 1.96 1.41 1.99 2.82 2.63 4.69

4 CPU 3.70 0.85 4.15 1.70 4.06 2.88

8 CPU 7.21 0.59 6.46 1.08 8.02 *

16 CPU 12.12 0.31 16.84 0.74 16.74 *
*Out of GPU memory
4 Conclusions

This study on the visualization program of VR Unreal Engine (UE) for virtual reality
forest fire training yielded the following conclusions:

1.

2.

The SMV data and UE visualization program showed a 100% agreement in grid
values for temperature and smoke, based on WFDS calculation results.

A visual comparison of flame and smoke concentration revealed differences in
brightness and contrast in displayed images.

By adjusting the color and smoke concentration of flames through particle
contrast and lighting effects in the 3D UE, the visual effects were refined to
closely resemble SMV visualization data.

A methodology for accurately visualizing forest fire properties for realistic
training experiences was proposed. However, this study did not incorporate
real-time weather condition changes into the visualization process.

OpenACC, a parallelization technique for heterogeneous hardware architectures,
was partially applied to FDS. Computational performance was evaluated using
CSIRO Grassland Fires, showing a 1.89 x speedup with combined CPU-GPU
processing and a 21 x speedup with 1 GPU and 16 CPUs, reducing analysis
time to 5 h. This demonstrates the potential of hardware parallelization to signif-
icantly reduce computation times for forest fire spread analysis using personal
computers.

Future development of fire training content in virtual environments, including

educational and evaluation scenarios, based on these findings, is expected to provide
a safer and more effective learning tool for forest firefighters.
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Smart IoT Water Curtain System )
for Protecting Wildland-Urban Interface <o
(WUI) Village from Forest Fires

Donghyun Kim

Abstract This study introduces the Crown Water Spray Equipment for Forest Fires
Protection (CWSEFFP), a novel system designed to prevent the spread of large-
scale forest fires and protect village communities, cultural heritage sites, and forest
recreational facilities. The devastating 2005 Yangyang forest fire in South Korea,
which destroyed Naksan Temple and 22 state-designated cultural properties, high-
lighted the urgent need for enhanced fire prevention systems. CWSEFFP I and II are
designed to spray water over areas of 200 m x 80 m and 2000 m x 80 m, respec-
tively, using strategically installed large nozzles. Since 2012, CWSEFFP I has been
implemented in 240 locations across South Korea, with plans to deploy CWSEFFP
IT in 2024. This study details the design, functionality, and technical specifications
of CWSEFFP, emphasizing its role in mitigating damage in the Wildland-Urban
Interface (WUI) areas. The system exemplifies an aggressive approach to forest fire
prevention, addressing the increasing frequency and intensity of fires globally. It not
only suppresses active fires but also prevents their spread, thereby offering a robust
solution for safeguarding vulnerable communities.
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1 Introduction

1.1 A Subsection Sample

Forest fires pose great threats not only to forests, but also to villages and facilities
adjacent to forests and to houses within forests. Many reports warn that the occur-
rence and severity of forest fires will increase due to climate change, and cases of
occurrence of forest fires supporting the foregoing are appearing around the world.
The occurrence of forest fires as such not only affects even areas that have not
been invaded by humans, such as Alaska, the frozen soil regions of Siberia, and the
Amazon, but also poses threats to many cities where people are living in areas adja-
cent to forests. In cases of occurrence of forest fires in South Korea, the maximum
forest fire spread rate was found to be 8.8 km/h and the distance of forest fire spread
by flying sparks was found to be 2 km in an investigation. In the case of a forest fire
in Portugal in 2017, the maximum forest fire spread rate was at least 9 km/h and the
distance of forest fire spread by flying sparks was at least 3 km. In the United States,
a maximum fire spread rate of 13 km/hr and a distance of forest fire spread by flying
sparks of 3.2 km were observed in the Wallace Greece forest fire in 2003.

The increasing frequency and intensity of forest fires, driven by the twenty-first
century climate crisis, demand proactive measures to protect Wildland-Urban Inter-
face (WUI) areas. Transforming WUI spaces into fire-resistant communities requires
strategies to reduce combustible materials and prevent ignition. Approaches like
FireSmart and FireWise offer guidance by designating zones for fuel removal and
installing firefighting equipment. These methods include providing water supplies
and spraying systems to mitigate fire spread, ensuring safer environments for
residents in vulnerable areas.

Roof sprinklers installed on houses adjacent to forests, as proposed by programs
like FireSmart and FireWise, are limited in their ability to prevent the spread of fires
across entire villages or forest-adjacent areas. While effective in protecting individual
homes, they fall short in addressing wide-area fire spread. To enhance the water
screening capacity of such systems, this study introduces the Crown Water Spray
Equipment for Forest Fires Protection (CWSEFFP). Designed for more aggressive
suppression of large-scale forest fires, CWSEFFP aims to protect Wildland-Urban
Interface (WUI) communities more comprehensively. Previous experiments demon-
strated that a minimum water application rate of 100 mé/m? is required to extinguish
or prevent the spread of surface fire flames fueled by pine forest litter under stan-
dard conditions. However, the necessary watering amount can vary significantly
depending on factors such as fire intensity and weather conditions. This study high-
lights CWSEFFP’s potential to address these challenges and ensure broader fire
protection in vulnerable areas.

To safeguard Wildland-Urban Interface (WUI) communities from increasingly
severe and frequent forest fires, it is essential to implement powerful wide-area water
screen systems. These facilities can block radiant heat and prevent the spread of forest
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fires caused by flying sparks, thereby protecting entire villages. This urgency under-
scores the need for aggressive forest fire prevention measures. In South Korea, the
2005 Yangyang forest fire devastated Naksan Temple, a thousand-year-old cultural
heritage site, along with 22 state-designated cultural properties. In response, efforts
to protect temples and recreational facilities in forested areas led to the develop-
ment of the Crown Water Spray Equipment for Forest Fires Protection (CWSEFFP).
Designed by Kim (2013), the CWSEFFP I system utilizes large, 360-degree rotating
nozzles installed above tree height to spray water over an area of approximately 200 m
x 80m. Since its initial deployment in 2012, engineering advancements have culmi-
nated in CWSEFFP II, capable of covering up to 2000 m x 80 m with a single pres-
surized water supply device. This study introduces the CWSEFFP systems, detailing
their development, functionality, and potential for large-scale forest fire prevention.

2 Methods

2.1 Case Study CWSEFFP I

The Crown Water Spray Equipment for Forest Fires Protection Version I (CWSEFFP
I) is designed to spray water from a height exceeding tree levels, providing protection
for cultural heritage sites, forest recreational facilities, and residential properties in
small villages located near forested areas. This system is intended both to prevent
the spread of forest fires and to extinguish them when they occur. The CWSEFFP
I comprises several key components, including a pressurized water supply device,
piping systems with water supply pipes and selection valves, towers, large spray
nozzles, and a remotely operated control unit for pump activation (Fig. 1). During
operation, the pressurized water supply device initiates the flow of water to the spray
nozzles, which discharge water with a spray radius of approximately 42.5 4+ 7.5 m per
nozzle (Fig. 2). The pump and nozzle configurations can be tailored to site-specific
conditions, allowing for adjustments to both the water flow rate and spray distance
to optimize fire suppression effectiveness.

As illustrated in the facility schematic diagram in Fig. 2, the CWSEFFP I supports
three methods of water spraying: (a) deploying water through three crown water
spray towers, (b) utilizing a fire hose connected to an outdoor fire hydrant, and (c)
employing mobile water spray equipment for flexible application. Figure 3 depicts
the operation of two facilities equipped with the CWSEFFP I system in real-world
settings. The figure illustrates the system in action, demonstrating its effectiveness
in protecting forests and forest-adjacent facilities from forest fires. The CWSEFFP
I allows for adjustments to the spray radius and water flow rate by customizing the
performance parameters of each nozzle.
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2.2 Nozzle Spray Radius and Water Flow Rate

Figure 4 shows the water distribution per unit area based on the nozzle’s rotational
speed per minute when operating at flow rates of 300 LPM, 350 LPM, and 400
LPM, with a spray radius of 40 m. The appropriate water application rate from the
CWSEFFP I should be determined based on the fire intensity of the surrounding
combustible materials. For instance, grasslands with lower fire intensity require a
reduced water application rate compared to pine forests, which exhibit higher fire
intensity.

2.3 CWSEFFP II Design

The CWSEFFP I utilizes three large spray nozzles mounted on tower structures to
deliver water over an area of approximately 200 m x 80 m, effectively protecting
forest-adjacent facilities such as recreational sites and significant cultural heritage
temples in South Korea. However, its coverage is limited when addressing larger
residential areas near forests or extensive forested regions requiring protection from
major fire spread. In contrast, the CWSEFFP Il employs multiple water spray systems
with differential spraying technology, significantly expanding the coverage area of
the original CWSEFFP I. By integrating smart IoT control technology, the CWSEFFP
II enhances its capabilities to protect forest-adjacent areas, increasing the effective
spraying range tenfold from 200 m to 2000 m. This development addresses the
global challenge of prolonged forest fires that persist for several weeks and cause
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extensive damage to villages and facilities located near forested regions. This study
details the enhanced capabilities of CWSEFFP II, highlighting its innovative differ-
ential spraying technology and its potential for large-scale forest fire prevention and
suppression.

2.3.1 Optimizing the Location of Pumps and Water Sources

To achieve a spray range of 2000 m, the water pressure at the nozzle of the water
curtain tower at the furthest end must meet a minimum threshold. To ensure this,
the following two conditions are critical when determining the placement of the
pressurizing pump and water source:

@ Installation Altitude: The pressurizing pump and water source should be located
at the highest possible altitude to maximize the benefits of head pressure
compensation.

@ Centralized Location: The installation site must be strategically positioned to
optimize head pressure distribution, ideally at a central point within the 2000-m
range.

Additionally, the performance of the pressurizing pump must be specified to ensure
that the water pressure at the nozzle of the CWSEFFP Il meets or exceeds the required
minimum value. Proper calibration of these parameters is essential to maintain the
system’s operational efficiency and effectiveness in long-range water spraying for
fire suppression.

2.3.2 Smart IoT Tower Control Technology

® Onboard Al Chip-Enabled CCTV Technology: The onboard Al chip technology
embedded within CCTV cameras enables real-time analysis and decision-making
directly at the edge, minimizing latency and reducing reliance on external
computational resources. Key steps include.

e Real-Time Data Processing: Video feeds from the CCTV cameras are analyzed
using deep learning algorithms pre-trained on datasets for specific anomaly
detection, such as fire flames, smoke, or unauthorized access.

e Event Detection and Classification: Al algorithms classify detected events
based on pre-defined parameters. For instance, the system distinguishes
between smoke caused by a forest fire and benign atmospheric changes.

e Triggering Alerts: Upon detection of anomalies, the system generates auto-
mated alerts and transmits them to the central monitoring hub or directly to
the pipeline valve control system.

@ Pipeline Valve Control Technology: The water pipeline valve control system is
integrated with the onboard Al-enabled CCTV to ensure immediate response to
detected anomalies. This includes.
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e Automated Control: Based on input from the AI system, valves are
programmed to respond autonomously by adjusting water flow to affected
areas. For instance:

e Open-Valve Protocol: Valves are opened to release water for fire suppression
or to maintain pressure in critical areas.

e Close-Valve Protocol: Valves are closed to isolate damaged sections of the
pipeline or to redirect water resources.

e Remote Manual Override: Operators can manually control valves via a central-
ized interface when Al automation requires supplementary decision-making.

e Feedback Loops: Sensors embedded in the system provide real-time data on
water flow, pressure, and valve status, creating feedback loops that enhance
operational accuracy.

® System Integration Workflow: The integration of Al-enabled CCTV technology
with water pipeline valve control systems follows a structured workflow designed
to enhance efficiency and response time in mitigating wildfire hazards. The
process is outlined as follows:

e Detection: Al-enabled CCTV cameras continuously monitor designated areas,
detecting anomalies such as smoke, flames, or other signs of wildfire ignition
in real time.

e Analysis and Classification: The onboard Al module processes the captured
visual data, classifying detected events. Upon identifying a potential wildfire
ignition point, the system verifies the event and initiates the activation of a
control mechanism, such as opening an alarm check valve to deliver water to
the affected area.

e Automatic Response: If no other wildfire-related hazards are detected, the
system autonomously triggers the appropriate valve action to deliver water
directly to the threatened zone, thereby mitigating the risk of fire spread.

e Central Monitoring and Reporting: All operational activities, including detec-
tion, analysis, and response, are recorded and visualized in real time on a
centralized monitoring dashboard. This platform enables remote supervision
and facilitates coordinated decision-making during critical events.

3 Study Results

The CWSEFFP 1II system consists of 10 sets of fire towers, with each set containing
three nozzles, resulting in a total of 30 nozzles. Each set is configured to spray water at
arate of 0.08 £/m? per minute for a 10-min duration, allowing for a total of 0.32 £/m?
of water to be applied over 40 min as each set operates four times within a spraying
range of up to 2 kms. The design of CWSEFFP II enables selective operation of
individual fire tower nozzles, with the arrangement of N fire tower nozzles providing
coverage across approximately 2000 m of the protected area.



252 D. Kim

/e\
= = = Nozzle

Sensor .

Water tank

Fig. 5 Schematic diagram of CWEFFP II

To facilitate precise control, automatic opening, and closing valves are installed
on the pipelines connected to each nozzle, numbered from 1 to N. These valves
can be sequentially controlled or selectively activated based on the location of the
detected ignition point of a forest fire. The system integrates onboard Al chip-enabled
technology, which analyses CCTV footage in real time to detect forest fires automat-
ically. This functionality allows for immediate and automated control of the valves,
ensuring that water is directed efficiently to the nozzles nearest to the fire source.

The control system is programmed to ensure that at least three fire tower nozzles,
selected from numbers 1 to N, remain active at any given time, maintaining a
minimum spraying range of 200 m. A conceptual diagram of the CWSEFFP II system
is presented in Fig. 5. Additionally, the system allows for remote operation and moni-
toring through a computer or smartphone application. Real-time operational status
and functionality can also be verified via integrated CCTV systems, further supported
by Al-driven fire detection to enhance overall efficiency and responsiveness (Fig. 6).

4 Conclusions

This study highlights significant advancements in forest fire prevention and suppres-
sion through the development of the Crown Water Spray Equipment for Forest Fires
Protection (CWSEFFP) systems. These systems, particularly the CWSEFFP II, mark
a substantial improvement in protecting Wildland-Urban Interface (WUI) areas and
forest-adjacent communities from the increasing threat of forest fires, which are
intensifying due to climate change. The key findings of this study are as follows:
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adjacent to forests); a forest fire spread to areas adjacent to forests, b village destruction by fire
after forest fires spread to areas adjacent to forests, ¢ protection of areas adjacent to forests after
CWSEFFP 11 operation, d spotting fire suppression after CWSEFFP II operation

1. Enhanced Fire Suppression Capabilities: The CWSEFFP II system, equipped
with advanced differential spraying technology and Al-driven controls, achieves
a spraying range of up to 2 km—ten times greater than the original CWSEFFP
I model. This advancement enables the protection of extensive areas, including
entire villages and cultural heritage sites, effectively mitigating the spread of
large-scale forest fires.

2. Integration of Smart IoT Technologies: The incorporation of onboard Al-enabled
CCTYV systems facilitates real-time monitoring and rapid detection of fire ignition
points. This ensures precise and automated water distribution, enhancing fire
suppression efficiency while minimizing resource wastage.

3. Scalability and Customization: The modular design of the CWSEFFP II
system supports scalable deployment. Customizable nozzle configurations and
adjustable water flow rates enable site-specific optimization, while automatic
valves provide flexibility to target high-risk areas efficiently.

4. Global Applicability: The CWSEFFP systems address the global challenge of
prolonged and increasingly intense forest fires. Their innovative design offers a
practical and effective solution to safeguard vulnerable communities and critical
ecosystems in various environmental and geographical contexts.

In conclusion, this study underscores the importance of integrating advanced IoT
and Al technologies into forest fire suppression systems. The CWSEFFP II system
not only mitigates the immediate impacts of forest fires but also establishes a robust
framework for addressing the growing challenges posed by wildfires worldwide.
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Further research and widespread deployment of such systems hold significant poten-
tial for enhancing global resilience to forest fires and reducing their devastating
consequences.
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