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GENERAL PREFACE

Operational Gaming is one of the oldest techniques Bvailable

for assisting policy advisors in exploring the consequences

of possible future actions. The technique has indeed alwa~s

been a major tool in connection with military strategy, but its

transfer to the civilian decision-making area has been slow and

largely directed towards management training rather than

policy formulation. Clearly its potential is very great.

One of the reasons for the scant use of operational gaming

must be the paucity of the literature - particularly in the

form of books. It was because of this that I recruited

Ingolf Stahl to work at the International Institute of Applied

Systems Analysis for the prime purpose of ensuring that a

thorough review of the field was undertaken and that the

resulting knowledge was made generally available. We were

particularly fortunate in being able to recruit Isak Assa from

Bulgaria to work with him on this, so that the review covered

both east and west experience of the subject.

This work is therefore unique in the review it provides of the

practice and potential for operational gaming as an aid to

civilian decision-making and policy formulation. its

international character appears in two forms. In the first

place it compares and contrasts experience in gaming from many

different countries. Secondly, it discusses some of the

problems associated with the gaming of international situations.

It is hoped that this book will enable practitioners and

dHcision-mak@rs with n chart to explore more effectively one

of the lesser-known frontiers of the subject.

Rolfe Tomlinsun
General Edilor





PREFACE

This book on operational gaming is the result of research carried out
at, or In collaboration with, the International Institute for Applied Sys­
tems Analysis (nASA), which is situated at Laxenburg (near Vienna), Aus­
tria.

IIASA is an international research institute with scientitlc academie~

and similar nOD&overnmental bodies from 17 countries as its national
member organizations. The fact that nASA's membership includes organ­
izations from both East and West gives the Institute a unique character.

The work of the Institute has been applied in the sense that research
has focused on practical problems of importance, such as energy, food,
water, etc. At the same time, nASA work has also dealt with the develop­
ment and appraisal of systems-analytical methods that appear helpful in
analyzing practical problems. Since the ultimate aim of much of IIASA's
research is to aid decision making and policy implementation. there has
been constant concern about the ways in which systems analysis can
make a more etrective impact on decision-making processes. Being very
much involved in the development of models, a natural question for IIASA
has been how to ensure that these models are of real practical value. It is
widely recognized that one major dit!l.culty preventing the integration of
analytical ideas into the decision-making process is the fact that we are
still unable to adequately model the decision process to which the
analysis is to be applied. One of the few tools that can help to close this
gap ill operational gaming, in which several people interact in a simula­
tion of a real-world problem.

Apart from some work on a speci1lc global economy game by Olaf
Helmer, gaming activity at nASA really started with a workshop in August
1978. This workshop, at which gaming experts from most of IIASA's
national member organization countries participated. was initiated by
Rolle Tomlinson, then Chairman of the Management and Technology Area
of nASA. The workshop focused on the question of the most suitable way
for IlASA to contribute to the new methodology of operational gaming. It
was recognized by the workshop participants that nASA's international
character, and particularly its unique East-West contacts, made it

-v-



especially suitable for dealing with international aspects of operational
gaming. It was generally agreed that one important topic was to report
on the development of operational gaming in the socialist countries. and
in particular on how the method has been used for planning in industry
and government. Other topics of interest were the international transfer
of games and the development of certain methodological aspects of gam­
ing. The publication of a monograph, which could partly serve as a hand­
book in introducing systems analysts to certain aspects of gaming, was
considered to be an essential goal.

The editor of this volume, who was the Swedish delegate at the 1978
workshop, was invited by Rolfe Tomlinson and Peter de Janosi. then Chair­
man of the System and Decision Sciences Area at IIASA, to come to the
Institute to draw up a plan for IIASA research on gaming during 1980 and
1961. 'Ibis research plan proposed the collection of information suitable
for the type of monograph discussed at the workshop as well as indepen­
dent research using relatively small games. for example in the fields of
natural resources and the environment.

The plan also envisaged an active ongoing role for IIASA in establish­
ing international contacts between gamers by organizing occasional
meetings. A small advisory group meeting was held in the fall of 1980, rol­
lowed by a larger task force meeting at the end of 1981. Papers were
invited from selected authors specifically to become chapters in the
planned monograph, which later developed into the present volume.

This book also describes in-house research done by the editor and by
Isak Assa (Bulgaria), who spent six months working on gaming at IIASA,
and by Vadim Marshev (USSR), Hans Gernert (GDR), and Ryszard
Wasniowski (Poland) who visited IIASA for several short periods. Klaus
Niemeyer (FRG) , Laszlo Mozes (Hungary), and Myron Uretsky (USA) also
contributed in an advisory capacity to the gaming task. particularly dur­
ing its formative stages.

In conclusion, I would like to thank Tim Devenport for his careful edi­
torial work. Noel Blackwell and Rhonda Starnes for keyboarding and for­
matting the book on lOOA's computerized text-processing system. and all
the others who have helped in the book's production.

Ingolf Stahl
Ed:itar
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PART I

INTRODUCTION





Chapter I

INTRODUCTION

Ingoll Stahl
International Institute Jar Applied. Systems Analy~,

Lazenburg (Austria)

Operational gaming is regarded by many as a new and proIIDslng
method within systems analysis. It involves a number of people interact­
ing in a simulation of a real-world problem for the purpose of aiding deci­
sion making, planning, or policy implementation. Operational gaming
focuses on the interdependence between decision makers and can serve
as an interface between model construction and implementation in the
solution of complex problems.

Operational gaming has a long tradition in the military sphere,1 but
its use in the civilian sector is much more recent. 2 Although it is difficult
to find any comprehensive overview in the existing literature on the
extent to which operational gaming is used in practice, we have reason to
believe that there is substantial use of gaming in the civilian sector, not
least in the socialist countries, as described later in this book.

In connection with the IIASA gaming project, Richard Duke of the
University of Michigan and myself recently sent out questionnaires to sur­
vey the uses of operational gaming in practice. Although we have prob­
ably been able to reach only a fraction of all the scientists in the gaIning
field, the approximately 50 answers we received indicate that operational
gaming is used fairly widely in the civilian sector and that many interest­
ing applications of gaming have not been documented at all for an outside
audience. From the completed questionnaires we gathered answers to
three general questions:

Q: Who are the clients oj operational gaming?

A: International organizations like UNESCO, UNEP, WHO; state
governments: central government departments like the US Depart­
ment of Energy (DOE); national health services; regional administra­
tive bodies; corporations and industrial enterprises (particularly in
the socialist countries); to mention just a few examples.

Q: What areas are covered.?

A: Agriculture, construction, disaster planning. educational systems,
energy, environment, financial policy, garbage disposal, health care,
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location policy, management information systems, marketing stra­
tegy in industry, and tourism, among many others.

Q: Frrr what purposes is operational gaming 'lJ.Sed?

A: Changing attitudes, dress rehearsals, forecasting, improving com­
munications, generating new alternatives, planning, testing decision
aids, testing personneL training for specific tasks, and numerous
other purposes.3

These answers show that gaming is used at various levels in ditIerent
organizations, in a great many different fields, and for a great many pur­
poses.

However, it is our belief that the use of operational gaming could be
considerably extended if information about the possibilities, and the limi­
tations, of the method was more systematically and widely available. At
the 1978 IIASA workshop dissatisfaction was expressed with the existing
literature on gaming. It was suggested that a "handbook" should be pro­
duced whose purpose would be to help scientists entering the field of
gaming. The gaming research task at IIASA started by examining the
feasibility of such a handbook and this monograph, Qperational Gaming:
An fnternatian.a.l Approach, is the ultimate result of these efforts.

In surveying the existing literature on gaming, the broadness of the
field and the variety of backgrounds of the game constructors is striking.
It is very difficult to get a good overview of the whole field. One starting
point appeared to be a search for suitable bibliographies on the subject.
In fact there are many such bibliographies, some not in printed form but
stored in computer systems. We thought it would be possible to locate a
few standard bibliographies. but even here the diversity within the gam­
ing field is very obvious. At the end of this introduction we list a few valu­
able sources, but it should be stressed that the selection has been some­
what random and may have missed several interesting bibliographies.

The gaming literature is growing rapidly, while at the same time
some of the earlier literature, particularly on computer-supported gam­
ing, is rapidly becoming outdated. Therefore, it seems that the ideal
method of keeping a gaming bibliography is to have it on a computer
where it can be updated easily. To our knowledge, the most comprehen­
sive up-to-date computerized bibliography covering the literature in
English is the one kept by Richard Duke. University of Michigan, on APPLE
II disks. Updated files on gaming in the socialist countries are kept in the
GDR; here the contact person is Hans Gernert of Humboldt University,
Berlin. Some other gaming tiles are mentioned in the references.

Against this background it did not appear sensible to focus our
"handbook" activities on providing some type of bibliography on gaming.
Furthermore, the results of our literature search emphasized the pitfalls
of trying to write any kind of general handbook that hoped to cover broad
areas of gaming. Gaming is very much a "moving target"; it is constantly
developing. so any detailed state-of-the-art survey would rapidly become
obsolete.
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Gaming is also very diverse as regards the professional backgrounds
its developers require. Complex computer games require a knowledge of
computer science, while role-playing games may require a background in
psychiatry or social psychology. Furthermore, the use and development
of gaming for a specific problem requires a thorough understanding of the
problem. Good understanding of the problem coupled with good judge­
ment is, in many instances, more important than knowledge of specific
gaming techniques.

Although these considerations discouraged us from attempting any
kind of generalized handbook, we still saw the need for a specialized
monograph. We felt this monograph should fulfill two aims: it should be
helpful in introducing systems scientists to operational gaming, [Inti it
should give some international perspectives on operational gaming,
thereby utilizing and building on the unique gaming material available
through the IIASA research network.

Looking at the first aim, introducing a systems analyst to gaming, we
can group the analyst's probable questions in the following hierarchy:

Assuming that he is interested in analyzing some specific problem
his first question should be: Is gaming a method that can be helpful in
analyzing problems? To answer this question of "to game or not to game"
a systematic overview of the types of gaming available is first required,
and this can, be found in Parts II and III of the book. The answer to the
question of whether gaming is appropriate or not also very much depends
on the actual problem at hand. In this respect, much can be learnt from
reading case studies on how gaming has been used in a variety of areas
(agriculture, construction, industry, transport, etc.) and for different
purposes (planning, model tests, improving communications, etc.), and
noting how the method varies for ditferent applications. We think that
Part VIII should be particularly useful in this respect, but examples of
interest are also to be found in Parts N. VII, and IX of the book.

Once gaming is decided upon as a method for analyZing a particular
problem. another question arises: Is it more appropriate to use an exist­
ing game or to construct a completely new game? Before constructing a
completely new game, it is often worthwhile to investigate the possibility
of using an existing game. However, an existing game will often require
some modification in order to adapt it to the particular problem at hand.
Furthermore, the most suitable game is often unavailable in the country
of the new user. In such cases, the international transfer of a suitable
game may be contemplated because, worldwide, there exists a large
number of games for different purposes but these games are scattered
over a great many countries. Both the international transfer process and
any special modifications involved, e.g., on moving a game from one com­
puter to another (problems also encountered when transferring games
within countries), are discussed in Part V. It is also hoped that many of
the other chapters, e.g., those in Part IV, will give some ideas on where to
find a suitable game.

In some cases it can be appropriate to use not just one single exist­
ing game, but to use parts from two or more different games. The merg­
ing of games is discussed in Chapters V:b and VI:b.
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It one decides to construct a completely new game it appears that
one of the most crucial decisions to be made concerns the size of the
game. Both the et'lort and the money involved, as well as the number of
times the game can be played, will depend on its size. Part X is devoted
to the tradeoff between the size of the game and its degree of realism.

Once one has decided on the size of the game, one can proceed to
develop it step by step. Part IX of this volume is concerned with the
methodology of developing games in a systematic manner.

In connection with the development of the game, the constructor
may be interested in including various special methods like decision aids,
man-computer dialogues for establishing parameters of payot'l functions,
or robots, Le., artificial players in the form of computer programs. The
first two methods are described in Part XI, and robots are briefiy dis­
cussed in Part X.

When playing operational games the choice of suitable players is
important and this is discussed briefiy in Chapter X:a. Finally, when con­
sidering the coupling between the gaming activity and the total decision
process, Le., the implementation of the results of the gaming activity,
some of the discussions in Part VII may be of interest.

As a monograph with its focus on the international approach, the
book contains material of interest for a wide group in the gaming com­
munity, including experienced gamers. Thanks to IIASA's special position,
this volume contains much material never before published in the English
language. First of all there are overviews of gaming in the socialist coun­
tries, with a special chapter on gaming in the USSR: there is also a review
of gaming in Japan. In addition, there is a unique group of three chapters
on the international transfer of games: one on transfer between capitalist
countries, one on transfer between socialist countries, and one on gaming
transfers between the two systems. There is also a section on East-West
trade games. dealing with US-USSR trade and GDR-UK trade.

Several other chapters provide a basis for international. and in par­
ticular East-West, comparisons of approaches to dit'lerent gaming issues.
Good examples are Part III, dealing with taxonomy and the theory of
operational gaming; Part VII. on the use of gaming for futures research;
and Part IX, on methods of development of operational games. Finally,
Chapter VlII:b provides a comparison of the playing of the same game in
two western countries and two socialist countries.

I will now give a personal. and hence perhaps biased. outline of the
various chapters. pointing out various features that I feel are of particu­
lar interest.

The book starts with a state-of-the-art survey by Shubik (USA). This
chapter relates game theory, experimental gaming, and operational gam­
ing to each other. as well as providing a general background which sets
the tone of the book, stressing. among other things, the importance of
gaming as a complementary method for checking increasingly complex
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computer models, particularly regarding their assumptions about human
behavior.

Section III provides some first steps towards a taxonomy and theory
of gaming. Three typological approaches are presented. which. although
different. are complementary rather than contradictory.

My own chapter can be seen as an extension of some of the ideas in
this introduction: it also relates gaming to game theory and similar con­
cepts. A more fundamental discussion of issues relating to model build­
ing is provided by Niemayer (FRG). Marshev and Popov (USSR) also con­
tribute to the taxonomy of gaming. at the same time suggesting some
principles for a theory of gaming.

Part N provides an overview of gaming in some other countries about
which very little is to be found in the English-language literature. Assa
(Bulgaria), who for several years has been involved in the joint annual
meetings on gaming within the CMEA (Council for Mutual Economic Assis­
tance. also known as Comecon), gives an overview of the gaming activities
in the socialist countries connected with the CMEA meetings, with a spe­
cial emphasis on planning games. The Soviet Union has a long tradition in
civilian operational gaming going back to the 1930s. Marshev gives an
overview of the main schools of gaming in the USSR and also describes
some specific details of a game for the construction of management iDlor­
mation systems in the largest dairy plant in the USSR. Osawa gives an
overview of gaming in Japan, including reports on operational games con­
cerning, for example, the location of nuclear plants.

Part V deals with the international transfer of games. Although it
focuses on international transfers, much of the material. e.g., that on
transferring from one computer to another, also applies to transfers
within a single country. However. it is of course the problems that arise
when moving a game from one country to another that are of the greatest
interest here, particularly whether the transfer processes are substan­
tially different between different economic systems. We were thus for­
tunate in being able to assemble three complementary chapters: one on
transfer between western countries; one on transfer between socialist
countries; and one on the transfer of a western game to a socialist coun­
try.

The first of these, by Hutchings and Robertson (UK), contains much
useful material for the constructor who wants to create a game that will
later be transferable to other computers, other users. and other coun­
tries., In particular. the advice on how to structure the computer program
of the game in suitable modules appears to be of fundamental impor­
tance.

The chapter by Gernert and his colleagues Habedank and Wagner
(GDR) in collaboration with Assa (Bulgaria) deals not only with some
examples of the transfer of games from one socialist country to another
but also with the merger of two games, one on the firm level (from the
GDR) and one on the branch of industry planning level (from Bulgaria), to
form a new more complex game for the study of the interaction between
branch planning and the individual firm.
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The chapter describing the transfer of a game from the United
States to Hungary is written by Mozes (Hungary), Uretsky (USA), and
McWilliams (USA). This chapter not only reports the process of the
transfer, including the critical testing phase, but also examines how the
game was changed for use as a research tool for testing management
reactions to a proposed change in the corporate tax system in Hungary.
It also illustrates the thesis that international transfer of games is funda­
mental to the transfer of gaming methodology. A good starting point for
gaming activity in a specific field in a particular country might be to
import a game. get acquainted with it by playing it, and then modify it to
suit the country's needs. Gradually this process may, as was the case in
Hungary, inspire the creation of new games, which in turn might be
exported to other countries.

On comparing the three chapters in this section, it appears that
many of the transfer problems are the same whether the transfer is made
between western countries or between socialist countries. The changes
that have to be made due to different currencies, tax laws, and other
institutional differences. etc., are of course significant in both cases. A
fundamental difference between transferring games between capitalist
countries and between socialist countries appears to be the fact that the
Widespread use of the same famUy of computers with the same operating
systems in the socialist countries made transfer much easier than in the
western countries where many different computers and even more
operating systems exist. Finally it should be noted that the extra institu­
tional changes required when changing from one type of economic system
to another do not appear to be insurmountable.

Part VI, on East-West international trade games, is a special case of
international gaming transfer. Teams from two countries, with different
social systems. submit parts of a game and jointly they merge these into
II. new game that can then be played in both countries. Besides containing
a review of two gaming projects on a subject of great international
interest, namely East-West trade, this section raises several gaming
methodological issues of importance.

The US-USSR trade game work described by Uretsky combines gam­
ing with case studies of different kinds; in particular. the idea of compo­
site cases should be noted. The use of the diary methodology in a game is
also of interest. The GDR-UK trade game described by Gernert (GDR) and
his British collaborators Copeland and Pope concerns the modification of
an existing game to be used with new game modules from another coun­
try to form a new international game. It also deals with merging the com­
puterized gaming approach underlying some modules with the free-form
approach of other modules.

Part VII deals with the uses of gaming for futures research and
scenario generation. The three chapters contain a common message:
gaming not only has potential for forecasting what the future will be like:
it could also get people involved in discussing what they consider to be a
desirable future.
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Klabbers (The Netherlands) deals with the role of gaming within
futures research and public policy making. He distinguishes between a
macro-cycle of the whole combined analysis and decision process and a
micro-cycle of the pure research process. The focus of discussion is on
how the gaming activity can be best put to use. Klabbers also discusses
which types of gaming are suitable for different levels of policy making
and different phases of the policy-making process.

Wasniowski (Poland) provides two examples of games for futures
research. One is concerned with long-term regional development and the
other deals with the future development of the computer industry.
Scenario projects provide, as pointed out by Becker (The Netherlands), an
important method for futures studies. In his chapter he shows how vari­
ous forms of gaming are suitable for different phases of a scenario pro­
ject.

Part VlII deals with three examples of how gaming can be used in
specific areas of decision making.

Rybalskij (USSR) presents games for the construction industry; these
have been used not only for training within the industry itself, but also for
the development of construction plans, inter a.lia., in connection with the
Olympic Games in Moscow in 19BO.

My own contribution to this section presents a game depicting a deci­
sion situation in Southern Sweden on cost sharing between municipalities
regarding jointly built water facHities. The original purpose of the game
was to test certain game-theoretical methods of cost allocation. The
chapter includes a discussion on the use of gaming for testing theoretical
models. The game has been played with water planners, not only from
Sweden, but also from Bulgaria, Italy, and Poland. One interesting finding
was that water planners from all these countries reached very similar
results, more similar than, for example, the results obtained by planners
and students from the same country.

Somogyi and Kisimre (Yugoslavia) present a game on cattle breeding.
This game is of interest not only for its level of concrete detail, but also
because it illustrates that operational gaming does not necessarily
involve a conflict between participants. Gaming is sometimes a kind of
heuristic programming device to find better solutions. As the authors
point out, there is an element of competition, however, in the fact that
several players using the same game with the same configuration of ini­
tial values can strive to reach better results than the others.

Part IX deals with the development of operational games. Duke (USA)
describes a systematic ten-step methodology for developing a game,
applying it to a specific operational game developed for the Conrail Cor­
poration in the United States. He shows that by involving the top manage­
ment in the systematic build-up of the game qUite unexpected but benefi­
cial results for the corporation were obtained. Yefimov and Komarov
(USSR) describe in detail a method for developing games, with particular
emphasis on the different documents that aid systematic game construc­
tion.
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Part X deals with the question of how large and complex a particular
game should be. As mentioned at the outset, this is one of the most fun­
damental questions to be asked when starting the development of a new
game. My own chapter focuses on the advantages of small operational
games. Willmer (UK) presents a specific method to aid in determining the
appropriate level of complexity of a game and discusses this method in
relation to one of his own games which uses robots to simulate the roles
of certain players.

Part XI introduces some special methods in operational gaming.
Schuenemann (FRG) describes the advantages of incorporating a decision
aid. in the form of a linear programming package. into a game. My
chapter discusses the use of interactive man-computer dialogues for
allowing the players themselves to decide on the parameters of the payoff
functions. This is illustrated by a game dealing with certain impacts of
coal burning, where the player, by using dialogues, can determine the
parameters establishing, for example, the costs of coal mining for dif­
ferent countries.

Finally, in Part XII. I summarize the main topics and issues raised,
relying partly on the discussions during the various IIASA meetings on
gaming, and conclude with an examination of the future prospects for
operational gaming.
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GAlIlNG: A STATlH)F-THE-ART SURVEY

Martin Shubik
YlIle UniveTsity, New Haven, Connecticut (USA)

1. INTRODUcnON

There are many di1!erent aspects of gaming, but in this survey the
stress will be laid on gaming for policy formulation and implementation.

I wish to divide my remarks into:
Comments on the general context of gaming and its relationship
to other subjects.
A note on the history of gaming.
A brief discourse on various types of gaming.
A review of the uses of gaming.
A comment on the prospects of gaming in civilian bureaucra­
cies.

2. THE GENERAL eONTEn' OF GAllING

It is important tlrst to provide a contextual reference. This is partic­
ularly relevant because one of the most dangerous gaps that exist
between the practitioners and the developers of methodology and theory,
in operations research in particular and the behavioral sciences in gen­
eral, is that in the development of theory many of the simplifying assump­
tions are implicit, not explicit. The great difficulty in discourse between
those with a research paradigm and those with a problem is caused fre­
quently by the fact that some implicit assumptions made by the research
worker happen not to be the implicit assumptions made by the person
with the problem.

I want to contrast briefly three di1!erent topics which are highly
interrelated but very different. They are: gaming, simulation, and game
theory. All of these topics have undergone major development over the
past three decades and they are frequently confused.
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Gaming, I believe, has its closest connections to the behavioral sci­
ences. In contrasting it with the others I stress that gaming is people
oriented. The individual plays a central role in gaming of virtually any
variety. There are two features upon which gaming lays stress. One is
sensitivity analysis and the other is model critique. The good gamer is
always conscious of the frailties of the model and the model is up for
inspection virtually all of the time.

Sim:u.l.ation, especially as it is done today. tends to be more com­
puter oriented than people oriented. The size, complexity. and sophisti­
cation of simulations have grown, but just because a program is large and
complex really gives us no clue as to whether it is good or bad. The good
or bad features have to be determined through an ad hoc examination of
the particular simulation in question.

The role of simulation has undoubtedly become more intertwined
with econometric methods and with general planning methods. If the
word simulation had been mentioned to an econometrician 20 years ago it
would have been like mentioning the Anti-Christ to one of the faithful.
Now, however, styles have changed and econometricians are working
hand-in-glove with the simulators. The general idea of the computer as a
device for manipulating very large planning models has been accepted in
areas where 20 years ago it would not even have been considered.

This is not an unmixed blessing. One of the problems with the growth
of computer size and the sophistication of computer technology has been
that it is now possible to manipulate easily models in which such a low
amount of critical evaluation has been invested that it is dubious whether
it was worth building the model in the flrst place. One of the advantages
of the bad old early days of computers was that it was so hard to use a
computer that, if you did not specify your problem carefully, you could
not get it on the computer. Nowadays computer systems are sufficiently
sophisticated that it is much easier to run programs with logical flaws.
The system might even patch up your program. But unfortunately.
although a computer may be able to patch up your program from the
point of view of faulty programming, the feature that may be wrong with
large-scale models is not the programming logic, but the in1erence that
went into the selection of certain aspects of the model building. As the
computer is, as yet, unable to walk around and look at the world, it is not
able to correct modeling errors. Simulation, although not a prime sub­
Ject, is thus of importance to the extent that gaming can be seen as a
debugging device for large-scale simulations.

The third topic is game theory, which is oriented towards mathemati­
cal methods in the study of decision systems and is clearly related to a
stUdy of con1lict and cooperation. The people who develop the mathemat­
ics of game theory are in general very different from those who work in
experimental gaming and the people who do experimental gaming are to
a great extent quite dillerent from those who utilize operational gaming.
In developing useful applications we have a problem in the difference
between the culture or the sociology of the individuals involved in
different scientitlc etrorts. The social psychologists frequently have
dt.mculty talking with the game theorists and the experimental psycholo­
gists have a great deal of difficulty talking with people whose bent is more
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managerial. At most business schools in the United States. for example,
there are psychologists whose main concern is with managerial psychol­
ogy and they have considerable difflculties in talking with those who are
more interested in experimen~alpsychology or operations research.

3. TlJl: mSTORY OF GAllING

I would like to proceed with a brief comment on the history of gam­
ing. The largest and oldest use of operational gaming has undoubtedly
been within the military. The modern origin of operational gaming is usu­
ally attributed to the Prussian war stat!. However, already in the writings
of Sun Tsu, the great Chinese general of the 5th century B.C., one can find
both the concepts of operational gaming and some elements of the theory
of games. at least in its two-person zero-sum form. This work had to wait
for about 25 hundred years before anybody did anything about its game­
theory aspects and about 23 hundred years before anybody really took up
the gaming aspects of this work.

I note the military background of operational gaming because it is
important that we ask ourselves it, for peaceful purposes, we can learn
from techniques which have been successfully applied to war. Why should
or should not some aspects of operational gaming be transferable to non­
military problems? Is there something peculiar about the nature of war
that rules out the possibility of using these techniques for peaceful plan­
ning? I believe that this is not the case, but it is something that has to be
investigated more closely.

4. TYPES Of' GAllING

I am well aware of the dangers in trying to present a taxonomy on
the uses of gaming, but it utilized with skepticism taxonomies are fre­
quently useful. An immediate use involves comparing one expert's taxon­
omy with someone else's to examine differences in world view.

The forms of gaming are quite different in their uses. The two con­
trasting forms that we frequently encounter are rigid-rule gaming and
free-form gllIIliDg.

Rigid.-ruJ.s gClming comes in at least two packages, noncomputerized
and man-machine gaming. There has been a considerable swing, in par­
ticular in the United States, towards the machine. ]n many instances
man is being pushed further and further away as an inconvenient append­
age to processes that can be simulated more expeditiously with a digital
computer. ] tend not to support this trend, especially in applications to
management problems. As regards human af'lairs. ] believe that large­
scale digital computers are excellent for reducing enormous quantities of
accounting data, but when you start to generate large numbers of
behavioral equations for models, ] feel much more comfortable to know
that every now and then some human being with experience is required to
examine and to challenge these behavioral equations. Once you have a
model with many behavioral equations and charts and flow diagrams, it is
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nice to have some form of device which can ask a few relevant questions
before somebody looks at his watch and says, "We don't have enough time
to consider that: we have thirty more charts to get through in the next
ten minutes".

In order to be able to challenge these behavioral equations they
have to be seen. The more that is hidden in bigger and fancier black
boxes the less is seen and the more one promotes a division between the
users--receiving the oracular pronouncements from the black box--and
the priests of the model, Le., those who feed the black box.

Certain types of gaming may have rigid rules although they are non­
computerized, such as, for example, simple production inventory
scheduling games. For example, it is possible to train lower management
stafi' in production inventory scheduling games using nothing more than a
large board on which there are colored pieces of wood of various lengths
representing the length of time to do a job, with different colors indicat­
Ing the priority of each job. Every aspect of this model is immediately
visible. A foreman can look at the configuration of the board and say
"This certainly doesn't look like my shop. You must be out of your mind if
you think that that's what the machine configuration looks like in our
industry," Because of "game transparency", a perfectly ordinary experi­
enced foreman could say whether this game was of some use or not.
Although the rules are rigid, they are understood by both the user and
the constructor.

In rigid-rule gaming one must contrast noncomputerized games
which, in general, can be presented so that the rules can be understood
fairly quickly and man-machine games, where the mere fact that an indi­
vidual sits down in front of a computer console means that somebody has
to accept the validity of whatever is in the blaak box.

The other type of gaming is free-form. gam'i:ng, where the individuals
constructing the game and the individuals playing the game accept as a
fact of lite that neither the constructors nor the players know all of the
rules in advance.

The general philosophy of free-form gaming is the very reverse of the
philosophy of rigid-rule gaming. The rules are meant to have some vali­
dity in rigid-rule gaming. In free-form gaming the understanding, either
implicitly or explicitly, is that the game is not completely known and that
the playing of the game will in itself serve as a device for generating a
better understanding of the rules. Immediately one should be able to see
that the emphasis on the participation and quality of the individuals must
be much higher when using free-form gaming. The value of a' free-form
game may be highly related to the expertise and sophistication of both
the players and the referees.

One type of serious free-form game may call for a fully organized
three-team structure for a two-team game or a two-team structure for a
one-team. game. In general, most games that are useful for planning pur­
poses involve either one team against an environment or two teams in a
situation of contlict. Military gaming is very heavily a two-team game; one
usually postulates an opponent. In business gaming, in general, the com­
petitive environment consists of oneself and an aggregate of the others.
The others may in some business games actually be two. three, four or
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more separate teams but frequently the others are lumped together as a
reactive environment. In general there are one or two teams of critical
interest. There may be an extra team which consists of expert referees.
In a free-form game it well may be that the most critical team is the
referees. The sociologist Herbert Goldhammer was one of the early insti­
gators of the three-team game. He worked in the context of the political
military exercise, but the validity of this type of game goes well beyond
the military. The idea is that when you have individuals who themselves
are experts studying an area, and where the rules are really not known,
an emcient way to organize is to have three teams: the referees and the
two opposing teams. After the teams have made a move, the referees
take a look at the move. The referees, being a team of experts them­
selves, could say "That's not really a plausible move", Then the game
comes to a halt and the two teams plus the referees discuss whether the
rules should permit such a move.

The purpose of such an exercise is to explore the feasibility and the
plausibility of the model. To a great extent, good long-term planning is
closely related to such a process. It is not too difficult these days to
employ people to run regression analyses, to build simple simulations, to
make quick statistical checks, etc. The real trick is to have some faith in
the model being built; that is to have some faith in the essential assump­
tions behind the model. The development of free-form gaming came
about as an explicit recognition of the fact that frequently the problem is
not how the game is played or how the model is manipulated, but rather
the validity of the assumptions that went into the model in the first place.
The question runs: Is there a methodology which helps investigate the
validity of the model? One might say this is the method of sensitivity
analysis. It is in fact far more. It is not just a way to check parameter
values. It is an approach to the question as to whether you have the right
structure for the model.

5. USES OF GAllING

I will suggest five major crude subdivisions of gami..ng as regards its
uses. There could be more, but further refinement does not seem
worthwhile. The subdivisions that I would like to suggest are: (1) train­
ing, (2) teaching, (3) operational gaming, (4) experimentation, and (5)
futures studies, Le., structural brain storming.

~srtUioru1L ga.ming can. in turn, be split into: (a) policy formula­
tion, (b) dress rehearsals, Le., actual testing of plans, and (c) gaming for
sensitivity analysis and commentary on plans.

Ezperimenta.tian can be divided into two rather different, although
allied topics, namely theory validation and theory generation. Frequently
in the running of a good experiment one finds things that one was not
looking for. A reason for running a formal experiment is often not to test
the value of some parameter or a particular hypothesis, but to find out
what happens to the system when you do not have too many intervening
variables interacting at the same time. That is a far cry from the classi­
cal sort of experiment that used to be the great love of the experimental
psychologists 20 years ago,
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I shall first contrast training and teaching.
Frequently when one is training, one is not particularly interested in

going into conceptual details with the individuals one is training. For
example. in the inventory scheduling game mentioned we were not trying
to convert lower management staff into heuristic programmers. We only
wanted to illustrate some of the aspects of the scheduling problem.

The uses of gaming in training are large. At this moment, there is a
large and specialized body of application not only in the West but also in
the East. The use of simple games for production or inventory control is
fairly well developed. This use is sufficiently specialized and sufficiently
well under control that it is not of prime concern to us here.

In teaching. as compared to training, one wishes to get across con­
cepts and abstract ideas.

At the university level and at some of our business institutes the uses
of gamin8 have been linked to the teaching of production, control. and
accounting. Although one does not use large-scale business games
merely to teach accounting forms. one of the great uses of large-scale
business games has been to call attention to accounting concepts. It is
quite easy to teach people how to fill in forms, how to run production
schedules, and how to manage the substance of a bureaucracy. It is
another thing to get them to raise pertinent questions as to why a pro­
cedure is being followed.

The use of large-scale managerial business games is of concern in
this context. In the last 20 years there has been an enormous growth in
the use of these games. There is virtually no major business school that
does not have some use for a business game.

In the United States, in some of the larger corporations the use of
business gaming at the upper managerial levels has peaked and dropped.
In IBM more upper management games were played 10 years ago than
today. I can speak from experience as a builder of one of the major IBM
games, the Financial Allocation and Management Game, built for upper­
middle management training within IBM. Several years after its introduc­
tion it was decided to use that game for a Lower level of management.
The important question was: Do management games capture enough of
the real problems of upper management? There was a clear consensus
that the formal management games did capture enough for middle
management training but there was not a consensus that they caught
enough for upper management training.

This type of question has also come up in military college training.
The observation has been that games at middle management level
undoubtedly have a valuable role, but as to the value of games at upoer
management levels there is more doubt.

This distinction is closely lied in with the contrast between free-form
and rigid-rule gaming. The games that have been successfully used at
business schools have mostly been rigid-rule games, essentially large­
scale computerized games which spew out large amounts of data and
which represent a fair amount of the bureaucratic work of the middle
managerial levels. but do not represent, or do not catch the flavor of the
vaguer and less structured sort of conceptualizing work of the upper level
of management.
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More recently the type of gaming represented by the large-scale
management game has spread. There has been a development of urban
gaming and of societal-problem gaming. One of the fundamental concep­
tual difficulties of gaming techniques in this area has been precisely the
problem mentioned above regarding middle and upper management in
managerial gaming. When you try to construct games to handle societal
problems, for example slum clearance, the problem is not in the playing
of the game, but in the model itsel!. Are we capable of conceptualizing
adequately at that level to make it worthwhile building rigid-rule games
for such problems? I have some serious reservations. Here is the ques­
tion of free-form versus rigid-rule gaming once again.

I have a brief comment on resea.rch gaming. This is a growing and
important field. The people involved frequently have very little to do with
the people working on operational gaming for managerial uses. In the
last 20 years there has been an enormous upswing in the performance of
simple experiments in social psychology and experimental psychology.
There is now a small discipline entitled "experimental economics". There
have been several conferences devoted specifically to work in experimen­
tal economics, where, for example, experimentation on different price
formation mechanisms has taken place. We now have some tentative
results in this particular area. Frequently, when we make assumptions
about cooperative or competitive behavior, these are assumptions based
on casual empiricism. Research gamers are trying to find out if we can
get some sort of validation concerning such behavior.

In this context I mention a couple of subjects which concern the
interface between operational and experimental gaming. One is panic
behavior, related to the general question of stability in social systems. An
operational problem that many of us face is the question of how to control
hijacking. What is the nature of the steps one can take in the case of air­
craft hijacking? Many of our assumptions that go into trying to answer
this question at an operational level involve the motivation of those who
try to take over the planes and the nature of crowd behavior when a plane
is taken over. These odd-ball subjects that we refer to every now and
then, and which have considerable operational implications, we know very
little about. The experimental garners, working in highly artificial situa­
tions, are at least beginning to ask questions such as: Can you cause a
panic in a simple market game? The answer to that question is Yes! In
running an experimental business game with a stock market attached to
it, we were able to cause a rather spectacular panic. in the middle of the
game, which I had not foreseen. This brings back the difference between
experimental gaming from the point of view of theory gm,eration and
experimental gaming from the point of view of theory validation. Some­
times when you run an experimental game you find that you can cause
behavior that you did not even think was part of the game you were run-
ning.
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8. GAllING AND BURKAUCRACU:)

The last subject I want to touch on briefly concerns the prospects for
gaming in civilian bureaucracies. be they government agencies. private
corporations, or some other type of organization. The question that I
want to raise is: What does the upper bureaucracy learn from gaming
exercises when, for example. trying to estimate what will happen in the
future and when trying to convey it to someone?

In this connection I would like to make a semantic note. In academic
circles one talks about members of upper bureaucracies as "decision
makers". I suggest instead we use the phrase "responsibility taker". I am
not quite sure what a decision maker is. but I am rather more sure what a
responsibility taker is. It is someone who finds that, when something goes
wrong in a part of the bureaucracy. he is meant to be responsible for the
fact that something went wrong. This is much more congenial to my view
of the way institutions work than to attach this vague word "decision
maker" to him.

I raise this point because a responsibility taker finds that the only
real asset he has is time. He tries to allocate this time as parsimoniously
as possible. When for example an operations researcher comes to this
responsibility taker with a 35-page questionnaire. he will frequently not
tlll it in, or if he tills it in. he may fill it in casually.

The questions we have to ask against this background are as follows:
How does this study get used? Do responsibility takers like people in
their organizations to play games? And if they do, how do they use the
output of these games? What are the motivations for having people play
games and for using the results of the games? Do games have a value to
responsibility takers or are games primarily self-training devices for
analysts?

If you are going to keep a stable of analysts and experts in a major
bureaucracy they have to at least educate themselves. A perfectly legiti­
mate use of gaming might be to keep these individuals self-trained. The
games may be conceptual devices for the analysts. It is not necessary
that they be regarded as useless if that is all they do. It is also not neces­
sary that the criterion of usefulness be that you get three corporate
presidents to participate in the game you design. It may well be that
there is a usefulness to a game in a bureaucracy even if it never gets to
the explicit level of top management.

Finally it should be stressed that gaming as an on-going part of a
decision process in a large organization is intimately related to the neural
network of that organization and to having the planners, the gamers. and
the managers communicate in a natural and high-trust mode. Possibly
one of the reasons why gaming has been so effective in some military
establishments has been historical-the level of trust between the
dl.fl'erent individuals existed and was long-term in nature. It is important
to consider how such levels of trust and communication can be esta­
blished in the civilian field.
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1. INTRODUCTION

This book deals mainly with operational gaming. Before we proceed
to discuss various aspects of operational gaming, we shall try to define
more clearly this and some of the related concepts.

The need to establish definitions arises because there appears to be
great confusion regarding the concept of gaming. Interpretations of this
term in the literature differ greatly. Furthermore, different types of
gaming, such as operational gaming, research gaming, etc., have different
interpretations. There also appears to be confusion about the difference
between gaming and game theory.

It thus appears essential to discuss definitions at an early stage in
the book in order to help clarify various points in later chapters. It
should be stressed that the attempts at definitions presented here are
my own and that there is not necessarily any wider agreement on them.
It is. however, my hope that they will stimulate a more general debate on
these issues, which may in the future lead to wider agreement on how
best to define these terms.

Before proceeding to the definitions themselves, we should say some­
thlng about the principles of definitions. First we will follow the principle
that the definition should as far as possible correspond with what appears
to be the common usage of the term. This principle works in two direc­
tions. For example, we have to define "gaming" so that it is not too wide,
1.e., including many activities that no one would regard as gam1ng. On the
other hand the definition must not be so narrow that it excludes activities
that most regard to be gaming. Furthermore, the definition should be
precise, reasonably short. and consistent with other definitions in our
typology.

Of the two words "operational" and "gaming", it appears that the
word "gaming" provides the greatest difficulty due to widespread
dlngreement and confusion, whilst at the same time being the more fun­
damental concept. Therefore we start with the definition of the word
"gaming" and then towards the end of the chapter discuss the term
"operational" more thoroughly. Here we will merely repeat that
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operational gaming focuses on decision making. planning. and implemen­
tation.

We begin by relating the word "gaming" to the more generally used
word "game". defining gaming, in the first step, as "the playing of games".
The words "playing" and "game" are next defined with reference to opera­
tional gaming and we examine how these terms are used in other
scientific areas. such as "game theory". As our next step, we define a
"game" as an "institutional model of a game situation".

The necessary further definitions of the concepts "institutional
model" and "game situation" are developed in Sections 2 and 3 below. In
Section 4, we discuss to what extent our definition of gaming, which
focuses on game situations with more than one independent decision
maker and excludes "games against nature", deviates from others' usage
of the term.

To complete the definition of gaming as the "playing of games", we
next detl.ne the term "playing", in Section 5. HaVing then completed our
detlnition of "gaming." we move in Section 6 to draw a clear dividing line
between "gaming" on the one hand and "game theory" on the other.

We then proceed, in Section 7, to define various types of gaming
according to their purpose, focusing on those characteristics that distin­
guish operational gaming from other types of gaming.

Finally, in Section 8. we draw a distinction between "rigid-rule" gam­
ing and "free-form" gaming as these concepts occur elsewhere in this
book.

2. DKFINmON OF THE "INSTITUTIONAL MODEL" CONGEPI'

Without going too deeply into the theory of science we shall, for our
present needs, define "model" as a "simplified representation" ,I Hence a
game is a simplified representation of a game situation. As examples, one
can view the games "chess" and ''Monopoly'' as very crude representations
of two "game situations": a battle in Persia in the first millenium BC and
real-estate dealings in Atlantic City in the 1930s, respectively.

It should be stressed that a game is not a complete model of a "game
situation". If we consider a model as a set of assumptions. we can divide a
model of any system involving humans into two types of assumptions:
institutional and behavioral.2

Institutional assumptions concern the physical properties of the
game situation, for example. how many players there are, how and when
action may be taken, what physical payoffs are paid out, what information
is available, what time span is involved, etc. In an experimental replica­
tion of the situation the experimenter has control over the factors
covered by these institutional assumptions.

The behavioral assumptions concern the properties of the players,
their thought processes and patterns of behavior. In an experimental
replication of the situation these assumptions cannot be controlled by the
experimenter.
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Here we shall use the term "complete model" for a model that con­
tains both institutional and behavioral assumptions about a game situa­
tion. A complete model can therefore describe how the game is played,
Le., assign a solution to the game situation. An "institutional model" of a
game contains only institutional assumptions; since the behavioral
assumptions are missing. no solution can be assigned to the game situa­
tion.

Using these definitions we can regard a game as an "institutional
model" of a game situation. In gaming the game constructor provides. at
most, this institutional set-up, mainly in the form of rules, scenarios, and
possible paraphernalia, such as a board, cards, etc.3 The behavioral
assumptions are not specified because the players are allowed to play in
whatever way they choose.

This definition of a "game" as an "institutional model" of a game
situation will later help us in two ways: to make a clearer distinction
between gaming and game theory (Section 6) and to divide gaming into
two main groups as regards rules (Section B).

3. DEFINITION OF THE "GAIlE SITUATION" CONCEPI'

Before deciding on our own definition of a "game situation" we must
recognize that the word "game" is used in the literature (for example on
game theory") in connection with two types of decision situations, namely
those of "strategic games" and those of "games against nature",

By "strategic game situation" we refer to a situation with the follow­
ing characteristics. There are several decision makers and the decisions
made by each will noticeably influence the payoff of some of the others.
Hence there is a strategic interdependence between at least two decision
makers, in the sense that neither can make an optimal decision Without
first considering what decision the other player is likely to make.

Strategic games can, in turn. be divided into two subgroups: games
of con1llct and games of coordination. In a game of conflict, the payo!! of
one party will. at least as regards some change in decisions, go down
when another party's payoff goes up, In a game of coord.ination. every
change in decisions which gives a higher payoff to one party will also lead
to higher payofl's for the other parties.5

In "games against nature" there is no strategic interdependence
between the decision makers. Even though there can easily be more than
one decision maker in such a situation, no decision maker will, when con­
sidering his decisions, take into account how those decisions will affect
the other decision makers. He will regard the decisions of the others as
exogenous variables. An example of this is the "pure competition" case
for agricultural production. A farmer can choose to regard total supply
on the world market as completely determined by "nature", without hav­
ing to distinguish whether any increase in supply and the ensuing fall in
price is due to weather conditions or to the decision by many farmers to
plant more.
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We will restrict ourselves here to strategic games only, and will
therefore exclude "games against nature" and other similar games where
there is no strategic interdependence between the decision makers.

Within the category "strategic games" it should be stressed that we
are just as interested in games of coordination as in games of conflict.
Games of coordination are probably in reality more common than can be
i.n1erred from the scant treatment they receive in the literature in
English, and hence they merit further study.

4. EXCLUDING "GAMES AGAINST NATURE"

The main reason for excluding "games against nature" and similar
one-person game situations, is that if we included such situations in our
definition of gaming for operational purposes this definition would
become far too wide. To further clarify this point we can distinguish the
folloWing three types of such game situations, each involving, in principle,
only one decision maker.S

1. Situations in which there is stocha.stic variability of the system.
This category covers many common entertainment games.
including such "games of chance" as roulette. In the field of
research we have different types of stochastic simulation
models, concerning, for example. production or inventory pol­
icy. While most of these simulations were previously noninterac­
tive, with the simulator supplying all the decisions at once at
the beginning of the procedure, they are now increasingly
becoming interactive in character. The simulator, working via a
terminal, can revise or change the decisions after receiving
some preliminary results.

2. Situations where a decision maker has several obiecti:ues. In this
type of situation the decision maker cannot. a priori.. state his
preferred tradeoff between these different objectives. Nature
is, in most cases, deterministic. but could also be stochastic. A
large number of man-computer interactive methods has
emerged for eliciting the implicit multiobjective tradeoff from
the decision maker and thus establishing an optimal solution.

3. Situations that have a complicated structure. but where the
decision maker has a one-dimensional objective, in principle
allowing for optimization. The structure of some problems is so
complex that no straightforward optimization method, using a
reasonably small amount of computer time, can be applied. For
solving such problems in a satisfactory manner one often
resorts to heuristic programming, relying on "rules of thumb",
often generated by human intuition. Many of these heuristic
programs are interactive, allowing the "heuristic optimizer" to
modify his rules after receiving feedback about how the objec­
tive function bas changed as a result of earlier decisions.

One can find examples of all three types in which the model of the
situation is called a game. This is especially the case with parlor games,
but is also true of some educational games.? Some of these games can
also have an operational purpose.8
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It appears unreasonable to include in the gaming concept all situa­
tions in each ot the three categories above. For example, taking type 1
situations, gaming would then include all interactive stochastic simula­
tions. Within type 2 situations, gaming would then include all interactive
multiobjective methods, and type 3 situations would extend gaming to
include all interactive heuristic programming.

The problem is on the other hand that our definition above, which
excludes "games against nature" in this wider sense, will be somewhat too
narrow with regard to normal usage, since we have noted that some peo­
ple regard certain simulations ot situations ot these types as gaming. The
question is then whether it is possible to subdiVide these three categories
so that just these specific cases could be included in the overall definition
ot gaming.

Unfortunately, this appears to be impossible. It is very difficult to
see why certain cases have been reterred to as gaming and other very
similar cases have been called stochastic simulation, interactive simula­
tion, interactive heuristic programming, etc. The use ot the word gaming
is perhaps somewhat more trequent when the simulation actiVity has had
IlIl entertainment or educational purpose and where gaming-type para­
phernalia such as boards, etc., is used, but there are also procedures
called gaming where these tactors are not present. We could perhaps
change our definition ot gaming to include some, but not all one-person
simulations that are reterred to as gaming, but our definition would then
become more complicated and less precise, and would be less in line with
our general typology. This does not seem to be a reasonable sacrifice.

Our definition ot gaming will thus ineVitably be at odds with how some
other people use the term. However, since we regard our definition as
preliminary and as a basis tor discussion, we do not intend to be dog­
matic! This book includes reports on many gaming actiVities that tall
within the terms ot our definition, but also presents accounts ot cases
where the term gaming is used in a different way (see tor example
Chapter YUI:c).

5. DEYlNmON 0)1' THE "PLAYING" CONCEPI'

Having defined a "game" as a certain type ot "model", it is appropri­
ate to regard the playing ot a game as a kind ot "human manipulation" ot
this model. However, we do not imply just any kind ot manipulation but
rather have 1n mind the tollowing characteristics:

1. Each role (ot importance) in the model is manipulated by a par­
ticular player.

2. The manipulation carried out by each player is not necessarily
aimed at finding an optimal solution.

3. The manipulation carried out by each player is interactive. By
"interactive" we mean that several decisions are made by the
same decision maker and that at least some decisions are made
a./trrr teedback has been received about the effects ot other
decisions.
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We can, in line with a definition accepted by other authors, refer to
the manipulation of a model of a social system (not aiming at optimiza­
tion) as simulation. Since in gaming the model of the game situation does
not contain any behavioral assumptions and the players are free to
behave as they please, playing obviously involves simulation, and not
optimization. It is, however, a special kind of simulation, unlike ordinary
simulation in which all manipulation is performed by the one person run­
ning the simulation. This is because in a model of a strategic game situa­
tion several decision makers are involved and the role of each (impor­
tant) decision maker is played by a separate player. Hence, we exclude
from our definition of gaming those game simulations where one person
plays the role of every decision maker by, for example, supplying
behavioral equations.

Finally, as noted above, we wish to include the interactive element in
the definition of gaming. Without this addition the definition of gaming
would be too wide, since it would then cover many activities where deci­
sions are made at only one single point in time. Furthermore, it appears
that most games regard the interactive process as the key element in
gaming. The only possible narrowing effect of including the word
"interactive" in our definition is that some very simple experimental
games (for example, Prisoners' Dilemma games)9 with only one round of
play have to be excluded, but we believe that this omission is reasonable.

Summing up, we have therefore defined gaming as "an interactive
simulation, involving more than one player, of a strategic game situation".
The discussion thus far is illustrated in Figure 1, which shows the relation­
ship between the various situations. The relationship between gaming
and game theory shown in the figure will be discussed more thoroughly in
the next section.

8. RELATIONSIllP BEl'WEEN GAllING AND GAllE THEORY

As mentioned in the introduction there is otten confusion regarding
the ditlerence between gaming and game theory. We will now discuss this
problem further.

Game theory. in contrast to gaming, provides a complete model of a
game situation. While in gaming the game constructor supplies (at most)
only the institutional model of the game situation, the game theoretician
will also supply the behavioral assumptions. The counterparts of these
assumptions in gaming are supplied, consciously or unconsciously. during
the play by the participants in the game.

Game theory, however, does not provide the only type of complete
model of game situations. Game theory is characterized by the fact that
the behavioral assumptions are of a special type: namely, they are
assumptions of rational behavior and expectations. More specifically, the
follOWing assumptions (see Stahl, 1972) can be identified:

1. Rational behavior, implying attempts at maximizing one's payoff
(utility) and unlimited computational ability;
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Figure 1. Relationship between different types of game situations and
models.

2. Correct expectations of the behavior of the other parties;
3. Correct expectations concerning the expectations of the other

parties.

While assumptions 1 and 2 are fundamental for all equilibrium-point
concepts. all three assumptions are implicit in so called "perfect" equili­
brium points (Selten, 1974). It is important that we should also allow for
other complete models of game situations where the behavioral assump­
tions do not require "100%" rationality. As mentioned above, we can refer
to complete models of social systems (Le., those including the behavioral
assumptions defining the manipulation of the model) that are not of the
optimizing type as simulations. By analogy, we can call complete models
of games "game simulations".

In cases where ane person, such as the model constructor, is the sole
manipulator of the model. Le., the sole supplier of the behavioral assump­
tions. we have a "game simulation with one person". One problem with
such a model lies in the determination of the behavioral assumptions.
Unlike in game theory, assumptions of nonrational behavior cannot be
determined on purely deductive grounds: empirical study is required.
Here gaming can playa constructive role in supplying the behavioral
assumptions and can complement game theory by providing steps
towards a more general "theory of game playing", including, in addition to
game theory (relying on full rationality), a theory of game playing with
restricted rationality.
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Other ways in which gaming can complement game theory include
providing an "acid test" of game-theoretical models. This will be dis­
cussed in Chapter VlII:b.

Before leaving the relationship between gaming and game theory we
shall briefiy examine the two main forms of presenting game theory: the
extensive form and the normal form. In the extensive form the game is
described as a tree where every possible choice is represented by a
branch. All choices which are made at a certain point of time, with given
information, are represented by branches from the same node.

In the normal form the game is "collapsed". Each decision maker
will at the start of the game choose one strategy, where a strategy is
defined as a total plan of how to behave in every conceivable situation. In
the normal form every decision maker thus makes only one real decision
and hence there is no interaction. It should be stressed that it is only due
to the assumptions of rationality mentioned above that in game theory
one can, for most analyses. regard a game in the normal form as
equivalent to the same one in the extensive form. even for games involv­
ing many decisions by each player.

As soon as one turns to a theory of "nonrational playing", the normal
form will, in most cases. no longer be of interest. since there is no intrin­
sic reason why the parties should commit themselves to such strategies.
if they are not following game theory's rationality assumptions. The
analysis in the extensive form will still be of interest, since it relies only
on the institutional assumptions. Hence, there is a connection between
gaming and game theory in the extensive form. The normal form, which
does not allow any interaction. is only of interest from a simulation
viewpoint for the case of very simple noninteractive games such as the
"Prisoners' Dilemma" games mentioned above.

7. TYPOLOGY OF GMlES AND DEnNITION OF "OPERATIONAL"

We will now offer a definition of the word "operational". It seems
appropriate to start by defining various types of gaming in a sort of typol­
ogy based on the purpose of the game. and in particular, on the planned
usage of the results of game piaying. This typology focuses on what 1cind
of benefits can be obtained. what time scale the benefits relate to, and
'Who obtains the benefit.

We shall deal with five types of games:
1. Entertainment games;
2. Educational games;
3. Experimental games;
4. Research iames;
5. Operational games.

The five types are presented in Figure 2, which also gives our view of
the connections between the dUJerent types of game.
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1. E'ntsrta'in.ment Games are games in which all positive results
derived from the game are obtained during the playing of the game.
After the game is finished there is no remaining value, either to the
players or to others (except that some players might have gained or lost
some money).

2. Educational Games are games in which all the direct benefits are
obtained by the people playing the game, but these benefits to the player
are of a long-term and more general character. Any benefits to outsiders
are due to the long-term effects of the players being able to carry out
certain tasks more efficiently than would otherwise have been the case.

3. E:r:perimental Games are games aimed at testing theories or
other general hypotheses, without a specific empirical content, without a
specific situational context. and without having any specific type of appli­
cation in mind. The main planned benefits of the game lie in a report to
outsiders on the results of the game playing.

4. Research Games are games with the purpose of obtaining empiri­
cal material (e.g., in the form of forecasts) concerning a fairly broad sub­
ject area and where the application of this material for decisions is not
immediately apparent. The main planned benefits lie in the reporting of
the results to an outside audience.

5. Qpsratianal Games are games with the purpose of aiding decision
making, planning, and policy implementation in specific situations. The
main benefits are fairly immediate. No reporting to outsiders is reqUired.

One can, as shown in Figure 2, distinguish between different opera­
tional games on the basis of the specific purpose of the game or the
specific way in which its benefits can be obtained. In Figure 2 nine such
purposes are listed:

1. Demonstrating principles.
2. Generating ideas,
3. Changing attitudes,
4. Testing models,
5. Forecasting.
6. Answering "what if" questions,
7. Providing dress rehearsal,
8. Establishing communication.
9. Testing personnel during recruitment.

As shown in Figure 2, several of these purposes have very similar
counterparts in other kinds of game, for example, educational games.
The difference lies, as stated above, in the planned ultimate usage of the
results of the gaming activity. Self-evidently there are no really clear-cut
borderlines between the five types of games in Figure 2. The differences
between these types of games are in many cases ditJerences of degree.
'Ibis is particularly true as regards the difference between operational
games and educational games. Many games lie in between these
categories and often the same game is used for both purposes. Certain
educational games. focused on the teaching cf specific tasks. can for
example be very close to operational games for demonstrating specific
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issues to management or for dress rehearsals. The main difference is
that the new knowledge obtained, for example by a manager, is more
immediately put to use in the case of the operational game than in the
case of the educational game.

There are also great similarities between certain research games
and operational games. The main differences are usually that the
research games deal with a more general subject area and are not deci­
sion focused. while the operational games deal with a specific problem
and are decision focused. Once again. many games lie between the two
categories.

Noting these parallels, it seems appropriate to define a new category
of operational research ga.mes lying between these two types of games. An
operational research game, like an operational game, has the ultimate
purpose of being an aid for decisions, planning, and policy implementa­
tion, but unlike the operational game it is not focused on one single deci­
sion situation but rather on several situations involving a specific type of
problem. The operational research game is thereby directed more
towards the development of methods than the pure operational game.
Another difference vis-a-vis the pure operational game is that the planned
value of the game lies in communicating the results to future decision
makers, while in the (pure) operational game no such communication is
necessary.

On the other hand, the main difference between a research game and
an operational research game concerns how far away one is from applying
the knowledge acquired. The operational research game should deal with
data from a real decision situation and the players in the game should at
least be "real decision maker similar",lO Le., persons familiar with the
type of decision involved. although not necessarily the actual decision
makers themselves.

An operational research game, like an ordinary research game, is
more limited in scope than a (pure) operational game. Looking at the nine
specific purposes of an operational game identified above, the operational
research game would mainly deal with points 4-6: testing of models, fore­
casting, and answering "what if" questions. To some extent, point 2. gen­
erating new ideas. might also be involved: as in many experimental
games, the new insights generated when seeing the game played in an
unexpected way might be the most valuable outcome. The other pur­
poses listed do not have direct counterparts in operational research
games, nor in ordinary research games.

In this context, experimental games should also be discussed due to
their similarity to research games. While the experimental testing
method can also be used in research and operational games, the term
"experimental games" is reserved here for games with a basic research
purpose. by analogy with the term "experimental economics". Since
experimental games are also connected with research. the games
referred to here as "research games" should perhaps more rigorously be
called "nonexperimental research games" or "other research games".
However, for the sake of simplicity, we will retain the shorter term
"research games".
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To illustrate the ditIerences between experimental, research, opera­
tional research, and operational games, we present in Table 1 the main
ditIerences between four games that could possibly be applied to the
water cost-allocation problem described in Chapter VIII:b.

Table 1. DitIerences between four types of gamem
.

Dimension Type of game
Experimental Research Operational

research
Operational

1. SUbject

2. Purpose

3. Players

4. Data

5. Setting

Six-person
core game

Testinl cost­
allocation
methods

Undergradu­
ate students

Artificial
ftgurell.
round
numbers,
symmetry

No adminis­
trative set­
ting

Cost alloca­
tion

Testing cost­
allocation
methods

Graduate
students in
economics

Figures
artificial but
derived from
economic
theory

Indication of
artificial ad­
ministrative
setting

Cost alloca­
tion in water
management

Finding cost­
allocation
methods
suitable for
water pro­
ject8

Water
planners in
different
countriell

Real fig ures
from some
water project

Real adminis­
trative set­
ting outlined

Cost alloca­
tion in one
specific wa­
ter project

Speeding up
agreement in
actual pro­
ject

The actual
decision
makers

Figures from
specific pro­
ject

Administra­
tive setting
exactly
known

mAs applied to the cost-allocation situation described in Chapter VIII:b.

The table deals with the following five Qimensions of difference:

1. Subject of the game. i.e., the issue with which the game deals;
2. Purpose of the game;
3. Type of players used;

4. Type of data or figures used;
5. Level of detail as regards the description of the "administrative

setting of the game": Le., information on factors that, in addi­
tion to the nwnerical payoff functions. might influence the deci­
sions of the players, such as who the real actors are, what the
time horizon of the problem is, etc.
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The information in each element of the matrix in Table 1 is intended
only as an example, with the aim of making the differences between the
four types of games more apparent. The table shows that roughly the
same game could be used for various purposes, but that the types of
players, the actual data, and the background information would vary.

B. RIGID-RULE AND FREE-FORM GAllING

In conclusion, utilizing some definitions presented earlier in this
chapter, we will now define for use in later chapters two main types of
gaming that differ as regards who determines the institutional assump­
tions of the game.

1. Rigid-Rule Gaming. In "rigid-rule" gaming all the institutional
assumptions in the model of the game situation are supplied by the game
constructor. Hence, all the rules of the game are exactly defined at the
start of the game, often in the form of a computer program. The out­
come of every possible combination of players' decisions is thus exactly
defined.

2. Jilree-Form. Gaming. In "free-form" gaming at least some of the
institutional assumptions are supplied by the game participants. In a
free-form game the players will thus, to some extent, invent the rules as
the game goes on. The outcome of a particular decision might, for exam­
ple, be the subject of discussions among the participants. In some cases
the game constructor will only supply a small part of the institutional
assumptions, in the form of a scenario.

Usually management games, where the players decide on quantities
such as price, production, etc., have been of the rigid-rule type, while
games involving the exchange of verbal messages, such as international
diplomacy games, have been of the free-form variety. In Chapter Xl:b we
shall see, however, that computerized games can also be of the free-form
type.
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NOTES

1. For a more extensive discussion on modeling. see Niemeyer (Chapter
liI:b of this volume) and Zeigler (1976).

2. For a more detailed definition see Stahl (1972).

3. In free-form games (see Section 8 of this chapter), only parts of the
institutional assumptions will be provided.

4. The literature on game theory is quite large. For overviews we refer
the interested reader to Luce and Raiffa (1957), Owen (1968), Rapoport
(1966, 1970), Davis (1970), May (1970). Bacharach (1976), Vorobev (1977).
Aubin (1979), and Jones (19BO).

5. A common situation involving a game of "coordination" is the case of
two people on each side of a door that can open in either direction.

8. For references on type 1, see Lehman (1977); for type 2, Bell et al.
(1977): and tor type 3, Findler and Meltzer (1971).

7. Among these are several well known games from the socialist countries
(see, e.g.. Part N of this volume).
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B. For a game of type 1 see, for example, Hawes (1973); for a game of
type 3 see Chapter VIII: c of this book.

9. See, for example, Rapoport et al. (1976).

10. This term is discussed further in Chapter X:a.





Chapterm:b

A CONTRIBUTION TO THE TYPOIDGY 01' GAllES

Klaus Niemeyer
[.ABG, Ottobrunn (FRG)

1. INTRODUCTION

Ever since computers and computer models became available, gam­
ing has become an increasingly interesting instrument in many discip­
lines. At the same time, new approaches within the theory of science
have been developed to classify and systematize this methodology. As a
stimulus for further work, this paper proposes an approach that
describes the gaming method on the basis of Stachowiak's model theory
(1973).

An explication of gaming in a formal meta-language based on
mathematical logic seems necessary. In this paper. a game is considered
as an experimental tool in order to perceive or anticipate the dynamics
and the behavior of systems that contain cooperative and/or antagonistic
intelligent subsystems. In contrast, classical game theory is considered
as a rather specific, math.ematical approach to optimize strategies and
tactics in well defined game situations.

It is proposed to interpret the game setup as a model. The operation
of the game is a time-dependent process or a simulation. On the other
hand. a game is a supersystem composed of intelligent subsystems
(referred to as K-systems)l and of models that serve as communication
entities between the K-systems. Therefore the key elements in the expla­
nation of gaming should be models and K-systems.

2. KODEL THEORY

The model theory of Stachowiak (1973) includes a systematic
approach for the explication of a model. Attributes are used to describe
and classify the most important characteristics of models;

• purpose;

• relationship between model and original;

• contraction.

- 41 -
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2.1. Purpose

The pragmatic attribute of a purpose for models is also valid for
games. The pragmatic way of thinking is considered to be in better
correlation with experience than, for example, the critical rationalism by
Popper (1973). With respect to the application of models to support deci­
sion makers, we do not consider verification or falsification of models,
based on the criteria postulated by Popper, to be as important as the
acceptance of the models by the decision maker. There are many models
in use that have been proven false or that cannot be falsified/verified in
principle. Stachowiak (1973, p.132) states: "Models are not per se related
to their originals. Models are substitutes for the original:

• for defined, cognising or perceiving and acting, model-using sub­
jects (K-systems);

• within defined time frames;
• by restrictions on given mental or real actions."

Models are developed and applied in order to fulfil given goals or motiva­
tions.

2.2. Relationship Between Kodel and Original

Normally the model is seen as a representation of its original, but a
model can also be seen to be a prototype for a future construction. Thus
there is a certain relationship between a model and its original in reality,
or between the future construction and its model in reality (Figure 1).
Therefore, the representational character of models alone does not
reflect the prototype-construction relationship, which seems to be the
reason for many misunderstandings.

While the model credibility discussion (Crosbie, 1976; Schruben,
1980; Bretzke, 1980) is often restricted to the representational character,
the intention of the application of the model is based on the character of
the prototype. In this paper, models of the representational character
are classified as perception models. and models of the prototype charac­
ter as anticipation models.

In correspondence to Figure 1 the model-original relationship can be
formulated in the followin& notation based on set theory:

Perception model h

h=h.Uhg

0=1 U 9u

R: 9.... hg
Anticipation model I

I = I, U I ...
C =J U 9g

A: I, ... 9g



Ignored attributes I
Mapping of
attributes R

Perception

Original 0 Modelh Abundant
attributes ha

fg

Abundant
attributes

'a
Model'

Mapping of
attributes A

Additional
attributes J

Construction C

9c

Anticipation

Figure 1. Relationship between model and original.

with

h,1
o
c

h•• I.

9.

9c

h."I,
I

J

R
A

=sets of model attributes;
=set of attributes of the original environmental object;
= set of attributes of the desired future construction:
=sets of abundant attributes, which are only

necessary to realize and operate the model (e.g .. as regards
computer models, the computer hardware, or input-output
routines);

= set of attributes of the original that are relevant for the
purpose of the model;

= set of attributes of the construction that are relevant
for the purpose of the model;

= sets of attributes of the model that correspond to the
sets of relevant attributes of the original and construction:

= set of ignored attributes of the original. which are not
relevant for the purpose of the model;=set of additional attributes of the construction, which are
not relevant for the purpose of the model;

= mapping relation for the perception;
=mapping relation for the anticipation.

- 43-
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The model theory of Stachowiak (1973) does not explicitly distinguish
between perception and anticipation models. In the formal explication of
the model, both characters are closely linked in the sense that a reper­
toire of perception models is the prerequisite for the anticipation model
and the anticipation model is the automatic consequence of a perception
model as the purpose of the model-generating process. Since model gen­
eration can be seen as a process within a hierarchical structure of K­
systems, the more explicit distinction between the two model types is
proposed.

For models we state:· The generation of models is a process in time
following the law of causation. Hence the model-original relationship can
be separated into two aspects:

• the model is the representation or mapping of the original (per­
ception model);

• the model i8 the prototype or standard for a future construction
(anticipation model).

A model is fI'ilher a model of an existing object, entity, or system, which
could also be a model. or a model for a desired object, entity, or system,
which has been changed or manipulated or the behavior of which has
been forecast.

2.3. Contraction

The contraction denotes that models simplify the original or the
future construction in order to reduce the complexity of the reality, to
systematize facts. or to transmit knowledge and information. etc. Nor­
mally only a few attributes, elements, or parameters are taken into con­
sideration, namely those important or relevant for the desired purpose.
The many attributes, elements, or parameters that have a noise etIect,
reduce the clarity of results, or have little relevance are not taken into
consideration. A model is easier and less expensive to manipulate than
the original or a construction. For models it is stated: "A model does not
represent all attributes of the original. A model represents only those
attributes that are relevant or suitable for the generator or user of the
model" (Stachowiak, 1973, p.132).

3. K-sYSTEJIS

3.1. The SIngle K-SyBtem
The K-system is seen as the general representation (model) of an

intelligent cybernetic system.3 The K-system forms a feedback system
together with an external object in the environment that is of interest to
the K-system (Figure 2). This acting K-system or subject can be a human
or any capable biological structure, a computer. or a composite of these
elements, e.g.. groups, organizations, etc. (aggregation of K-systems).
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The K-system is, in a simplified manner, a repertoire of perception
models, anticipation models, and a motivator for an acting subject. The
perception models are representations of the external existing object;
the anticipation models are prototypes for the desired object and pro­
duce guidance for the manipulation of the existing object or the construc­
tion of a new object.

Ksystem

Antlcipltion r---
~V

modi!

f
C

MotivlUlr lp Environmental
object

m

PerceptIon L5- 0

model$ V
h

Figure 2. The K-system.

In addition to the notation illustrated in Figure 1 we may formulate: 4

Z:m. ... /m.
P: h "'/p

I =1m. U I p

With

m.
h

'm../p
Z
P

= set of motivational attributes or objectives of the K-system;
= perception model or set of relevant perception attributes;
= sets of attributes of the anticipation model;
= mapping relation for the motivational attributes;
= mapping relation for the perception attributes.

The anticipation model I is controlled by the motivator and is based
upon the set of relevant perception models. The set of relevant percep­
tion models h of the existing original object 0 in the environment can be
seen as a repertoire of models out of which are selected those models and
attributes suitable for fulfilling the set of obje ctives and motives m. The
mapping of the motivational attributes m and perception attributes h
results in the set or anticipation attributes I, which are relevant for the
desired new construction or manipulation or the existing object.

The basic motivation is assumed to be a change of the external
object so that the stability or the feedback cycle will be increased or the
chance of survival of the K-system will be maximized in the sense of the
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theory of evolution. The perception and anticipation models within the
K-systems are called endogenous models. A K-system has the ability to
increase the quality of the endogenous models with the tendency of an
increasing adaptation and approximation of the external environment
(learning).

3.2. AggregaUon or K-Sylltems

The external object of a K-system can also be a model. At the same
time, this exogenous model may also be the external object or exogenous
model of a second or third ]{-system. Simultaneously it is the object of
the manipulations of all participating ]{-systems or their endogenous anti­
cipation models, respectively, or the original for the endogenous percep­
tion models. The exogenous models are the essentially intellectual CC'!l­

nections between the K-systems. The jointly formulated and manipulated
exogenous models are representations or prototypes of the jointly per­
ceived or anticipated external environment. In Figure 3 the exogenous
models are denoted by h, / ' and m.

The models h, / ' and m should be inter-subjective entities that are
as precise as possible. These models are the elements of communication
between the K-systems. They perform. the linkage in order to organize a
K-system on a higher level. A model is an exogenous model in relation to
a K-system, or a model-using subject, if the same model can be realized
and accepted by another K-system (process of communication). An exo­
genous model becomes an endogenous model of the K-system on the next
higher level.

If the K-systems organize a specialization of work. the overall system
can be seen as a K-system K" on the next higher level. The K" system
would contain the subsystems responsible for perception. K1:-1. anticipa­
tion, K:-I' and motivation. x::'-l' The level is indicated by the index n.
The elements of this system are the participating K-systems and their
exogenous models h, /. and m, which now become endogenous models
for the superimposed Kn system.

A very high-level K" system is. for example, a national organization.
Let the water resource 0 be the external object. In this example the
sub-K-systems and models can be interpreted as follows:

Xl-I = research institutes that only do research in
relation to the water economy of the country;

K:-I =planning organization or administration;
K:'-1 = political domain. which collects and integrates the

motivations and goals of all participating K-systems;
h = repertoire of exogenous perception models of the water

resources held by the research institutes (e.g .. data. theories);
m = set of motivational or objective attributes (e.g .. laws.

regulations. etc.);
/ = exogenous anticipation models, held by the administration.

that determine the directives and specitlcations of a new
or changed water supply system as well as its expected
effectiveness.
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Figure 3. Aggregation of K-systems.

4. SIJlULA.TION

A game constitutes a subset of a simulation, which is a dynamic pro­
cess in time. A theory of simulation as defined by Zeigler (1976) could
also serve as a basis for a formal explication of a theory or gaming. As in
any simulation, several characteristics are valid for the gaming process
(Koller, 1969).

4.1. Ezpertmentation
A simulation is the application of an experiment on the basis of a

suitable model or experimental construction. The methods and princi­
ples of scientitlc experimentation in the implementation, application, and
evaluation phases are fully applied. The credibility and/or acceptability
of the results is determined by the experimental frame (Zeigler, 1976,
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p.294), the purpose of the investigation. the model used, and the reprodu­
cibility of results.

4.2. Dynamics

Time is the independent parameter in a simulation. From an initial
state or situation, the time and state of the model are changed and
advanced either continuously or in time steps or at events until a tlnal
state has been reached (time-step simulation versus event simulation,
time-step gaming versus event gaming). The problem of time synchroni­
zation (game time versus real time) has to be taken into consideration in
several gaming applications, e.g., in simulators for training.

4.3. Determination of flnal States
A simulation is a stochastic simulation 11 relevant processes are

based on random events in the simulation. Based on identical initial
states, the random events produce signiflcant dilIerent tlnal states within
the reproduced simulations. A sample of simulation runs results in a pro­
bability distribution of the tlnal states.

A simulation is deterministic 11 no relevant rand0IIt events intluence
the processes. In this case, reproduced simulation runs should result in
identical tinal states.

5. GAllING

A game (Figure 4) is characterized by the interaction between a K­
system L (control) and a setup S. which can be considered as the
representative (perception model) or prototype (anticipation model) of
the environmental situation W (in relation to L). By analogy to W. S con­
sists of one, two, or more K-systems (gaming parties) and a model gL.
which represents the external object 9 relative to the participating K­
systems. If only one K-system participates in the setup S. the setup may
be defined as a simulator. The game is a contlict (or competition) game 11
at least two K-systems with antagonistic goals participate. The K-systems
with identical goals can be seen as being in coalition and can be organized
as a K-system on the next higher level.

In Figure 4 some relations in a game are ident1tled. The mapping
relations Z, P, R, and A, as well as the set of attributes m, I. and h,
have the same meanings as in Figures 1. 2, and 3. The participating K­
systems in the game setup S have the notations % and y. They represent
the K-systems %' and y' in the environmental situation W. The mapping
relation and the sets of attributes are indexed by K-system notation (e.g.,
R. is the mapping relation for the perception of K-system %).

In the environmental situation" the K-systems %' and y' are in com­
petition with respect to the external object g. For each K-system the
external object 9 and the opposite K-system are the elements for percep­
tion and manipulation. This is, for example, indicated by the mapping
relation A.'V' which means that the K-system %' manipulates the K-system
1/' by way of I.·. The same relation exists in the game setup S.
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Figure 4. Relations in a game.

The following relations can be identified for the gaming situation S
and for the environmental situation W (indicated by').

Acr = manipulation relation of K-system:z: on y;
Av- = manipulation relation of K-system y on:z:;

A.vl. = manipulation relation of K-system:z: on 9L ;

Avlli. = manipulation relation of K-system y on 9L;
R. = perception relation of :z: by K-system y;
Rw = perception relation of y by K-system :z: ;

Rill. = perception relation of 9L by K-systems:z: and y .

The K-system L, which is the control-system (e.g .. the game director
or designer). describes the external object 9 using 9L or develops an exo­
genous model UL based on the original 9 .
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The relations for the K-system L are as follows:

Rr =perception relation of the environmental situation W by L:
Rs = perception relation of the gaming setup S by L;
AL = manipulation relation on the gaming setup S by L;
Ar = manipulation relation on the environmental situation W by L.

Specific characteristics of the game can be defined based upon the
expression of the sets within the game. For example:

• The degree of influence on the opposing K-system is defined by
the relations Aq and Ap. There is no intiuence if A.., : I • ... !/J
andAp : I" ... !/J.

• The degree of inftuence of the K-system L on the participating
K-systems z and y is defined by the relations ALa and AL". A
free-Iorm game is conducted if ALa : /L ... !/J and AL" : I L ... !/J.

• The degree of reconnaissance is defined by the relations R. and
R". A c01Jered game is conducted if R. and R" filter the informa­
tion similarly to what must be expected in the real situation.

• The degree of effectiveness of a game for the K-system L is
defined by the relation Rs. The effectiveness is a prerequisite
for the acceptance of the game.

It the terminology of Shubik (1975) is used, several types and classes
of games follow directly out of the relations and sets in Figure 4. Basi­
cally the motivator m.L and the relation ZL determine the setup and the
purposes of S. The games can be classified as follows:

Research Gaming
Development of a repertoire of perception models hL within L to

examine the phenomena of a potential conflict scenario W through appli­
cation of gaming experiments and simulations S.

cperationaL Gam.ing
Development, test, and validation/verification of anticipation models

IL; design and realization of models to test concepts and plans in order
to control the potential confiict scenario W.

Educational Gam.i:ng
Development of the repertoire of perception models h. and/or ~ of

the participating K-systems z and/or y; transmission of knowledge and
experience to the gaming parties.

Stall Ezercise
Development, test, and validation/verification of anticipation models

I. and/or I" of the participating K-systems % and/or y (also %' and/or
y'); the learning and training of action and goal-oriented planning.

Liligation
Inftuence and change of the motivation m.. and/or '"It of the partici­

pating K-systems z and/or y controlled by the K-system L in order to
control the contlict scenario W.
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Dialogues JOT Impraved. Communica.tion
Joint formulation and adaptation of the external model gL by the

parties z and y in the sense of a dialectic method.

The elements of the game determine several well known forms of
application of gaming. A few examples are collected in Table 1 (see also
Bowen, 1978; Huber and Wobith, 1979; Stahl, 1979, 1980; Marshev, 1983).

Table 1. Some forms of the game.

K-system

L

ExogenoWi model K-system

9L z

K-system

y

Staff exercise human plan, map, human
concept z =z'

Tests of human computer human, computer
command/control computer
systems z =z'

Test of management human computer human,
information systems computer

z =z'

Manual games human plan, map, human human
board

Computer- human plan, map, human human
assisted games computer

Interactive human, computer human human
lames computer

Interactive human, computer human
simulations computer

Closed computer computer computer (computer)
simulations
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NOTES

1. In accordance with Stachowiak the intelligent subsystems (cybernetic
systems) are designated as K-systems (K=Kybiak).

2. This statement is a variation of the corresponding statement by Sta­
chowiak (1973, p.131): "Models are always models, namely mappings or
representations of natural or artificial originals, which could also be
models".

3. Although the K-system has been structured in a different, more
detailed manner by Stachowiak (1973, p.67ff) , the specific character is
considered to be identical to the simplified structure of the K-system as
defined in this paper. As a feedback system it also corresponds to the
structures seen by Albus (1961) and others.

4. The abundant and ignored attributes are not noted further.
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1. lNTRODUCTION

From a phenomenological point of view, management games are
models which reflect to some extent the different sides of socioeconomic
systems of ditJerent complexity and on ditJerent levels. Such models also
represent systems of symbolic actions and interactions of the partici­
pants according to the given status of the rules, the goals of the game,
and a set of behavioral norms (which are familiar to the participants from
their own experience or from the literature).

The main idea in the theory of the management game is to consider
the game from a semiotic point of view, Le., from the point of view of:

1. Mathematical structure (syntax of the game);
2. Interpretation (semantics); and
3. Design and use (pragmatics of the game).

An overview of the elements of these three parts of the theory, as well as
an indication of the relationships between them, is given in Table 1, and
further details are given in the next three sections.

2. SYNTAX

Practically every game is defined by regulations, Le., by a list of
rules. In this list one must distinguish between the syntax rules (internal
regulations describing the game independently of interpretations) and
the design and use of the game in special cases. The list of rules consists
of seven sublists according to the elements from which the game is con­
structed:

1. A set of pieces (a set of things to play With). We will call "pieces"
those things that the players manipulate, such as production
facilities, material and financial resources, etc.
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2. A game space. In the course of the game, we must somehow
allocate the pieces in space. Usually, this allocation is well
defined by the rules, and the exact places and order of the allo­
cation 1s described in the rules for the initial step and for the
process of playing. Thus, not only is the set of places for pieces
set, but so too is the relation between them. Let us name the
set of places "the game space" and the set of places, together
with the structure of this space, the "scheme of the game
space".

3. A set of game positions. When a set of pieces is put in a certain
way, we say that 1t has a certain position in the game. Let us
call a "position" the placement of pieces according to the
scheme of the game space. In every game there are rules to
describe two special subsets of positions: a set of initial and a
set of final positions. Rules for finishing the game are also
included, so that the sublist of rules defines the positions of the
game (initial, intermediate, final) and also the end of the game.

4. A manipulation set of the game. This sublist of rules defines the
possible moves or manipulations as transformations of the posi­
tions.

5. Functions for evaluating the final position (as well as other posi­
tions) for each player and team.

6. The number ofplaces for players in the game.

7. The role of the player in the game. Here we are defining the
right to have a certain amount of pieces of dit!erent types with
the positions taken by these pieces, the duty of the player to
make a sequence of moves, the obliga.tion to fight in order to
reach personal goals in the game, and the right to have various
sorts of information about the game. As usual, the access to
information is implicitly defined for each player within the con­
text of the game.

s. SEllANTICS

Within the interpretation of the game as a formal system, we can
conceptualize the multiple or simple "mapping" or correspondence
between the elements of the game and the "elements" of some conceptual
class of substantive areas.

The totality of the interpretation of the game as a formal system is
called the semantics of the game, and these are set by a part of the rules
in the external regulations. A key term in the analysis of the semantics of
simulation games as models of social systems is the term "role".

A Simulation game is basically a symbolic representation of the role
structure of the social system being analyzed. The essence of the model­
ing is the analysis of the empirical and theoretical structure of the social
system, which is the totality of the interrelated roles of the participants,
and the standardized relationships between these roles. This structure is
refiected in the structure of the formal system of the game, which
includes the roles of the participating teams and the relationships
between roles.
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Table 1. The elements of the semiotic theory of gaming.

Syntax

Management game

Player

Set of pieces

Game space

Set of game
positions

Game manipu­
lation set

Evaluating
functions

Final game
positions

The number of
game places
and roles of
players

Semantics

Social system

Player--a participant
In the social system

Resources of
participants

Set of places
for resource
allocation

Socioeconomic
situations

Relationships between
participants in
social situations

Evalt:ation of
social situations

Roles of participants

Pragmatics

Team of players

Team of game
conductors

Format of the
game

Materials for
the game

The interpretation of the simulation game is called correct if each
correct position of the game corresponds to a time description of the
social system. The interpretation is called a.ctequate if every position
which corresponds to a true description of the social system can be
reached from the initial position. These two properties of the interpreta­
tion of simulation games are evident analogues of noncontradiction and
completeness in a formal system.

4. PRAGlIATICS

The methodology and methods for the preparation, conduct, and
analysis of simulation games comprise the pragmatics of the game. Using
the pragmatics, we can divide management games into free-form and
rigid-rule games.
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A rigid-rule simulation game has a very formal set of regulations with
which we can make an algorithm for the right moves. There is a distinc­
tion between manual and computer-based rigid-rule management games.

A nonformal. nonrigid simulation game is called a free-form game.
One must distinguish between pragmatic and syntactic elements in the
construction of the management game. In rigid-rule games, we have both
elements, while in free-form games the syntactic elements are largely not
made explicit.

The following are the main pragmatic elements in the construction of
the game:

1. A team of players, to represent the corresponding participants
in the socioeconomic system;

2. A team of conductors. to represent the environment or other
vital participants in the socioeconomic system which are not
directly represented in the game;

3. The format of the game. which includes rules for the conduct of
the game and methods for presenting information. together With
the procedure for conducting both rigid-rule and free-form
games;

4. The materials for the game include office equipment. e.g., termi­
nals, telephones, calculators, etc.

There are three stages in the design and use of the management game: (i)
preparation. (ii) conduct, and (iii) analysis.

(i) Preparation includes the construction of the pragmatic elements
and the formal system of the game (if it is a rigid-rule game); the choice
of a suitable game among those available and its adaptation to the
required goals; the planning of the game; and the instructions to the
teams before they begin to play.

The real cases for the construction of the game are usually taken
from managerial practice. The construction of a game presupposes that
the following actions and requirements have been fulfilled:

1. The concrete practical aim of the game has been defined.
2. The object(s) for the game setting has been chosen (it can be a

department. production unit, enterprise. division, machine, bri­
gade. etc; here we must also define the client of the game and
the level of administration to be simulated).

3. A group of people has been assembled for the design of the
game. 1

4. This group is fully acquainted with the materials to be used as
the basis of the game. For the construction of the game it is
vital to study the accumulated experience from the construc­
tion of similar games. Moreover. the material must be theoreti­
cally re-examined from the point of view of management sci­
ence, taking into consideration facts and activities which pre­
ceded the modeled event or phenomenon.
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5. The time interval, i.e., the time for decision making and imple­
mentation of the solution, has been defined. In the description
of the game we specify several things: the resources of the par­
ticipants, the boundaries of their activity, the rules for moves
and for evaluation or positions.

6. Those facts which are independent of the positions of the game
have been specified.

7. Instructions for the players and conductors have been com­
posed.

8. Initial information for the starting scenario which is necessary
to begin the game has been designed (books of facts, figures,
schemes of information fiows).

(ii) Conduct of the game has the following general pattern. Arter the
instructions have been given out and the players are acquainted with the
initial information, play begins, and the start of the first round is
declared. The play continues according to a previously specified scheme
and can be generally presented as a process of receiving, analyzing, gen­
erating, and transmitting information both within .and between teams.

(iii) Ana.lysis of the game includes analysis of the process simulated,
analysis of the play and of the work of the conductors, analysis of the
pragmatics, and exposure, analysis, and improvement of the elements in
the construction of the game.

It should be mentioned once more that the degree of adequacy of
gaming as a scientific research method is determined by the degree of
completeness of the semantics. As a result, such problems as validity
and verification of the solutions of the game have not yet been solved.

5. CLASSIFICATION OF llANAGKIlENT GAllES

The above elements of the theory of management games permit us to
outline a classification of such games. Games developed so far can be dis­
tinguished according to the following characteristics:

1. The structural elements of the game: ooe- or several-person
games; with opposing or similar interests; with numerical or
ordinal functions for evaluations of the players' positions.

2. The procedures and means of conducting the game: free-form
and rigid-rule games (manual and computer-based).

3. The subject of simulation: structure of the economy; level of
production; stages in a production process, etc.

4. Purpose: educational. research, operational/practical.

It is extremely important from the viewpoint of both theory and practice
to determine the place of a game in the classification.

Let us elucidate the third, and from our point of view, most impor­
tant indicator in the classification, the subject of simulation. The common
indicators for all games from this viewpoint are:
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1. The place of the simulated subject in the structure of the econ­
omy (industry, agriculture, transport, etc.);

2. The level of the subject (economy, branch. production unit.
enterprise. division, etc.);

3. The stages of the "public production process" (including actual
production, supply, sale. financing);

4. The structure of the elements and parameters of the production
process (staffing, technology, products. labor productivity,
capacity. quality, etc.);

5. The stages in production management (goal setting, forecasting.
planning, organization, administration, analysis. evaluation, con­
trol);

6. The level and functions of the managerial stage (line and func­
tional managers at top, middle, and lower levels);

7. The methods of management (economic, sociaL organizational,
etc.).

6. FIELDS OF APPIJCATION OF THE lIANAGEMENT GAIlE

We shall finally turn to a typology of applications. In order to
improve management, the gaming method is used in three areas­
educational, research, and operational/practical-with corresponding
functions in each.

(;,) The educational area-management tratning
1. Demonstration function: games are used as a means of demon­

strating the concepts, principles, methods. and procedures used
in management.

2. Training function: games are used as a means of training.
d,eveloping managerial skills, and teaching methods of problem
solving.

3. Motivation function: games are used as a means to involve a
person in the educational process and to provide natural
motivation.

4. The function of improving activity: games are used as a method
for active and intensive education.

(ii) The research area--the formulation of management theory
1. Heuristic function:

2. Veriflcation function;

3. Formalization function:

4. Organizational function.
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Among these research functions we carry out at present only the organi­
zational function, which is performed during the process of designing and
using the management game. In this process, it is possible to divide and
coordinate the labor of scientists, specialists, and managers. As a result
of their participation in games, theoretical research is carried out. This
research requires much effort but is also very important. However, the
etJort required exceeds the psychological and physiological limitations
not only of the individual researcher, but also of the total number of
researchers at present involved in the design and use of management
games.

(iii) The operational area--the rationalization 0/ management

1. Analytical function: analysis of elements of the actual manage­
ment system (organizational structure, staffing. decision mak­
ing and decision implementation, process methods of manage­
ment, managerial techniques, etc.).

2. Planning function: the design of various elements in the
management system.

3. Experimental function: experiments using developed elements
of the management system under game conditions.

From experience we can conclude that the gaming method can be suc­
cessfully used in studies of the following applied problems:

Studies of the management process;

• Methods of influencing various management objectives;
• The problem of short-term planning;

• The problem of forming the organizational structure of the
objectives of management:

• The problem of division of functions and agencies within the
management system;

• The decision-making process and the implementation of deci­
sions on both the macro and the micro levels;

• Problems of global modeling;
• Problems of modeling in international relations, etc.

NOTE

1. For the construction of the game it is reasonable to bring in specialists
in management. economics, mathematics (programming), psychology,
education, etc., as well as from the field being modeled.
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Chapter IV:a

IlANAGElIKNT SIlIULATION GAMES: A COMPARATIVE
STUDY OF' GAllING IN THE SOCIAIJST COUNTRIES

leak Assa
International Institute lor Applied. Systems Analysis,

La.zenburg (Austria)

1. INTRODUCflON

The "Management Simulation Games" project reported on here began
in 1974 as an essential part of the CMEA'sl research plan. Scientists from
six socialist countries gathered to work on the idea of developing a new
tool for systems analysis in large socioeconomic systems. The material
reviewed here covers a major part of the research to date on gaming in
Bulgaria, Czechoslovakia, the GDR, Hungary. Poland, and the USSR. The
basic information for the analysis and comparisons is drawn from the
proceedings of eight successive seminars on management simulation
games. held in Prague (1974/1975), East Berlin (1975). Budapest (1976),
Warsaw (1977), Sofia (1978), Tbilisi (1979). Prague (1980), and Jena (1981).

Many results concerning problems of the taxonomy, design. applica­
tion, transfer, and implementation of the management simulation games
for educational and research purposes have been reported at these
annual seminars. The research work carried out in each particular coun­
try has had its own specific features: an overview is given in Table 1.

The scientists from the GDR have directed their efforts towards the
construction of educational games. Participants in the seminars from
Humboldt University in Berlin, Friedrich Schiller University in Jena,
Wilhelm Pieck University in Rostock. the Bergakademie in Freiberg, etc.,
have gained considerable experience in the application of gaming in their
educational programs.

Scientists from Czechoslovakia have distinguished themselves in the
methodological field by developing procedures for the design and com­
puter programming of games. The Institute for Management Studies in
Prague has reported on a multilevel management game for planning pur­
poses at the level of corporations.

Methodological problems in the field of gaming are also of interest
for participating scientists from Poland. The Institute for Scientific
Organization and Management in Gdansk has achieved a great deal in the
field of didactics and psychology in gaming. Games in accounting are
being developed at Lodz University. and production planning games at the
enterprise level are under preparation at Warsaw University and the Insti­
tute for Organizational Studies and Training of Managerial Staff (also in
Warsaw).
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Table 1. The use or management simulation games in institutions
represented at the CMEA gaming seminars.

Country and
institution

BWga:";'a.

Institute for Social
Management, Sofia

Karl Marx University
of Economics, Sofia

The Bulgarian Academy
of Science

Institute for Management
Studies, Prague

The CSSR Academy of
Science

Institute of Philosophy
and Sociology, Prague

GDR

Humboldt University,
Berlin

Bergakademie,
Freiberg

Friedrich Schiller
University, Jena

Technical Institute,
Leuna-Merseburg

WIlhelm Pieck
University, Rostock

Institute of Engineering,
Zittau

Field of
application

Inventory planning
Industry planning
Di:lItribution of resources
Site location
Transportation
Economic mechanism
Global modeling
Management information

systems

Production planning
at the enterprise
level

Production planning
in industrial enterprises

Regional problems
International Trade

Participants in
gaming activities

Students
Top managerial staff

Students
Managers

Students
Postgraduates
Managers



Table 1. Continued.

Country and
institution

Hungary

Research Institute
of the Ministry of
Labor, Budapest

Karl Marx University,
Budapest

Poland

Warsaw University

Lodz University

Institute for
Organizational Studies
and Training of Managerial
Staff, Warsaw

Institute for
Scientific Organization
and Management, Gdansk

USSR

Institute for Control
Sciences, Moscow

The USSR Academy of
Sciences, Novosibirsk
Branch

International Research
Institute for
MllIUliement Sciences,
Moscow

Moscow University

Financial and Economic
Institute, LeninBrad
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Field of
application

Industrial planning
Inventory problems
Transportation

Accounting
Planning at the national
and enterprise levels

Human relations

Planning
Simulation of different

economic mechanisms
Inventory problems
Transportation
Allocation of resources
Global modeling
Management information

systems
Trade
Regional studies

Participants in
gaming activities

Students
Managers

Students
Managers

Students
Postgraduates
Managers
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Bulgarian scientists set themselves the task of combining, through
gaming, the search for more efficient decision-making methods and the
development of active techniques such as games, to facilitate the training
of top managerial staff. In the Institute for Social Management in Sofia
several games are being used for educational and research purposes.

The most notable feature of the research work being carried out by
HU.D8arian scientists is the construction of a large number of computer
games in the Research Institute of the Ministry of Labor in Budapest. The
papers from this group discuss in great detail the methodological and
implementation problems encountered in the design of games using com­
puters.

Practically all areas of gaming are covered by publications of scien­
tists from the USSR. Special mention should be made here of the
achievements in the mathematical theory of gaming made by scientists
engaged in research at the Institute for Management Sciences in Moscow,
the Novosibirsk Branch of the USSR Academy of Sciences, and elsewhere.
Considerable work in operational gaming is taking place in Moscow
University and in the Leningrad Financial and Economic Institute.

The games discussed in the seminars were developed mainly for the
field of economics. Some theoretical and practical work is also going on
in gaming for other areas, such as military affairs, foreign trade, organi­
zational behavior. human relations, politics, ecology, etc., but these appli­
cations were not covered in the seminars.

It should be pointed out here that there were many differences,
mainly concerning methodological problems, between the scientists at
the beginning of the project. Some of these still exist, but, in our opinion.
these differing viewpoints actually contribute to a better understanding
of how gaming should best be used in the systems analysis of complex
socioeconomic systems. A number of questions were frequent topics of
discussion:

What are the advantages and benefits of using gaming in systems
analysis?

• Can we solve the problems examined by methods other than
gaming?

• What is man's role in gaming?
• Does the game used converge to an optimum solution?

What kind of practical problems can be tackled successfully
through gaming?

The reader will find some answers to these questions in the following sec­
tions.

2. REASONS FOR THE DEVELOPMENT OF
MANAGEMENT SIMULATION GAMES

The fact that management simulation games are able to combine the
heuristic capabilities of man and the computing capabilities of the
machine can be considered the first reason for the use of gaming in
economics and the social sciences.
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The second reason is that a large gap still exists between manage­
ment theory and managerial practice. Scientists and model builders
have noted the lack of interest shown by managers in making decisions
with the help of models. On the other hand, scientists often decline
experimental opportunities if these require time-consuming data collec­
tion or if the statistical and empirical information available is considered
inaccurate or insufficient. At present, there is a serious lack of communi­
cation between the decision makers and the model builders; this situation
has arisen for a number of reasons:

• Practical management requires the construction of simple and
realistic models which are easy to cope with and to understand,
but modelers often supply complex or unrealistic models with
incomprehensible results.

• Model building, data collection, and model verification and
implementation are interdependent activities. but modelers
often treat them separately.
Social and economic reality is far too complex for one person to
comprehend. regardless of his profession, training. or
knowledge. Management problems require a team of specialists
that can provide a framework for interdisciplinary communica­
tion and a better background for the study of complex
phenomena.

Therefore, the growing need for closer cooperation between scien­
tists and decision makers has led to the widespread application of
management simulation games. Gaming can convey information to the
manager about scientific planning methods, forecasting. etc., in a simple
and understandable way.

The third reason stems from the following. Previously, there was a
generally held opinion that problems in management could be solved by
the use of large optimization models. However. it is now widely recognized
that the decision-making process involves more than just making a
choice. It comprises a set of interconnected activities, such as goal set­
ting, gathering and processing the required information, definition of the
problem, generation of alternatives for the different courses of action,
estimation of their possible outcomes, and finally the actual commitment
to some course of action and its realization. These phases in the
decision-making process are shaped by different people, at different
times and locations, and under different circumstances.

The most efficient way to solve a complex management problem that
comprises a system of decisions is to divide it into decision stages. This
approach introduces the concept of hierarchy and subdivides the deci­
sions into a number of subdecisions sequentially in time. The combination
of the quantitative approach and the introduction of the concept of
hierarchy into decision-making has resulted in a new method: situation
a.fI.al.ysis. The idea is to identify those situations that are the key points
in the decision-making process and to facilitate their resolution by
appropriate methods and techniques. The interaction of the various
"resolved situations" can be handled successfully by the management
game structure through efficient use of a sophisticated computer system.
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The fourth reason for the development of management simulation
games concerns educational and training applications. The gap between
management theory and managerial practice is very often explained by
the lack of interest shown by managers in the preparation and analysis of
decisions with the help of mathematical models. The reasons given for
this lack of interest are many and varied, ranging from insufficient
knowledge about the capabilities of models, computers, and new manage­
ment approaches to organizational deficiencies and psychological bar­
riers. However, the rapid development of technology and the growth of
computer applications in management have persuaded decision makers
that it is necessary to periodically update their knowledge about develop­
ments in planning methods, forecasting, computer science, management
technology, etc. The use of gaming as an essentially new educational
technique has been found very suitable for imparting this advanced and
sophisticated information.

3. METHODOLOGICAL PROBLEMS IN THE DESIGN
AND IMPLEIIENTATION OF GAMES

Serious attempts to develop gaming theory have been made by the
Soviet scientists Y. Burkov of the Institute for Control Sciences and Y.B.
Germayer of the Computer Center of the USSR Academy of Sciences. The
two books written by these scientists (Germayer, 1976; Burkov, 1977)
have been widely used by scientists from the socialist countries as metho­
dological guides in the construction of the model systems used to simu­
late the object of the gaming exercise. They deal mostly with the
mathematical background of gaming theory and with the problems of
interaction between the different models used by the participants in the
game.

We shall give here a brief summary of the basic principles and con­
cepts of Burkov and Germayer's interactive system theory.

Each participant in the game is considered as an interactive element
with certain behavioral features. The interactive elements can be
situated in different management levels, which also differ from each other
with regard to the type of information processed in order to make a deci­
sion. Thus. the theory deals with multilevel management simulation
games and applies the basic concepts of hierarchical system theory.

In the case of a two-level management simulation game, the single
interactive element on the first level is called the "control unit", while
those on the second level are called "users". The "control unit" governs
the behavior of the interactive elements on the second level: it plays a
coordinating role in order to achieve a higher payoff for the system as a
Whole.

The game is designed on the basis of the existing relationships
between the decisions made by the interacting elements. No decision
maker (user or control unit) can make a decision without considering
what decisions the other decision makers may make. This interdepen­
dence is considered by Germayer as nonconflicting because it can be con­
trolled and directed towards a situation in which the system as a whole
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benefits, through several interactions between the participants in the
game.

The basic concepts of interactive system theory are as follows:

• The control unit works with insufficient information about the
characteristics of the second-level interactive elements (users).

• Each interactive element has its own objective function. This
function mayor may not be known by the control unit.

• Each interactive element knows the strategy of the control unit
and also the abilities of the control unit to influence its
behavior.

• Each interactive element can use this information in order to
fultlll its goals.

• Each interactive element has the opportunity to optimize its
actions according to its desired development perspective and
interests.

• Each interactive element mayor may not know the objective
functions of the other elements.

Management games with similar structures are very appropriate for
simulating the planning process in socialist economies. "Nonconflicting"
situations are involved and the hierarchical structure of the games
corresponds to the structure of the system where planning decisions are
made (Panov. 1976). The planning procedure is interactive and based on
the dialogue between the elements in a multilevel management system.
The most straightforward way to simulate dialogues between the corpora­
tions. the individual plants, and the planning body is. in our opinion, the
management game approach.

Some scientists working on gaming believe that management simula­
tion games can be usefully applied to the strategic planning and testing of
economic and social mechanisms (Assa, 1978). Another viewpoint is that
games should be used to study the problems which arise in the function­
ing of large organizations (Yefimov and Komarov, 1960).

The serious lack of methodology on gaming for operational purposes
leads to different views about the structure. application, design, and
interpretation of games. One commonly held opinion, for example, is that
the following procedure should be used when building a game for opera­
tional purposes. First, the object for research (enterprise, plant, organi­
zation, etc.) is chosen and a model for its behavior developed. Second,
the model is tested using real data. and third, a game situation is con­
structed in which the model is used for decision making.

In other words, emphasis is laid on the construction of the simulation
system of models and often very little attention is paid to the design of
the game situation (roles, scenarios, and rules). However, a considerable
amount of work has been done on the latter problem by Yefimov and
Komarov. Using the example of a game built at the enterprise level, they
developed a procedure for the design of a gaming situation (Yefimov and
Komarov. 1980).2
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In this paper we shall describe three approaches that can produce
tentative structures for gaming situations and illustrate each one with
appropriate examples. The three approaches differ in terms of the ways
in which they stratify the management process.

The first approach is based on the stratification suggested by
Mesarovic and Pestel (1974) and adapted by Klabbers (1975). Under this
approach, large organizations are viewed as socioeconomic systems which
are goal-directed and self-organized. They respond to the changing
environment by consciously varying their structure in order to attain
their goals. They are characterized by a large degree of uncertainty,
which is a consequence of a lack of knowledge about the system's ele­
ments and their interrelationships. In order to study the interrelation­
ships between the system elements through gaming, the management
process is disaggregated into three strata--the norm stratum, the
decision-making stratum, and the causal ~tratum.3 The causal stratum is
related to the activities through which the system's inpUt/output
processes are accomplished. The decision-making stratum is related to
the formation and implementation of goals, policies, and strategies. The
norm stratum is related to norms and values which govern the decision­
making process.

As an illustration of this approach for structuring the management
process in a large organization the management game IM-1 ("Economic
Mechanism") (see Assa et aI., 1976) can be used. It was developed in the
Institute for Social Management in Sofia for educational and research
purposes. This game is described in greater detail in Chapter V:b of this
volume. Here we shall only present a few salient features to illustrate the
approach.

The goals of the game are:

• To impart knowledge about different economic instruments and
to study their functioning in a given enterprise: and

To test different economic mechanisms at the enterprise level.

The enterprise in the game is represented by a simulation model
(see Figure 1) based on a system of simultaneous equations. The equa­
tions are regressions estimated from statistical information gathered for
the enterprise over a certain period. Sixteen economic instruments
through which the decision maker (director, planner, chief of the produc­
tion sector, etc.) can in1l.uence the functioning of the enterprise serve as
input to the simulation model. The outputs from the model are seven
economic factors that describe the state of the enterprise during each
period.

The participants in the game must achieve a planned set of target
figures for these factors by varying the economic instruments available
according to the defined economic mechanism. By economic mechanism
we mean here the assumed rules, norms, and laws for the interrelations
between the different participants in economic and social life.

The decision maker in the game acts according to the information
that he receives from:
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• The simulation model of the enterprise;

• The economic mechanism;
• The other decision makers; and
• The decision support system.

The decision support system contains additional models which, if the
decision maker so requires, can be run to obtain forecasts, trends, gen­
eral data, etc.

Dectsion
support
system

Information from
other decision makers

rOecision~I';- - - -
, stralUm

I,
I
I
IL _

Decision
maker

--..,
I
I
I

I
I

__...J

r-------
, Norm ltralUm,,

Economic
I mechanism
, IL --.l

Conductor
of the game

r--- ----------------------- .,
I ',Formation Interpretation I

Simulation I
I of the of the

~l I, input date results I

L ~~~~m -.J

Figure 1. The management game IM-l ("Economic Mechanism").

The conductor of the game can change the economic mechanism and
study the corresponding changes in behavior and decisions. The advan­
tage of being able to study the psychological interrelations between the
ditJerent decision makers and the considerable knowledge which the par­
ticipants obtain by using the computer should not be underestimated.

The second approa.ch to developing structures for gaming situations
involves attempts to describe the management process as an information
process decomposed into several interconnected phases forming the so­
called management cycle (Nikolov, 1971).

The management cycle illustrated in Figure 2 is constructed by
applying the "management by objectives" concept. The process of
management is decomposed into several different phases expressing the
main management functions. It is an aggregated cycle and can be
adapted to management at various levels of the economic system, includ­
ing individual enterprises, larger organizations, and the economy as a
whole.
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Figure 2. The management cycle and types of models used in each phase.

Several types of model are also mentioned in Figure 2 in order to
illustrate their relationship to each particular phase (Assa and Petrov,
1976). The list is not complete but shows the stage reached in the
development and application of each model type. Combinations of statist­
ical, optimization. and numerical methods, and also expert estimates, are
used to facilitate the decision-making process in each phase of the cycle.
The role of the management cycle here is to provide a general framework
for interdisciplinary research and to help link the models into one
interactive procedure. It also introduces the important concept of
hierarchy.

I
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A similar structure for the gaming situation has been used in the
construction of the multilevel game "Management of an Industrial Pro­
duction Organization" in the Institute for Social Management in Prague
(see Fotr et al., 1980). This game uses a complex dialogue procedure to
represent the entire mangement process of a large organization. The
organization consists of a central management level and three production
enterprises. The goal of the game is to construct an appropriate five-year
plan for the organization. Three different roles exist in the game: those
of a central managerial board of the organization, managerial boards for
each production enterprise. and a game conductor playing the role of an
industrial ministry. Each of these is responsible for different manage­
ment functions. The participants in the game can make use of a sophisti­
cated decision support system. i.e., a system of models which is designed
to solve problems that can arise during the operation of the organization.
An information system covering numerous economic parameters and
instruments has been adapted to aid decision making in building the plan.
This management game is run on a computer system using a large
number of terminals in the Training Center of the Ministry of Industry in
Prague.

The th'i:rd. a.pprDach which is used for the structuring of the game
situation is closely related to the concepts of game theory and interactive
system theory (see Germayer, 1976: Burkov, 1977). As an illustrative
example we shall discuss the game "Mono-Resource Allocation Planning",
a result of collaborative work between the Institute for Social Manage­
ment and the Institute of Engineering Cybernetics. both in Sofia (Assa and
Tzvetanov. 1979). A diagram of the game is given in Figure 3.

The problem of planning resource allocation is structured as a two­
level hierarchical system in which the first level is represented by the
central unit (CU) and the second level by a number of users. The CU can
intl.uence the planning process, i.e., the actual behavior of the users,
through the implementation of various economic instruments such as
prices, penalty functions for unused resources or surpluses. premium
functions. etc.

The conductor of the game is able to introduce different laws or rules
for the distribution of the resources and can study the behavior of both
the CU and the users. Each user has specific demand and production
functions. It can optimize its resource-ordering policy in the desired
direction by using the modules especially designed for that purpose. Each
user mayor may not know the demand and production functions of the
others. depending on the rules introduced by the conductor of the game.
In this way. different scenarios can be generated in order to study various
distribution mechanisms.

The game is designed on the basis of four algorithms, which solve the
follOWing problems:

• Choice and estimation of the distribution rules used by the CU;
Estimation of the value of the resource requirements;

Estimation of the planned distribution of the resource by the
CU; and

• Estimation of the user's strategies in the game.
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Figure 3. A management game for resource allocation planning.

The algorithms are designed to solve the problems with monotonous
and stepwise decreasing demand and production functions. The game is
implemented in FORTRAN on an ICL 1904A computer. The programs are
structured in a modular fashion. By running the game it is possible to
test the concept of rational behavior and to arrive at an equilibrium point
in the resource allocation exercise.

The three illustrative examples given above are only a small part of
the large number of games reported in the seminars. On analyzing their
structure and fields of application. we find that most of the games consist
of two main elements. a simulation system of models and a game situa­
tion. and that one or other of the approaches discussed above are used in
their construction. Most games are interactive.

Two main directions can be distinguished in the recent development
of management games:

The first is connected with the study of various mechanisms in large
corporations based on simple interactive models. There is a Widely held
opinion that, with the help of small and simple models. new theoretical
ideas and hypotheses can be tested. Examples include the study of
di1ferent economic mechanisms and their impact on the economy, and
investigations of the inlluence of different organizational structures on
the functioning and management of large organizations.
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The second direction is closely related to the actual functioning of
various social and economic mechanisms in the economy. Here complex
systems of models are required in order to provide a framework for
scientific and practical results, and relatively sophisticated models, pro­
gramming techniques. and computer operating systems are needed.

4. DESIGN OF THE SIMULATION SYSTEM OF MODELS IN GAllES

Many scientists feel that a model must have an interactive mode of
communication before it can be classified as a game. However. a large
number of the educational games reported in the seminars were simply
models designed to solve problems in different fields. The "game situa­
tion" in these games was simply routine work with the model involving
changing its input and interpreting the results.

Nevertheless this type of work in gaming has contributed to the fast
development of models. programs, and techniques which have been suc­
cessfully applied in the building of new games.

Some authors think that it is more convenient to start building a
game by using existing models. However, one should bear in mind that
these models have to be connected by a game-situation framework.

Two major problems can be distinguished in the building of a simula­
tion system of models--the computer programming involved and the
informational basis of the game. Leading contributions in this field have
come from scientists from Czechoslovakia, the GDR, and Bulgaria (see
Fotr and Hajek. 1978; Yieviger, 1978; Assa and Petrov, 1977). These
efforts have been directed towards the building of a standard type of pro­
gram with a modular structure which would make it usable for a number
of different games. The unified inputs and outputs of these standard pro­
grams enable researchers to use them as modules in the game structure
and to generate different scenario algorithms for the solution of various
game situations.

A bank of programs has been collected in the Institute for Social
Management in Solla (see Assa and Petrov, 1977). consisting of programs
in FORTRAN IV for the following tasks:

• The solution of large systems of linear equations with embedded
topological and sparsity techniques for different types of
matrices.

• The solution of continuous linear optimization problems with
embedded reinversion subroutine. sparsity, and topological
techniques.

• The solution of large transportation problems using graph
theory,

• Statistical analysis (regression, correlation. and factoral).
• The solution of nonlinear systems of equations.
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The solution of integer 0-1 variable linear optimization prob­
lems.

Random number generation and filters for different probability
distributions of the time series.

This bank of computer programs was assembled to overcome the
difficulties which often arise in connecting the models in an iterative pro­
cedure when standard computer programs with complex inputs and out­
puts are used.

There are two main viewpoints concerning the generation of the
game's informational basis. The first one emphasizes the model side.
First of all an adequate model should be built for the description of the
game situation and then appropriate information should be sought for its
solution. The second one takes into account the fact that the information
is often scarce and inaccurate. Therefore, this second group suggests
that an appropriate model should be built on the basis of the information
available.

The optimum approach probably lies somewhere in between. If
efficient methods and programs are developed for the processing of the
available statistical information, practically any kind of data can be gen­
erated for the game. Several games reported use Monte Carlo tech­
niques, random number generators, and filters for different probability
distributions in order to enrich the existing data.

SummariZing the previous discussion, the following common charac­
teristics can be derived:

All reported management simulation games are realized on
computers.

• The most Widely used computer language is FORTRAN N; a very
small number of games use PL/I and ASSEMBLER.

The programming of games is generally performed without the
use of standard computer programs which facilitates their
transfer.

• The modular structure of the games facilitates modification.

• Games use realistic statistical information.

5. IIULTILEVKL IlANAGEJIENT snruLATlON GAllES

Multilevel management simulation games have also been developed:
these reflect the structure of the planning system in the socialist coun­
tries. Within the hierarchical management structure, dialogues take
place both horizontally and vertically, and the multilevel MSGs mirror this
feature.

Vertical lines of communication exist on a sectoral level between the
planning authorities, ministries, enterprises, and plants, and on a
regional level between the planning authorities, the region. and the subre­
gions. Horizontal communication channels exist between the ministries,
between the enterprises. and between the regions and the sectoral minis­
tries, enterprises, and plants.
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This structure and intercommunication is illustrated by the mul­
tilevel game KOMBINAT. This game is designed on the basis of two other
games, IM-1 ("Economic Mechanism") and the management game BES-l.
The latter was developed by scientists at the Humboldt University in Ber­
lin (see Gernert and Habedank, 1980). The KOMBINAT game covers the
dialogue taking place between the ministry, the enterprises. and the
plants in the process of constructing the plan. The game situation is
structured by applying the management cycle approach. IM-1 has been
described above. BES-1 is a game on a plant level. It simulates the func­
tioning of the plant in each three-month period during the whole planning
horizon. The simulation model uses statistical data which reflect its
"economic past". The game is mainly intended for educational purposes.

The connection of BES-1 with IM-1 will. when complete. open possibili­
ties for research and operational use: the multilevel IM-BES game is still
under development. The decision-making process in the game is imple­
mented by means of discussions and consultations with the conductor of
the game. This is a collaborative venture between Bulgarian and German
scientists.4 In the same way as the Czechoslovakian game "Enterprise", it
is also intended to build a system of models for decision-making in con­
junction with this game.

There are also plans to construct a game with a structure similar to
that of a system of models developed for the Silistra region of Bulgaria at
the International Institute for Applied Systems Analysis in Laxenburg.
Austria. This game is intended to facilitate the dialogue between the
national and regional authorities in the strategic regional development
process.

6. APPLICATIONS OF IlANAGEliENT GAllES

It is probably fair to say that the main area of applications of the
management simulation games developed in the socialist countries has
been in economics. For example, participants from almost every country
reported games concerned with inventory problems (see Assa et al., 1978:
Dimitrova and Marchev. 1978). The management of the inventory process
is a relatively developed part of operations research. The gaming situa­
tion in these games is usually constructed by using a random number
generator and filters with specifled probability distributions in order to
simulate the processes of supply and demand in the warehouse. These
games have been used mainly for educational purposes.

Another fairly common topic for research in gaming during the past
five years has been the development of games based on the production
process at the plant level. The management game DOENTS ("DeCide")
designed by scientists in the Research Institute of the Ministry of Labor in
Budapest simulates the production process in a toy factory (see Doman,
1976).

The decision-making process in a chemical production plant is
modeled by the game m-N, developed by Fotr and Hajek (1976) from the
Institute for Social Management in Prague. The BES-l game developed by
H. Gernert from Humboldt University in Berlin and discussed above also
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describes the production process and the relationship between the
managers in a general factory.

A number of games described by scientists from the Institute of Con­
trol Sciences in Moscow deal with the management process at the plant
level: these are the games "Project", "Plan", "Competition", "Mainte­
nance", "Assignment". and "Stimuli of Production" (see Burkov et ai.,
1978).

The management game "Quality" analyzes the factors which can
infiuence the quality of production in the shipbuilding industry and was
developed by A. Stoer, from Rostock.

"Red Weaver" is a game developed by Djakubova and Yefimov (1978),
which studies the management and production processes in a plant in the
textile industry.

Several games were constructed and run in the USSR in order to
analyze the characteristics of a manag ement information system (MIS) in
large organizations (see Yefunov and Komarov, 1978). This idea was first
suggested by Davis and Taylor (1975) and it is now Widely used for assess­
ing the efficiency of management information systems.

Management simulation games are considered by gaming specialists
in the socialist countries as a powerful and effective tool for educational
purposes. According to answers to a questionnaire, ninety percent of
them are convinced that in the future gaming should be directed at edu­
cating students and managers (see Dobrinski and Janeva, 1978). Eighty
percent of the games reported in the seminars are educational. They are
used in Humboldt University in Berlin to teach students from the Depart­
ment of Economics and Statistics, in the Institute for Social Management
in Bulgaria to train top managerial staff in the application of quantitative
methods and computers in social management, in the Institute for Organ­
ization Studies and Training of Managerial Staff in Warsaw in the field of
economics, and so on. (see Table 1).

From the many applications reported, several major conclusions can
be drawn:

The development of management games for educational pur­
poses is done on the basis of simulation models and manage­
ment information systems.

• The construction of a game reqUires first, the specitl.cation of
those elements which could be useful in fultllling the educational
goals and second. the preparation of a scenario for a quasi­
gaming situation with appropriate illustrative data.

• The participants in the game get acquainted with the actual
application of models in various sectors of the economy. and
study how to act in ditl'erent situations generated by realistic
social and economic mechanisms.

The researcher who designs an educational game must bear in mind
two very important rules. First, the educational game should retlect a
real-life situation and second, the didactic goals must be precisely and
clearly formulated. The didactic and psychological problems in the field
of gaming are a major research topic in the Novosibirsk Branch of the
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USSR Academy of Sciences and the Institute for Scientific Organization
and Management in Gdansk. The studies are directed towards describing
the specific infiuence of the manager's personality in the decision-making
process. The particular manager is characterized by his knowledge,
experience, intuitive skills, attitude to the social and economic environ­
ment, habits, etc. The researchers in this particular field have made suc­
cessful progress by analyzing the "history" of each game. Every manage­
ment simulation game is considered to generate its own history through
its being played by various participants differing in education, profession,
age, and so on (see Mironosezki, 1978).

Valuable results have been obtained by scientists in Gdansk and
Smolensk, based on a sociological and statistical analysis of the history of
a game that was run with more than 1500 participants, including stu­
dents, managers, scientists, etc. (see Repinski, 1978; Wach, 1978).

1. TRANSFER OF'MANAGEMENT GAMES

The research reported earlier has led to collaborative work between
groups of scientists. The Hungarian game DOENTS ("DeCide") has been
transferred and introduced into the educational program in Freiberg
University (GDR) and in the Institute for Social Management in Sofia (Bul­
garia). The game BES-1 designed at Humboldt University (GDR) has been
connected with the Bulgarian game IM-l ("Economic Mechanism")
designed by scientists from the Institute for Social Management. This
transfer is discussed in greater detail by Gernert et al. in Chapter V:b of
this volume.

Scientists from the Universities of Budapest and Warsaw have a great
deal of experience in the transfer of games. In these two universities, the
New York University Management Game, designed by Myron Uretsky, has
been successfully transferred and implemented for the education of stu­
dents and managers. The game is treated as an "economic laboratory".
Details are given by Uretsky et al. in Chapter V:c of this volume.

Scientists from the GDR (M. Gernert) and Poland (A. Metera) are
working on the problem of building a computerized bank of management
games. Existing games in the socialist countries are classified and stored
in a computer in Warsaw. Considerable efforts were devoted to the game
identification problem. Each game is now Uniquely defined by a set of
parameters which has been approved and accepted by all the socialist
countries. The existence of such a bank will hopefully stimulate further
transfers of games and gaming ideas (see Siebecke, 1979).

The seminar in Prague in 19BO discussed the problems of gaming in a
new and dilferent way. Two large multilevel games were analyzed from
the standpoint of using such types of games for planning purposes in the
socialist economies. The completion of this task will require an interdis­
ciplinary team of specialists and international collaboration between
scientists from various CMEA countries.
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3. See also Chapter VII: a of this volume. by Klabbers.

4. This is discussed further by Gernert et aI. in Chapter V:b of this volume.





Chapter lV:b

GAllING IN THE USSR

Vadim Marshev
Moscow Sta.te University, Moscow (USSR)

1. INTRODUCTION

Man has devised many useful techniques for dealing with behavioral
problems connected with the management of socioeconomic processes.
Most of these methods are based on formal logic, and their formal struc­
tures have become progressively more complicated in an attempt to
model real-life situations more closely. However, throughout this period
of increasing complexity, decision-making specialists were aware that
many 1vu.ma.n factors are also involved which normally end up in the Pro­
crustean bed of formal models because they are very difficult (and orten
imposs1ble) to incorporate in the framework of models.

Model designers gradually became aware that it would be sensible to
incorporate people within the models. and so, in a new type of combined
model, people were invited to act out their real-life roles and to re-create
their behavioral patterns under experimental conditions. The term
"games"l (e.g., business or production games) soon came into use to
describe these combined "formal logic and people" models.

Gaming techniques are now rapidly. gaining in popularity. Hundreds
of business and management games2 have already been designed,
sc1enti1'l.c investigations of gaming are taking place throughout the world,
including the USSR, and the number of articles on the subject continues
to grow. The following sections present a brief history of gaming in the
USSR and discuss the current state of Soviet studies.

2. A BRIW IDSTORY OF GAllING IN THE USSR

The first publications on business and educational games appeared in
the USSR in the 1930s (Ostrovsky, 1933; Birstein, 1938). The first Soviet
business game, an "organization of production" experiment. was carried
out at the Leningrad Engineering and Economic Institute in 1932 by M.
Birstein. The purpose of the game was the rapid preparation of a pro­
gram to introduce new technology in the Leningrad Textile Factory (LTF).
The managers of some subdivis~onsof LTF were included as players of this
game. At the same time, discussions were held among senior factory
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officials about the best methods of implementing the new system. It was
found that the game produced a program four times more quickly than
high-level discussions, and that it required only half as much labor (Bir­
stein, 1976). An additional advantage of the gaming approach was that
the players were able to assimilate some of the skills associated with the
new technological system while the game was in progress.

There were no large-scale computers or other means of rapid calcu­
lation available in the early days of gaming. The gaming approach gen­
erally requires a considerable amount of routine calculation, and in the
absence of computational aids it was necessary to carry out these calcu­
lations manually. This quickly acted as a strong disincentive to the use of
gaming and for the next 20 years the subject all but disappeared.
Interest in gaming eventually reawakened in the USSR during the 1960s,
coinciding with the increasing availability of large computers which
removed some of the constraints on calculation.

Since then interest in gaming has been growing rapidly in the USSR.
More than 200 articles and monographs on the subject have already been
published, and a number of professorships and laboratories for gaming
studies have been created in universities and technical institutes. The
number of orgl:'nizations and specialists involved in the design and use of
games continues to increase. There has been some success in using gam­
ing both as a method of teaching and as a means of designing and imple­
menting management information systems (MIS) and new organizational
structures for various scientific and production industries, although a
number of research problems still remain.

All gaming activities in the USSR are centralized and coordinated by
the Coordinating Council on Gaming, based at the Ministry of Higher Edu­
cation,3 and by the Scientific Council on Cybernetics of the Academy of
Sciences. An annual conference. the All-Union Conference on Gaming, is
held in the USSR under the leadership of the two councils mentioned
above.4 Soviet experts also take part in other international conferences
held in the socialist countries.

There are two distinct types of conferences on gaming in the USSR.
One type considers the design of software, while the other deals with the
problems of gaming as a method of decision making and teaching.

The most recent All-Union conference was held in September 1981 in
Novosibirsk and was attended by about 200 researchers and users. Four
of the five sessions were devoted to the playing of 15 new computer-based
games, followed by discussions. The participants came to the conclusion
that at the present stage in the elaboration of this relatively new kind of
simulation, gaming conferences should give priority to demonstration,
that is the playing of new games, rather than to talking about games,
their advantages and disadvantages, without preliminary demonstrations.
The necessity of accumulating experimental game statistics was stressed.
It was also emphasized that discussions of methodological problems of
gaming, on the potential of this type of simulation, and the representa­
tion of the behavior of socioeconomic systems should be held on a more
fundamental theoretical level.
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Gaming is also one of the topics of other conferences. For example,
at the All-Union conference on management training problems held in
Moscow in April 1961, which attracted more then 200 participants--senior
administrators and managers from the major sectors of the Soviet
economy-there was a special section on gaming.

3. THE FOUR JlAIN APPROACHES TO GAllING IN THE USSR

There is no general agreement among Soviet scientists on all aspects
of gaming (definitions, evaluation of efficiency, effectiveness, etc.) but at
present four main methodological approaches may be distinguished. The
similarities and differences between these four approaches are described
below.

3.1. The Syroezhin Approach

The group of scientists led by I. Syroezhin at the Leningrad Financial
and Economic Institute (LFEI) considers that there are three different
and sometimes "noncoincident" economic interests5 in socialist economic
systems, Le., private, collective. and social interests. The Syroezhln group
sees management games as a unique tool for revealing and reconciling
noncoincident economic interests of the parties concerned. The basis of
any game is seen to be the relationship between different kinds of
resources and information about these resources.

According to this group the structural elements of any game are:

1. PLayers, to represent various economic interests;

2. RuLes. to regulate and .lirect the relative prominence and
interaction of economic interests according to the ideas of the
designer about the object of the game; and

3. InJormtJ.tiun, to provide details about the changing status of
resources during the game.

Syroezhin believes that replacing this information by data from real
sources will turn any game into a natural experiment. The LFEI group
classiftes games into four groups:

1. Educational games;

2. Games for testing managers;

3. Games for operational decision making; and
4. Research games.

Syroezhin considers that the results of operational games are especially
valuable if the players are those people who will actually be applying the
results of the game in the future. Each of the four classes of games has
specitlc distinguishing features. The rules of the game and the algorithms
for handling both the database and information are of great importance
in educational games, while the choice of members of the control and
game teams is more important in games designed to test managers.
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Similarly, the structure and rules of the game are of great significance
for operational decision making, whereas research games place more
emphasis on the structure of the database.

The conceptual basis (a theory of socioeconomic organizations)
underlying all the games designed by the LFEI group is described in
Syroezhin (1970). The group has designed many games, including
IMPULS, ASTRA, EPOS, and LOTOS, which involve variations in the organi­
zational structure of ditJerent scientific and production industries (Gidro­
vich and Syroezhin, 1976). An example of a game with a strong opera­
tional focus is Marketing Cauncil (Katkov. 1961), designed as a part of a
real process of management planning in the largest shoe factory in
Estonia. The most recent big game developed by the group is Nautilus,
designed according to inBtructions from the Russian Ministry of Higher
Education,s in which players are asked to allocate research projects,
money, and other resources to ditJerent scientific institutes and universi­
ties for the planning period under consideration.

3.2. The Yetlmov and Komarov Approach

V. Yetlmov of Moscow University and V. Komarov of the Novosibirsk
Institute of Management Systems define a management simulation game
In stages, by defining a "game", then a "simulation model", and finally a
"management simulation game".

A game is defined as a type of human activity in which other types of
human activity are reconstructed. The game is played under artificial.
experimental conditions.

A simulation. mDc1eL is a model of a system that can be used to con­
duct investigations into that system and which can simulate the function­
Ing of the system over an extended period of time;

A management simulation. game is one containing a simulation
model describing an organization active in the production sector of the
economy.

The structure of a management simulation game of this type is
shown in Figure 1 (see Yefimov and Komarov, 1960). The Yetlmov group
classitles games into four categories:

1. Educational games:
2. Decision-making games;

.k

3. Projection games: and
4. Research games.

These games are characterized by the facts that they operate in real time
and that they involve real managers, Le., future users of MIS. The
researchers realize that under the conditions described above it will
become almost as difficult to design games to model an MIS as to design
the MIS itself. With this in mind, the Yetlmov group proposes to design
simple invariant or frame games on the basis of the "software package for
production management" and other standard MIS subsystems. The group
would like to explore new aspects of MIS design in their choice of players
and in the rules of the game.
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Description of
the organization

of the game

SimUlation model
of environment

Information
system

Figure 1. The structure ot the management simulation game according to
Yetlmov and Komarov.

The Yefunov group has constructed many games. including Produc­
tion Subsection and Red Weaver II (see Yetlmov and Komarov, 1980),
although their best known and most successtul product is the Manage­
m.ent Project game (see Komarov, 1979). This game was intended to pro­
vide an MIS tor a research institute, and was especially interesting
because the potential users took part as players. The game involved the
participants in the design ot the MIS and took them through the pro­
cedure tor approving operational control systems (all in accordance with
the rules ot the game). The result was the procedure necessary to
develop a real MIS.
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In a sense, this game is an invariant or frame game. and has been
used to design many other new games for MIS development. In particu­
lar, Komarov based the new game MIS R&D for the Research Institute of
the Ministry of Forest Industry on the Management Project game (see
Komarov, 1979). V. Shtytman and others from the Cheljabinsk Project
Bureau for MIS have used the game to approve and implement a new MIS
project for the Cheljabinsk building organization (see Business Games and
their Computer Program Supplies, 1980).

The Yeflmov-Komarov approach is also illustrated by the article on a
method for developing management simulation games in Chapter IX:b of
this volume.

3.3. The Burkov Approach

The group led by V. Burkov at the Institute of Management Problems
of the USSR Academy of Sciences defines a management game as a model
of human interactions culminating in the achievement of certain
economic or political goals. The game has the following structure:

1. Purpose;
2. A method for estimating the extent to which the game has

achieved its purpose;
3. Formal rules; and

4. Informal rules.

Points (1)-(3) correspond to the definition of an ordinary formal model.
although the last item is one of the basic characteristics of a manage­
ment game in that it refiects the human element. Point (4) represents
active competition between people attempting to reach elevated goals.
The methodology of the games is described in Burkov (1977), Burkov et
al. (1977) and Assa (Chapter IV:a of this volume).

The Burkov classification of games includes the usual categories of
educational, operational. and research games, but also defines two other
classes, one of which has complete information, and one which has not.
The Burkov group has constructed many games which are basically
designed to verify the results of the active system theory, as described in
Burkov (1977).

3.4. The lIanhev Approach

The group led by Marshev at Moscow University defines a manage­
ment game as a representation of management processes composed of
the following elements:

1. A model of interrelated dynamic sequences of economic (or
business) events;
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2. A set of participants (the players);

3. A set of goals and rules;

4. A set of symbolic actions made by participants according to the
goals and rules of the game, Le., experimenting with the players
and the model according to the rules.

Gaming here includes the design and use of management games for the
education and training of managerial staff, for operational decision mak­
ing, and for research into management problems. Figure 2 illustrates the
group's view of the general structure of a management game?

Object of the model

Management game

Participants in the game (players) with (2)
their sets of behavioral norlN

Experimenting with (1), {21. and (3)

Dynamic sequence of alternative management decisions

Figure 2. The structure of the management game according to the
Marshev group.
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All of the Marshev group games are designed on the basis of the
semiotic theory of gaming (Marshev and Popov, 1974; Marshev, 19BO),
which considers the management game from three points of view:

1. Syntax (the mathematical structure of the game);
2. Semantics (the interpretation of the game); and
3. Pragmatics (the design and use of the game).

The foundations of the semiotic theory of gaming and the multi­
dimensional classification of games used by the Marshev group is
described in detail in Chapter III;c of this volume.

The Marshev group started designing educational games in 1972 and
then later, with increasing experience, turned to the design of operational
games. Various parts of the educational games were included as formal
models of subsystems in the later operational games when appropriate.
In particular, the educational game Mille representing the planning and
production processes at the Moscow Milk Factory (see Smolkin, 197B) was
used in designing the subsystems for the factory's MIS. On completion,
the subsystems were included in the MIS of the milk factory. More infor­
mation about this game is given in Appendix A, which also contains infor­
mation about other operational games, including those for the automobile
industry and postal services.

4. O'l"HER GAJlING ACTIVITIES IN THE USSR

Only the more interesting aspects of other work on gaming carried
out in the USSR will be considered here.

A group of scientists from the Central Economic-Mathematical Insti­
tute of the Academy of Sciences of the USSR (Oleinik, Krukova, and oth­
ers) has been very active in this field, and has designed a system of
games called PAUTINA intended to investigate the problems involved in
road haulage of furniture in Moscow (see Krukova and Oleinik, 19BO). The
game represents management activities in a motor transport enterprise,
in furniture factories, and in furniture shops. The PAUTINA system con­
sists of three big games:

1. An annual planning game;
2. A game dealing with operative planning and management of the

road haulage processes; and
3. An accounting game.

The first experiment with PAUTINA was carried out in the spring of 1979
and work on the project continues.

V. Rybalskij from the Kiev Building Institute has designed an opera­
tional game system called KROSS, consisting of four big games, which was
used to train managers in the new building management system intro­
duced for the construction of the Moscow and Kiev Olympic facilities (see
Rybalskij. 19BO and Chapter VIII:a of this volume). In this game the
players design a network representing the construction of the Olympic
buildings and choose paths to optimize certain criteria (critical path
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analysis). The game lasts for three days and is played for six hours each
day.

A gaming group from Novosibirsk University (Syskina. Anochin. and
others) has developed a game called Sajans (see Malov and Syskina. 1976;
Ionova et ai., 1976), concerned with the optimal siting and building of
industrial plants in the large Siberian region of Sajans. The group is now
designing a system of games, based on the world global model, to simu­
late trade between the four regions of the world (see Business Games and
their Computer Program Supplies, 19BO). The Academy of Foreign Trade
is continuing to work on the USA-USSR trade game (see Chapter V1:a in
thi!J volume).
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APPENDIX A: THE GAME Milk

The game Milk was designed at Moscow University by Marshev and
Markin (see Smolkin, 1978). It represents the planning procedures and
processes used for the manufacture of dairy products (milk, cheese,
yogurt, ice cream, etc.) at the Moscow Milk Factory (MMF).B The MMF
comprises two large enterprises, each of which has two sections (prodUC­
tion lines) producing various kinds of dairy products. The players of Milk
assume the following roles:

• Director of the game. At different points in the game the direc-
tor will play the role of a minister, a consumer, and a supplier.

• Director of the MMF (DMMF).
• Chief engineer of the MMF (CE).
• Chief of the planning department of the MMF (CP).
• Chief of the mathematical and technical supply department of

the MMF (CMTS).
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• Two deputy directors of the MMF (DD).

• Four chiefs of sections (CS).

• Eight shop stewards (SS).

The game is played in three stages:
(1) A five-year plan is drawn up, showing the total amount of each

product required for each of the five years. with no disaggrega­
tion into size or type of product (e.g., only the total amount of
ice cream is specified. not whether it should be chocolate or
strawberry flavored, or whether it should be sold in large or
small cartons).

(2) The factory's operational plans Techpromfinplan (technical­
production-flnancial plans) are designed. These deal with the
disaggregation of the totals given in the flve-year plan into the
speciflc types and sizes of product, and cover various periods of
time. Operational plans are designed for periods of one year,
one quarter, one month, ten-day periods. and for single days.

(3) The operational plans are implemented and evaluated.

In the fust stage the Ministry of the Meat and Milk Industry provides
the DMMF with the aggregate totals proposed in the flve-year plan. The
MMF then designs a "counter plan", prepared by the CPo together with the
CEo the CMTS. and the DDs. Taking into account the real production capa­
city of the MMF, the CP calculates the additional requirements (raw
materials, etc.) needed to fulilll the five-year plan and sends them to the
ministry. If the minister satisfles these requirements the flve-year plan is
ratifled and the flrst stage of the game is completed. However, if the min­
ister does not meet the requirements, the MMF must flnd other ways of
fultllling the flve-year plan. This may involve a few iterations within this
fust stage.

In the second stage the CP, the CMTS, and the CSs prepare the
detailed (disaggregated) plan Techpromfinplan for various periods up to
and including one year. The operational plans for the enterprises and the
sections are then flnalized.

In the third stage the operational plans for various periods are imple­
mented and evaluated. This means that the real production processes
are represented by a system of models which is then solved using stan­
dard software packages.

Mule was initially played at Moscow University with students taking
the roles described above. After several experiments with the "educa­
tional" game, the designers decided to invite real managers from the MMF
to participate as experts, and to evaluate the decision-making processes
and decisions involved in the game.

Together with the managers of the MMF computer center the
researchers then deCided to use the gaming approach and this particular
game to design an MIS for the MMF, roughly as described in Yeflmov and
Komarov (1980), Komarov (1979), and Davis and Taylor (1975). This deci­
sion was made primarily because no one was happy with the usual pro­
cedure for designing and implementing an MIS.
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The procedure takes place in a number of stages (see General
Branch Methods MIS Design, 1972):

(1) Before the project starts, there is an investigation of the exist­
ing management and production systems used by the organiza­
tion being modeled (in this case the MMF).

(2) The technical aims of the MIS are decided upon.
(3) Drafts of the MIS are drawn up.
(4) MIS technical project design (resource requirements. cost

assessment, etc.. for various drafts) is carried out.
(5) MIS working project design (construction of the final draft) is

carried out.
(6) MIS is put into experimental operation.
(7) MIS is implemented.

Practical experience has shown that in many cases the future users
of the MIS do not take part in the design process. Furthermore, the MIS
is UBually tested only in the final "implementation" stage, which means
that users' suggestions for improving the MIS or eliminating any faults
noticed during testing can be incorporated only at the final stage, Le.,
long after the design phase has been completed. These problems
increase the time taken to put the MIS into operation and reduce the
overall efficiency of the system because designers are not usually
interested in making changes once the MIS has been implemented. A new
procedure for MIS design was therefore developed, as follows:

(1) Before the project starts there is an investigation of the
management and production systems in use at the MMF.

(2) The game Mule is played with the managers of the MMF.
(3) The technical aims of the MIS are worked out by comparing the

real system with the game management system.
(4) Variants of the game management system are generated using

the software package for the production and accounting
processes. These variants must be compatible with the techni­
cal requirements outlined in (3) above.

(5) Decisions are projected and adjusted according to the condi­
tions laid down by the game management system.

(6) The game MiUe is played with the future users in order to train
them.

(7) The MIS is put into operation at the MMF.

During the game the players introduced many changes. particularly
in the production models and the procedures used to collect and utilize
information. The players also informed the designers of the game about
the problems which could arise when introducing the MIS in the MMF.
This was very helpful in the design of both the game and the MIS. Playing
the game Mule as one of the first stages in the MIS design procedure has
also benefited users. The first benefit was that the MMF workers were
able to obtain a better idea of the changes in management that would
result from the use of the MIS. During the game they experimented with
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new planning and accounting methods so that afterwards they could sug­
gest constructive improvements in MIS design. The second benefit was
that many new types of MIS planning and accounting procedures were
adopted by users after playing the game. Further information about the
use of MIS in the milk industry is given in Markin (1979).

The game Mille has served as a frame game in developing a series of
branch-oriented games because it represents the process of drawing up
plans ranging from five-year to daily plans. This process is common for
practically all Soviet industrial enterprises. Besides, the game has roles
for almost all management levels in branch organizational structures
(from a minister to a shop steward). These levels and roles are typical of
Soviet production associations and enterprises. Based upon Mille, the
Marshev group is currently developing similar branch operational games
for the textile and clothing industries (the Te:dile game), and for meat
and fish processing industries (the Fish game).

The Marshev group is currently also under contract to design parts
of an MIS for two Moscow motor plants (ZIL and AZLK) , in particular to
prepare subsystems for production, quality control, accounting, and
analysis. With this in mind, the group is concentrating on the technical
aspects of the game, designing models of car production and the working
environment, as well as deciding on the main roles to be played and the
rules of the game. It is hoped that the ZIL and AZLKgames will be played
in Moscow by the managers of the car plants concerned.

In addition, the group has now begun the design of an operational
game called Post under contract from the Ministry of Communications.
Some drivers, postal workers, and managers actually working at Moscow
post offices will be invited to take part in the game, whereby it is hoped to
obtain a simulation model of the optimal distribution of postal vehicles
between the various post offices in Moscow, and to ensure efficient tran­
sport of parcels between Moscow rail stations, bus stations, and the post
offices themselves.

It goes without saying that in each of the games the production and
control parameter blocks had to be modified. For instance, in Textile we
had to introduce a speciftc control parameter "thread breakage in the
loom"; in Post we introduced two extra parameters (transport shortages
and seasonal variations in the amount of parcels handled by the Post
Office); and in the ZIL game we introduced the parameter "low quality of
semi-finished goods detected after prolonged service", etc.
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NOTES

1. More complete and correct definitions of the terms "game" and "gam­
ing" will be presented later.

2. War games, card games, board games, children's games, etc., are not
included in this analysis.

3. The author is the head of the Foreign Experience in Gaming subdivi­
sion of the Council.

4. The most important reports from these conferences are given in Col­
lected. Business Games(1978) , Simulation Games Jor Training and. Mas­
tering Management Inno'IJation(1976), Business Games and. their Com­
puter Program Supplies(1980), and in Birstein and Timofievsky (1980),
which contains short descriptions of 136 Soviet games.

5. "Noncoincident" here implies interests which are slightly different but
not diametrically opposed.

6. Russian here refers only to the RSFSR (Russian Soviet Federated
Socialist Republic) and not to the complete Soviet Union.

7. In the USSR, management games are used for research in the field of
management; design and implementation of new scientific results in
management practice; and training of managerial staff.

B. The game takes around 15 hours to play. The computer models are
written in PASCAL and are hence transferable.
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A REVIE1J OF GAllING ACTIVITlES IN JAPAN

Yutaka Osawa
CSllka University. CSaka (Japan)

1. INTRODUCTION

Shortly after the publication of the important work of Ricciardi et 11.1.
(1957) and Andlinger (1958), various kinds of business games developed in
the United States were transformed into Japanese versions and subse­
quently used among Japanese managers and students. During the same
period, in collaboration with Professor Totaro Miyashita of the University
of Tokyo. the present author also utilized this new educational tool and
developed several types of games (see. for example, Osawa and Miyashita
1961; Osawa, 1962); the last of this group to be developed (the Top
Management Decision Game--Model 625-B) has been played under our
supervision on about 100 occasions over a 15-year period.

One new development of gaming in the United States in the 1970s,
namely, dealing with social phenomena, was noted by engineering
researchers in Japan. Professor Tomitaro Sueishi of the Faculty of
Engineering, Osaka University and his group have made continuing efforts
in the development of gaming for analyzing problems of garbage treat­
ment in urban areas (Sueishi, 1977, 1978). Professor Yoshinobu Kumata of
the Faculty of Engineering, Tokyo Institute of Technology and his group
have studied the construction of highways and nuclear plants (Kumata
and Morita. 1975; Kumata et al., 1976) using experimental gaming tech­
niques.

In this review article, the gaming activities of these two groups are
first briefly summarized. Then some findings from our own experience on
the educational use of business games are presented. This is not, how­
ever. a comprehensive survey of gaming activities in Japan. For example,
some commercial institutions are offering businessmen opportunities of
participating in business games in order to refresh and extend their
managerial abilities. As regards the use of gaming as an aid to policy for­
mulation, research work in Japan has effectively only just begun.
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2. GAllING ON ENVIRONMENTAL PROBLEMS

Professor Sueishi and his group, under the sponsorship of the Insti­
tute for Systems Science, have been concerned with problems of urban
garbage collection and treatment (including wastes emitted by factories)
since 1976 (Sueishi, 1977, 1978). First, they investigated the actual
mechanism of garbage collection and treatment in various cities, sur­
veyed the development of gaming methodology and practice in the United
States for background information, and then tried several gaming experi­
ments using a preliminary version of their simulated garbage system.
Later, a revised version of the gaming model was applied to the actual
situation in Hiroshima and two experiments were carried out in which
various municipal personnel took part.

This latter gaming exercise involved the following roles: (1) the
mayor of the city, (2) local leaders of the neighboring rural areas, (3)
inhabitants of the city, (4) inhabitants of the rural areas, (5) inhabitants
of the area around the garbage-treatment plant, (6) representatives of
manufacturers located in the city, (7) garbage collectors, and (8) employ­
ees of the garbage-treatment plant. Six hours of gaming allowed for ten
rounds of play.

To begin with. a set of rules and a short description of the initial
situation as regards the city's garbage treatment arrangements were
presented to the players by the gaming operator. Alternative courses of
action from which each player could choose were specified to the players.
These alternatives were based on the study of various publications and on
interviews. The operator generated some events, both spontaneous and
planned. in each round. He also assigned the priorities with which each
player could respond to a given event. The player with the highest prior­
ity then chose some action from his list of actions, and stated the reasons
for his choice. Other players could respond to him in turn. The fiow of
money and amounts of garbage moved and treated were presented on a
chart. At the end of the round, each player was asked to report to the
operator on how he evaluated the actions taken by the other players and
on his own depth of understanding of the garbage problems of the city.

After ten rounds of play, the records of communication fiow between
the interest groups, and the conflicts that had occurred and had been
resolved. etc., were analyzed in detail. Throughout the gaming exercise.
there was a tendency for discrepancies of perception of the garbage prob­
lem in each group to become wider whenever a concrete plan was pro­
posed.

Sueishi and his group concluded that gaming methodology might be
helpful for building a new social system based on mutual understanding.
More specifically, the participants in the gaming experiment were able to
learn what kinds of issues were involved in the problem, how different the
value judgments and behavioral patterns of each group were, why such
wide discrepancies in perception of the issues involved arose, etc. It was
concluded that, if more people had the opportunity of joining the gaming
experiment. it might be helpful in setting up a new social system in which
mutual understanding would be reached through information disclosure.
hearings. participation of inhabitants in policy formulation, etc.
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The approach to environmental problems using gaming followed by
Profe ssor Kumata and his group (Kumata and Morita, 1975) was entirely
different. They thought that the development plan for a new pOWeT sys­
tem and the development program for a proposed nuclea.r power pla.nt
should be regarded as separate functions, or at most with the latter as a
fairly independent subsystem of the former. In their framework of
analysis, the power company set a goal for the amount of power to be sup­
plied and specified the development plan of the nuclear power system
based upon this goal. Then, in accordance with the company's plan, a
development program for individual plants could be formulated and come
into operation. This program might be expected to give rise to various
actions and responses by the parties concerned. Intercommunication
and interaction between these parties, including the power company,
could be viewed as constituting a decision-making process relating to the
construction of the nuclear power plant. The company would have alter­
native development programs. The company's programs and the actions
taken by the various other parties concerned could be regarded as the
input into the decision-making process, making it possible to compare
output with input in order to choose the optimum program for the overall
development plan of the company. Whenever the output was judged to be
unsatisfactory, a new development program could be generated or, when
necessary, the development plan itself modified.

Kumata designed a gaming model simulating the decision-making
process of the parties concerned in order to evaluate the alternative
development programs. A preliminary survey was conducted of recent
cases of power plant construction at three different locations. The follow­
ing roles were specified: (1) the minister in charge, (2) the governor of
the local region (prefecture), (3) the leader of the city concerned, (4) the
leader of the opposition, (5) the representative of the power company, (6)
three types of representatives of the inhabitants, (7) landowners, (8)
fishermen, (9) the press. and (10) public opinion. It was assumed that
each actor had his own objectives, and each was asked to optimize
specific functional forms representing these objectives. Actions to be
taken by the actors, constituting influence and information, were deter­
mined by field survey results and by pUblished records from newspapers
and magaZines.

Sixteen participants joined the gaming experiment and five of them
played the role of public opinion. Each period of the experiment was
divided into five steps, and in the first three steps communications were
exchanged among the actors. In the fourth step actions were taken, and
in the fifth and final step the present situations were explained to all the
actors by the gaming operator. About 20 minutes were needed to play
one period, which corresponded to three months in the real world. Four
alternative programs proposed by the power company were operated in
turn., with some repetitions.

The performance of each program was evaluated and compared mul­
tidimensionally using the following parameters: number of periods
required to start on-site plant construction; cost to the power company
(including opportunity cost due to delays of schedule); incremental utility
of the local inhabitants; stability of the political power bases of central
and local government; costs paid as a result of disputes with residents:
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etc. It was found that the program that disclosed details of the develop­
ment plan to the public in earlier periods brought about a more desirable
outcome in general.

The group's second paper (Kwnata et al., 1976) dealt with a highway
construction problem. Roughly the same framework was adopted as in
the case of the nuclear power plant problem. Nineteen actors were
specified, and live alternative programs were experimentally investigated.
These programs differed with regard to whether or not an assessment of
environmental changes was introduced, the stage during which local inha­
bitants took part in the process, and the pattern of communication
between inhabitants of the area and local government.

As regards this last problem, Kumata formulated the hypothesis that
the decision-making process would produce a more desirable output when
an efficient and open system of communication was available. It was found
from the gaming experiments that assessments of environmental changes
and their release to the public could remove uneasy feelings among the
inhabitants about pollution; the overall outcome of the gaming was
scarcely affected by the stage at which local inhabitants started to take
part in the development process; and finally, a large amount of informa­
tion could be communicated at the hearing, which appeared as a useful
means of achieving mutual understanding. Kwnata noted that it was very
difficult to identify the precise cause of variations of output in the
different cases, since these variations might be due to differences in the
development programs, personality traits of the participants in the
experiment, or other random factors.

3. SOliE ElIPIRICAL FINDINGS FROM: TOP MANAGEMENT
DECISION SI.MULATIONS

The Top Management Decision Came--Mod.el 625-B was developed by
Osawa and Miyashita in 1962 and has since been played, under our super­
vision, by top executives, middle managers, and candidates for manage­
ment positions in the leading companies in Japan. Over 3,000 business­
men have had experience with the game.

The essential points of the game can be swnmarized as follows:

One product is produced;

One market exists;

Four or five companies compete;

• Cartels are not permitted;
Between four and ten participants represent each company;
Each company has a different market share and balance sheet
at the beginning of the game; and

• There is no random element.

The items to be decided in each period are selling price, marketing
expenditure, R&D expenditure. rate of production, investment for
expanding productive capacity for the next period, short- and long-term
financing, dividend, capital increase, etc. One game period corresponds
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to three months in the real world. At the end of every year, the profit and
loss account and the balance sheet of each company are announced by
the game operator, while only the selling prices and stock prices are dis­
closed in every period.

One of the main features of this gaming procedure is that each com­
pany is asked to respond to questionnaires delivered by the game direc­
tor in the first period of every year. In the first questionnaire the partici­
pants are asked about their top management organization, their long­
range policy and planning, their management objectives and the quantita­
tive measures expressing them, etc. The second questionnaire asks
about the goals for market share, total unit cost, return on investment,
size of plant, and amount of inventory. There are also questions regard­
ing break-even points, optimal amount of inventory, pricing policy, and
optimum ratio of current assets to current liabilities. The third question­
naire concentrates on how each company analyzes the behavior of its
competitors based on their published financial statements. Market
shares, marketing expenditures, R&D expenditures, and dividends of the
competing companies must be projected here.

These questionnaires are designed in order to force the participants
to use various kinds of management tools and ideas applicable to decision
making in the gaming situation. This device is most important in order to
avoid rash and irresponsible decision making and also to preserve
records of the original intentions of each company for later discussion.
Neither good performance in the game nor full benefit from its educa­
tional effects can be achieved by simply filling out figures on decision
items.

Usually, in the opening session, which starts in the evening in the
common classroom, the gaming rules are explained using a player's
manual for one hour, followed by a one-hour trial period in order to avoid
misunderstandings of the rules. After this session, the participants
representing each company are put into separate conference rooms
where they are required to establish a top management organization. The
company's long-range policies and plans for the next day's gaming are
also discussed. Next morning the initial conditions are presented and the
game commences. It continues for about eight hours. After dinner, the
participants assemble in the common classroom again. More than twenty
charts, showing the performances of the individual companies as well as
the responses to the questionnaires, are then displayed. Following a
briefing by the game director on the information in these charts, the
"general meeting of stockholders" starts. The president or chairman of
each company describes the company's management policy, strategy,
and performance. Discussion continues for about two hours and con­
cludes with comments by the game director.

Through this gaming exercise, the participants are expected to
obtain the follOWing personal experience:

1. It is generally very difficult to achieve both profit increase and
market-share position improvement at the same time. This can
only be achieved when the balance between the timing of
dynamic and multiple decisions is very well judged.
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2. One of the important factors affecting the company's perfor­
mance is the coordinating function of its decision-making pro­
cess. Leadership from the chairman is especially required when
difficulties occur. Usually, a variety of good alternatives to over­
come such situations are proposed by some participants but
subsequently phased out in the process of discussion. It is not
an easy job to incorporate analytical findings based on quantita­
tive data into the final decisions.

3. When a company tries to determine the cause of its losing
money, it is most frequent that outside reasons, such as com­
petitors' aggressiveness or economic depression in the industry,
are blamed. On the other hand, there is a tendency to conclude
that a good performance results from the company's own
efforts. Very often, these conclusions are simply not true.
Failures by competitors may irnprove a company's market posi­
tion, and even in a bad economic climate an individual company
may improve its position.

In conclusion, we feel that by developing management games and
operating them in practice valuable experience has been gained by all
concerned. Firstly, without the active involvement of the participants,
the educational purposes of the game could never be achieved at all. The
game director should behave like the director of a drama. In the gaming
described above, we believe that none of the participants had a dull time
throughout the long two-day session!

Secondly, when a specific industry was simulated, and the employees
of a company in this industry played the game. some difficulties arose.
Players had comprehensive knowledge about circumstances in the indus­
try, while not all the elements concerning the industry were necessarily
involved in the simulation model. Sometimes the players wasted their
time in discussing items not included in the player's manual. For
instance, in the above-mentioned management game, the type of product
was deliberately not specified in order to minimize these problems.

Finally, it should be noted that the competent manager in the real
world generally displayed his abilities in the gaming situation. It was also
true that the players who were in higher positions in a company would
almost always get a high rating in the game, and vice versa. Although it is
frequently asserted that one of the factors in the success of Japanese
business is the so-called bottom-up style of management, this hypothesis
is, we believe, true only in cases when able junior employees are super­
vised by a capable senior manager.

Andlinger, G.R. (1958). Business Game--Play One! Haruard. IJu.siness
Review, 36(2): 115-125.
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TRANSFKRRING A COMPUTER-BASED
IlANAGEllENT GAME BETWEEN CAPITAIJST COUNTRIES

D.J. Hutchings and W.C. Robertson
Ed.it 515 Ltd.. Glasgow (UK)

1. INTRODUCTION

This chapter describes the experience of transferring a computer­
based management game from the UK to a number of other capitalist
countries. The game is the Ed.it 515 Ma.na.gement Game, a complex.
computer-based business training game. It was first devised in 1968 and
has been run regularly and often since then. To date, at least 20,000 peo­
ple have taken part in it.

The game is used in the normal way as a training tool to foster an
understanding of how a manufacturing company operates as the sum of
several parts that must work in harmony to achieve optimum results
from the whole. and as a means of improving the communication skills of
those taking part. It is used in universities. at seminars, and for in-house
training in business organizations, but it is best known in the UK as the
basis of a national competition, played annually, in which the winning
team receives a substantial prize. In recent years it has been success­
fully transferred from the UK to France, Portugal, Pakistan. IsraeL and
Brazil where it is used in a similar fashion. Other transfers are contem­
plated. This chapter discusses the problems that were encountered and
overcome in making these international transfers.

2. DESCRIPTION Of' THE GAIlE

The game is interactive, with up to eight teams of six players each
competing at one time. It simulates the activities of companies compet­
ing to sell three different products in four market areas, in the face of
competition from up to seven rival companies. At each pass of the game.
teams are required to make 63 decisions covering marketing. production,
personnel, procurement. research and development, etc. Being such a
comprehensive simulation, it is complex and for this reason was designed
from the start to be computer-based. The game is played in the usual
way, with discrete decision cycles. each simulating one-quarter of the
calendar year. Criteria for "winning" are usually based on maximizing
protlt or some management ratio that involves profitability in some form.

- 107-



- lOB -

As a national competition, the game is played on a very large scale,
with over 2,000 people grouped into some 400 teams taking part at any
one time in more than 50 games. In practice this means that, typically.
50 passes of the Game System. including data checks, computation, and
printing of reports, have to be accomplished in apprOXimately two hours.

To achieve this feat of logistics. the Game System had to be designed
to meet certain basic. overall criteria, and it was important that these
criteria were maintained during transfers between countries.

1. The game had to operate with as little mediation as possible
from the controller. It was necessary to minimize the number
of queries from participants who might be having difficulty
understanding what was happening. It was also necessary to
a.vaid any need for the controller to intervene. in order to make
the game unfold in a meaningful way. Ideally the game had to
run smoothly and interestingly without action from the con­
troller.

2. The game had to be self-checking and self-correcting. With so
much data passing into the system in a short space of time it
was not possible to check every decision variable over the range
of possible types of error. The Game System had, as far as pos­
sible, to identify errors in the input, analyze them. and make a
reasonable correction, automatically.

3. The game functions had to be sufficiently robust to protect seri­
ous players from the mistakes of those who did not entirely
understand whlltthey were trying to do, and from the interven­
tion of "kamikaze" players wanting to introduce chaos into the
game.

4. To cover any errors that might slip through the checking sys­
tem, or catastrophic loss of historic data on which the Game
System depends. the state of the game at any time had to be
capable of identical reconstitution from the previous, or even
earlier. states.

To carry these basic criteria successfully from one country to another
required the consideration of three actions: the transfer of the Game Sys­
tem; the briefing of the new organizer/controller; and the transfer of the
computer programs themselves.

3. TRANSFER 0.,. THE GAllE SYSTEM

To understand the transfer of the Game System it is first necessary
to understand the structure of the game under normal running condi­
tions as retIected in the various documents and computer programs:

1. The Playing Manual defines the game, not only for the players.
but also for the programmers.

a. The Decision Sheet sets out the decisions required from the
players at each cycle of the game, and controls the format in
which they are presented.
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3. The Management Report shows the outcome of each cycle. This
is interpreted by the players (with the aid of the Playing Manual
if necessary) before they make the next set of decisions, thus
inaugurating the next cycle of play.

4. The INPUT program checks the validity of decisions and per­
forms important scaling and editing functions.

5. The RUN program incorporates the basic model on which the
game depends.

6. The OUTPUT program, through its editing and rescaling func­
tions, creates the Management Report.

The policy in making a transfer of the game between countries is to
alter all of these elements, with the important exception of the RUN pro­
gram, in which every etJort is made to avoid change. This forms the con­
stant element to which changes in the other elements are related, and
which is known to be correct and functioning.

We first hold discussions with the local organizers to agree upon the
appropriate units of currency and other measures appearing in the docu­
mentary parts of the Game System-the Playing Manual, the Decision
Sheet, and the Management Report. Similarly. any structural or commer­
cial changes (Le., ditJerent methods of taxation, or treatment of deprecia­
tion) are agreed upon, as well as any changes to the layout of the Decision
Sheet or Management Report. Once agreed. at least two copies of the
English version of the Playing Manual are rewritten to include these
changes. The first becomes the definitive version for making changes to
the program element of the Game System. The second copy is used for
translation to the local language.

9.1. The Playing MBIlual

The Playing Manual. which is an integral part of the Game System,
performs three basic functions.

Firstly, it describes in nonfunctional terms the structurB of the
enterprise that will be managed by the teams taking part--the way
different parts of each company, such as Marketing, Personnel. Produc­
tion, etc., tit together to create the whole; the relationships between the
competing companies: and how these companies fit into the total
economic scenario of the game. The Playing Manual thus creates a
relevant "mental image" of the company so that the teams can gain some
idea of the company that they are going to manage--it helps to make the
company "real". It would be perfectly possible to rewrite the Manual to
set the scene differently and change the image of the game without
requiring changes in the RUN program, which forms the core of the game.
For instance, the companies are currently presented as making three
products that are not specified in any way, giving a somewhat neutral
image to players but allowing them to fill in the image of what they are
making with any products with which they may be familiar. However, the
whole game could be presented more specifically, as part of the clothing
industry, for example. if the Manual were written in such a way.
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To transfer the Playing Manual therefore requires not only that it be
translated from English, but that the style in which it is written should be
true to the country in which the game is used. The mental image
presented by the transferred Manual should relate comfortably to the
cultural and commercial practices of the country. The commercial "jar­
gon" must be right, as well as the structure.

Secondly, the Playing Manual describes the quantitative aspects of
the company. Costs and revenues must be in a relevant currency and the
use of resources must be in units that are suited to the country in ques­
tion. The figures given must relate to the economics of the country.
Where, for instance, the cost of fuel is cheap in reality it may be neces­
sary to reduce transport costs relative to those used in the UK version of
the game.

Finally. the Playing Manual describes the mechanics 0/ playing the
game: the playing cycle, the use of the Decision Sheet, and the
significance of the Management Report. These details are worked out with
the local organizers of the game.

The Playing Manual should be translated by a native of the country,
preferably one who has played and understood the English version of the
game. When a draft version of the translated Manual and the programs
are ready they should be used by local teams to playa series of trials, in
which queries, misunderstandings, and inconsistencies are noted as
points requiring revision in the Manual. In this way the Manual can be
brought up to a suitable standard before it is printed.

The preparation of the Manual is never really complete, however, and
only its use in serious game situations over a period of time will show all
of its weak points. The UK Playing Manual is constantly being revised to
clarify points that appear to be inadequately explained. The English ver­
sion has been through major revisions in which the layout and handling of
the contents have been entirely restructured, and it is now conSidered to
set out the facts of the game in a fairly clear and understandable way. It
was a hard-won lesson and the present general structure is thoroughly
recommended to those who wish to transfer it to other languages.

The role of the Playing Manual is of special importance in the Ed.it
515 Management Game because of the basic criterion that the game must
run with the minimum of intervention from the controller. The Manual
therefore becomes central to the Game System, and must be comprehen­
sive and accurate. Participants must be able to turn to it and have
confidence in its ability to answer their problems clearly and accurately.
However, one advantage of this approach is that the Manual becomes the
definitive document to which all other elements of the Game System must
conform.

3.2. The Decision Sheet

Input to the system comes from the Decision Sheet, which should be
translated using methods similar to those for the ManUal. There are cer­
tain technical constraints, however. The Decision Sheet is designed so
that decisions are represented by a maximum of 160 digits, which can be
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transferred to two aD-column punch cards ror each team. Though the
recent introduction of key-to-disc systems renders this discipline some­
what unnecessary, it is still considered to be good practice to limit the
space allocated ror decisions, as this prevents the game rrom becoming
inefficient. The design and layout or the Decision Sheet are, we believe,
responsible for the high degree or accuracy achieved rrom data prepara­
tion. In 12 years of running the game the number or punching errors has
been less than ten (in some 50,000 cards), and most or these have been
due to poor writing. ]n order to fit the decisions into the available digits,
it is necessary to scale the units in which the decisions are presented.
The wording or the Decision Sheet should always specify how the units are
scaled and what limits are placed on the decisions that can be made, e.g ..
the maximum and minimum values that can be used.

The Decision Sheet should be checked against the Playing Manual to
ensure that the contents o! both are in agreement.

3.3. The lIanagement Report

The final part of the documentation to be translated is the Manage­
ment Report. There are three matters to consider in transferring this to
another country, all of which are constrained by the overall need to
retain the present rormat of two pages of 63 lines, each with a maximum
of 132 characters. To achieve this it would be best to rollow the general
layout or the UK version of the printout.

Firstly, it may be necessary to alter the layout of the financial
accounts to follow local practice. The main constraint here is usually the
number of lines available. Once the layout has been settled, the max­
imum physical size of each number appearing in variable rorm should be
considered, and the units scaled so that the length or each number can fit
into the space available. The headings should then be translated into
local terms, using whatever abbreviations are acceptable and necessary
for them to fit into the space available. Finally, the Playing Manual should
be checked to ensure that its description of the contents of the Manage­
ment Report agrees with what will appear in the Report.

The latest development in the transfer of the Management Report
stems from Portugal where, instead of the computer being used to print
the headings for each item, the Report is printed on to preprinted sta­
tionery, so that only the variables need to be printed at run time. This
has several advantages--the run time is reduced, and the amount of word­
ing in the headings can be considerably increased because it is not lim­
ited to the character set and size available on the computer.

3.4. The INPUT Program

After the transfer or the Game System documents, it remains to
bring the computer programs into line with the game as defined in the
Playing Manual. The usual procedure is to amend a version or the UK
suite or programs in the UK and to test their accuracy before transferring
the programs physically to the local computer.
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The INPUT program acts as a buffer and interpreter between the
external parts of the system and the computer model. The model is a
complex system of functions, many of which are exponential or loga­
rithmic and some of which will only work within a limited range of values.
The INPUT program ensures that data arriving for use in these functions
are properly presented within the correct range. Each decision value is
checked to ensure that it lies within the preset range. and that it is con­
sistent with the historical activities of the company concerned. For
instance. if the company employs 12 salesmen (as a consequence of ear­
lier decisions), then only a maximum of 12 can be deployed to sell the
company's products in the various sales areas. If errors are found. rea­
sonable corrections are made automatically. These are fully described in
the Playing Manual. The data are then transformed by linear and matrix
scaling processes, which take into account the units in which the deci­
sions are made and any further transformations necessary to convert for
currency differences. To transfer the program it is necessary to amend
the scaling factors not only for the decision variables themselves but also
in the check parameters. Because the INPUT program was designed with
this task in mind it is relatively easy to make such changes to the scaling
parameters.

3.5. The RUN Program.

The decisions are now in a form suitable for presentation to the RUN
program. As stated earlier, the policy.when transferring the game is to
make every effort to leave this element of the Game System unchanged.
However, many of the functions and identities have constant elements
that will have been changed in the Playing Manual; for instance, the cost
of vehicles in the Transport function is fixed and should have been scaled
in the Manual. if only because of currency ditIerences. Such fixed param­
eters need to be changed for the RUN program and are stored in a
parameter file,

The more extensive the structural changes specified in the Playing
Manual the more difficult it will be to avoid making changes to the RUN
program. We try to retain the RUN program in its basic version because.
after many years of use and many hundreds of runs, it is known to be free
of error in the UK version. Because of its complexity, extensive changes
to the program will increase the risk of error, and the difficulty of tracing
that error through all three programs will increase enormously.

3.8. The OUTPUT Program.
Finally, the OUTPUT program creates the Management Report by car­

rying out three tasks. each of which requires modification in a transfer.
1. It scales the quantified outcomes from the RUN program to a

state compatible with the units and currencies specified for the
Management Report in the Playing Manual. In effect this carries
out the function of the INPUT program in reverse and, once
again, because scaling factors in the program are parameter­
ized the change is relatively easy.
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2. It restructures any local commercial practices that may differ
from UK practice and that manifest themselves in the Manage­
ment Report, for example the calculation of the unemployment
statistic, or the gross national product. This change may
require slightly more elaborate program changes.

3. The headings on the two-page Management Report will require
corresponding format statements within the OUTPUT program,
and these will require to be changed extensively from the UK
version. At this stage it is probably the most onerous program­
ming task in the whole transfer process. Clearly it is not neces­
sary if the Management Report is output onto preprinted sta­
tionery.

Thus the transfer is complete. In making the transfer, much of the
work can be done by the local organizer under our supervision.

4. BRIEFING OF THE CONTROLLER

4.1. The Role of the Controller

The Game System is designed to run in a control-free state. It runs
deterministically without reference to Game Control. Even parameters
such as interest rates and market growth rates are varied deterministi­
cally by the activities of the participants themselves as the game
proceeds. Deliberately introduced random effects are kept to a
minimum. Predictability (or lack of it) depends on the ability of the par­
ticipants to predict what other teams are doing, with only limited infor­
mation available to them. This is not to say that there is no controller,
but in our system his role lies in the creation of the game before the
teams take over. The controller has three main tasks to perform: to
make each game ready for play; to receive the Decision Sheets, present
them to the computer, run the programs, and dispatch the Management
Reports; and to intervene and make corrections in the event of errors
passing through the screening and checking procedures.

The design is such that every game can start from a different open­
ing position. Both the simulated economic environment and the company
that the participant teams take over can be in anyone of an infinite
number of states that depend on decisions taken by the controller in the
setting-up phase. The controller, working through a fourth computer pro­
gram, the SERVICE program, makes a series of opening decisions that set
up the companies in identical "zero states", Le., as if they had been newly
set up with only shareholders' capital and (as yet) no operation. The con­
troller then runs through the game cycle as many times as he thinks
necessary, making identical decisions for all companies, to achieve a
state that he thinks suitable for starting the game, at which time the
teams take over completely.
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The SERVlCE program has to be taken into account in the transfer
process. AJ3 the decisions made by the controller in setting up the zero
state involve similar units to those used elsewhere in the game. these will
have to be scaled to allow for currency and other factors. As with earlier
programs. changing the SERVICE program to do this is made relatively
easy by the use of scaling parameters.

4.2. The Controller's Manual

The controller requires a comprehensive briefing on the economic
concepts that enable him to create a particular opening position for the
teams. This is done through the Controller's Manual, which is written in
English. So far it has not been found necessary to translate it, mainly
because the local game organizers and controllers have had a good com­
mand of English, but partly because they use a large amount of computer
jargon. which tends to have international use.

One chapter of the Controller's Manual is devoted to the variable
decisions that the controller can make to set up the opening position of
the game. These variables are: opening capital available, market growth
factor. opening skilled-labor wage. and availability of labor. These fac­
tors interact according to the normal economic laws in a free economy to
create the general economic environment and are sufficiently general in
their effect to apply in most capitalist countries.

In setting up a game, the controller must decide the kind of game he
wants the teams to play, and the state of each company and the simu­
lated economy when they are taken over by the teams. He must consider
such factors as: rate of market growth. product qualities, capital and
plant available, availability of labor, interest rates, and wage and salary
levels. Clearly some degree of experience is needed to do this, and in the
opening stages of any transfer we often create states of the game at
which local users can take over.

The mechanics of running the game are explained in detail in the
Controller's Manual. This gives comprehensive and detailed information
on the structure of the programs, data files, and the sequence of events,
as well as examples of the computer commands used. It also explains
how large. multi-group competitions can be set up and controlled, sets
out the duties of the controller. and gives examples of the administrative
documents used for the game in the UK.

One of the basic criteria laid down for the game in the beginning was
that it should be able to re-create identical results from the previous, or
even earlier. states of play in the event of erroneous data being entered.
This is done either directly through the programs in the case of a rerun.
using the previous cycle as the starting point. or by reverting to copies of
the historical flles kept from earlier stages. Procedures for using both of
these techniques to re-create the game are explained in the Controller's
Manual.
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5. TRANSFER BETWEEN COMPUTERS

The transfer of the game from one country to another usually means
a transfer from one type of computer to another. In many ways this
represents the area of greatest difficulty in the whole process. The pro­
grams for the Edit 515 Management Game are written in FORTRAN Nand
were developed originally on General Electric computers. but now the UK
master version is held on a Honeywell 6000 Series machine.

Difficulties arise because different computers use different operating
systems, with the principal difficulty arising from the variety of word
sizes to be found. For instance, of the computers on which the game runs
in full time-sharing mode, the Honeywell 6000 uses a 35/36-bit word, the
IBM 370 a 32-bit word, and the DEC 10 a 35-bit word. The consequences of
these differences manifest themselves in two ways:

1. Where character variables are used, then in the programs the
definitions of these variables in Data Statements. and their
corresponding Format Statements. must be amended.

2. Different word sizes lead to differences in the accuracy of
numbers, particularly in the decimal portion of real numbers.
With double-precision and quadruple-precision numbers, which
are used in the programs, this is particularly noticeable. To
Bome extent this difference in accuracy is not relevant because
within anyone computer and operating system results will
always be consistent. It is only when comparisons are made
between the results from different machines, such as might be
needed for checking purposes, that problems arise.

Apart from the differences in word size, other problems can arise
from transfer to a different machine and operating system. One basic
feature of the design of the Edit 515 Management Game is dynamic file
handling. In the UK version, data files are created, or enlarged if neces­
sary from within the programs themselves. Some operating systems
(particularly IBM) cannot do this and require all files to be predefined
externally to the programs. To overcome this shortcoming, procedures
had to be set up using the IBM job control language.

FORTRAN N can bring problems as welL depending on the type of
FORTRAN compiler used. Different versions exist and originally the game
programs were written in an enhanced version of the language. Experi­
ence has forced us to rewrite parts of the programs so that the language
used is drawn only from the most common subset of FORTRAN.

In this connection it should be mentioned that the transfer of the
computer program has been aided by adhering to the following "rules" of
"defensive programming":

1. Use subsets of FORTRAN IV, adhering closely to ANSI standards;
2. Avoid overlays;
3. Do not use "clever" programming tricks;
4. Do not use machine-dependent routines, e.g., for random­

number generators;
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5. Use standard compilers and compiler options;

6. Use simple file structures;

7. Use standard input-output devices;

a. Use well tested and "robust" subroutines and functions of modu­
lar design that are used in other programs.

The programs now contain their own machine-independent random­
number generator, which is seeded from historical data at each cycle of
the game and which can be reconstructed to produce an identical
number should a rerun of the programs be necessary. Subroutines and
functions of this kind are of modular design and can be used in any suit­
able program.

Problems, however, will arise, even in transfers between identical
computers with identical operating systems and with identical computer
versions of FORTRAN. This happened to us once. All programs were com­
piled without error on the new machine but gave unexpected results. It
took us two days of searching to discover that the compiler on the new
computer had a part missing. (Murphy's law at work: If anything can hap­
pen. it will--Editar's comment.)

The final problem is the choice of a medium for making the actual
transfer of programs. Originally aD-column punch cards were used, but
these have now been generally superseded by magnetic tape. This gives
rise to problems because different computers use different tape systems.
We now use IBM standard (a-track, 1200 bpi, no headers). Most machines
now have conversion routines for this.

8. CONCWDING COIlllENTS

Since several transfers have been made from the UK to other coun­
tries, it becomes apparent that the conceptual and documentary transfer
of the game is not particularly difficult, especially when the local organiz­
ers have already played the UK version of the game. The principal area of
difficulty lies in the computer technology. This is not likely to improve
with time. HaviD& developed a popular and successful game, we must
keep up with the technology if the game is to remain so. New problems
are appearing as new generations of computers appear, particularly
microcomputers. While giving additional flexibility to where and how the
game might be used, they bring many new technical problems.

The ease with which the concept and scenario of the game have been
accepted in other countries can be explained by the fact that we have
always made the transfer to countries with the same economic system,
and that the game is concerned with a microeconomic problem that can
be replicated all over the western world. Players identifY readily with the
problems that the game poses, and gain real benefits by taking part. We
would like, however, to hypothesize that the basic structure of the model
used (as appearing in the RUN program) is sufficiently robust that, with
major rewrites of the PlayiD& Manual. Decision Sheet. Management
Report, and INPUT and OUTPUT programs, the game could be used also in
socialist countries.
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1. INTRODUt:rION

Since 1975, the year of the first international seminar on simulation
games within the CMEA, 1 cooperation between the socialist countries has
been developing steadily. Various institutions such as academies of sci­
ence, special institutions for the further training of experienced
managers, and universities are involved in research on gaming models.

It is now widely accepted that economic games always reftect the
socioeconomic environment of the country for which they have been
developed. One basic condition underlying the rapid progress in this area
within the CMEA countries has been the existence of the same social sys­
tem in all the countries involved. The computer hardware and software
available in the different countries is fairly uniform, thus meeting another
requirement for the easy transfer of games between the respective insti­
tutions. The computer family RYAD jointly developed by the CMEA coun­
tries and the corresponding operating systems provide good conditions
for running computer-based simulation games in different locations.

From several years' experience of international cooperation we can
identify the following main objectives of this difficult but promising task:

Research on theoretical aspects of game-playing;
General exchange of experience in the development and use of
Management Simulation Games (MSGs);
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• Transfer of existing games and their adaptation for use in the
new country; and

• Development of new games for educational, research, or opera-
tional purposes.

These activities will all be continued in the future. The research on
hierarchical multilevel management simulations is regarded as particu­
larly important: it is expected to lead to economic experiments in order
to gain insight into the difierent economic strategies used in the various
socialist countries.

The international transfer of games and gaming methodology pro­
vides a very important opportunity to disseminate gaming experience.
Therefore, this chapter will concentrate on generalizing the results of
several attempts to transfer games between socialist countries.

2. OBlECTIVES IN THE TRANSFER OF GAllES

One of the essential conditions for playing games in di.trerent coun­
tries is obViously that the game should be felt to be reasonably relevant
and interesting by players in these countries. Furthermore, the games
have to have at least some relevance to actual research, managerial, or
educational problems. The specific objectives in transferring a game
derive therefore from the specific interests of the institution adopting the
model. AB regards the main objectives for international cooperation in
the field of game playing two main points can be identified: the examina­
tion of underlying economic mechanisms in different countries and the
transfer of games and gaming methodology to stimulate the development
of new games.

2.1. Demonstration or Economic Mechanisms

When using a management simulation game (MSG) it is possible to
depict the vertical or horizontal structure of the economy either as a
whole or broken down into smaller entitles. The comparatively simple
games for production and inventory control, already fairly well developed
in most countries, are not of immediate interest here. Complex MSGs are
far better able to analyze and demonstrate the behavior of the manage­
ment responsible for developing the part of the real world mirrored in the
game.

The reasons for the development of MSGs are described elsewhere
(see Chapter W:a of this volume, by ABsa). They include attempts to

• Combine the heuristic capabilities of man and the computing
capabilities of the machine;

• Narrow the gap between management theory and managerial
practice:
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• Introduce situation analysis into management; and
• Improve the level of management education.

Therefore, running MSGs from several countries allows us to study and
compare the approaches to economic problem solving in the respective
countries. When used to demonstrate given economic circumstances in
the various countries the game models should not be altered but should
be used in their original versions. This aim in transferring games leads to
something approaching experimental economics.

2.2. Tnmsfer of Games and Gaming Methodology
to Aid Development of New Games

The exchange of games for this purpose utilizes the experience
gained by the game constructor to reduce the otherwise great efforts
required to develop the game model alone. The fact that the same socio­
economic system is in operation in all the socialist countries is one of the
main reasons behind their successful transfer of economic games. In
spite of this, however, considerable effort has still been necessary in
adaptational research work. The transfer of gaming methodology is
therefore equally as important as the transfer of complete games.

Some of the difficulties encountered in the transfer of games have
been summarized earlier by Assa (l981) as follows:

• Language difficulties;
• Existing differences in the social and economic mechanisms;
• Choice of appropriate institutional conditions (plant, enterprise,

organization, etc.) in each particular country where the game is
transferred and adapted;

• Gathering the necessary information; and
• Transfer of the models and the computer programs from one

machine to another.

Later in the chapter some of these difficulties will be discussed further.

3. GDR-HUNGARIAN EXCHANGE OF GAllES

During the Second International Seminar of the Socialist Countries
on Simulation Games, organized in 1975 by the Humboldt University, Ber­
lln, the management game BES-l was demonstrated (see Apelt et al.,
1975). The philosophy of these seminars has always been to provide
opportunities to pla.y games of interest and not only to talk about them.
Therefore all participants in the 1975 seminar played several periods of
BES-l and could then decide to what extent it was of interest to them.

At the same seminar a paper was presented on the business simula­
tion game DOENTS (Decide), developed at the Computing Institute of the
Ministry of Labor, Budapest (Doman, 1975). This game was then played
during the Third International Seminar, held in 1976 in Budapest.
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Both models simulate the behavior of industrial enterprises. While
BES-1 sees the company in a more generalized way and aims at develop­
ing different strategic concepts in managing the firm. the model DOENTS
is more concerned with simulating the production process of the enter­
prise in detail. 2 These two games have since been exchanged, Le., the GDR
BES-1 game has been transferred to Hungary and the Hungarian game
DOENTS transferred to the GDR. The main incentive for the exchange of
these games was the understanding that these models complement one
another and that therefore the transfer experiment would be of mutual
advantage.

There were three main groups of activities during the implementa­
tion of DOENTS and other Hungarian games (see Csaki et ai., 1975) on GDR
computers and the introduction of these games into educational pro­
grams. These involved general preparation. implementation of the com­
puter program, and testing, interpretation, and adaptation.

3.1. General Preparations

On the basis of the translated documentation (briefing papers, user's
manual, program description. etc.), an outline of the proposed usage of
the game was prepared. Experience gained from those who had previ­
ously played the game in its original version was very useful in this
respect. The outline included recommendations of the most appropriate
game variants to use.

The outline was discussed with the relevant authoritative party (e.g.,
head of department, scientific council of faculty, etc.) and after mutual
agreement had been reached a contract was signed between the original
author and the proposed user. This contract contained specific details of
all activities such as time schedules, divisions of responsibilities. etc., and
included agreements on an intensive exchange of experience over a
period of several years. Furthermore, all items to be exchanged within
the terms of this cooperation (documentation, computer programs, data,
etc.) were fully defined in the contract.

These contractual stipulations may at first sight appear excessive.
and there have certainly been examples of games being given away to
other institutions Without any of the formalities described above. But
often these latter transfers have been more or less friendly gestures or
only of interest for special game constructors. Without a clear-cut con­
cept of the proposed use of the game in education or research, the
transfer of a simulation model can involve a significant risk of failure with
all the associated wastes of time and material resources.

3.2. Implementation 01 the Computer Program

MSGs are characterized by their complexity and rely heavily on com­
puter assistance. The difficulties of transferring computer games are
therefore similar to those encountered in the dissemination of other pro­
gram packages.
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It was found advantageous to write the source programs in widely
used problem-oriented languages. Specialists in data processing studied
the respective job control languages of both computer systems con­
cerned to ensure perfect simulation runs on the new hardware system.

As part of the general documentation mentioned above, a
comprehensive program description has proved very helpful. It took
about 3 hours to implement the BES-1 game on the computer of the Com­
puting Institute of the Ministry of Labor in Budapest. Both computer sys­
tems involved were identical machines of the RYAD family. To prevent
difficulties regarding the correctness of the transferred software pack­
age, it proved very useful for the first simulation runs to be performed
under the guidance and supervision of the original program developer.

3.3. Testing, Interpretation. and Adaptation

The first step in transferring the computer-based games involved
several test runs with the original version of the game but on the new
computer. The results were then discussed with the author and the vali­
dity of the translation of the printed data was checked. Problems some­
times arose here due to slightly different concepts used in business
administration and accountancy in the various countries concerned (e.g.,
valuation methods, taxes, layout of the balance sheet, etc.). Therefore,
reprogramming was often needed for the computer output.

The adaptation efforts also extended to other parts of the model.
For instance, to use the Hungarian game DOENTS in the GDR it was neces­
sary to change several parameters and data. It is not sufficient just to
substitute the word Mark for Forint in the output! All values in the model
involving currencies had to be recalculated and program parameters
such as wages per hour, price per unit, etc., had to be changed. The
results of this adaptation work also found expression in revised briefing
papers and in the user's manual.

The agreed long-term cooperation between the original author and
the new user proved very helpful, especially during this period of adapta­
tion. In spite of the considerable work involved, there is general agree­
ment that the cost of adaptation is far lower than that reqUired for an
Institution to develop its own complex MSG "from scratch". It almost goes
without saying that the game must be relevant to, and wanted by the
receiving institution.

The DOENTS game has been adapted for use in higher education in
the GDR by scientists of the Bergakademie Freiberg (see Gallenmueller
and Wagner, 1979). The software problems were solved by K. Messer­
schmidt of Humboldt University, Berlin, and the variant used is entitled
BES-3.
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3.4. Recent Work: GDR-USSR Transfer

The conclusions drawn from the transfer of the DOENTS and BES-1
games between Hungary and the GDR were recently confirmed and
strengthened by the successful transfer of BES-1 to the Kazakh Polytech­
nic Institute "V.I. Lenin" in Alma-Ata during the autumn of 1982.

It took only a few hours to implement the program package on the
mainframe computer of the KPI. The game's authors then played several
periods to instruct the KPI scientists on the content and teaching aims of
the game in more detail. The Russian-language version of BES-1 is now
available to other universities and polytechnics in the USSR.

4. GDR-BULGARIAN COOPERATION IN GAMING

4.1. Introduction

The need to develop multilevel management simulation games arises
from the procedure used for constructing plans in the socialist countries.
Dialogues take place in the hierarchical structure of the management
system, both horizontally and vertically.

Vertical communications exist at the sectoral level between the plan­
ning authorities, ministries, enterprises, and plants, and at the regional
level between the planning authorities, the region, and the subregions.
Horizonta.l communications exist between the ministries, between the
enterprises, and between the regions and the sectoral ministries, enter­
prises, and plants.

One example of a multilevel MSG covering the dialogue between the
ministry, the enterprises, and the plants in the process of building and
realizing the plan is KOMBINAT (see Gernert and Habedank, 1980). This is
designed on the basis of two separate games. The first game, Econom.ic
Mecha.nism. (IM-1), was developed in the Institute for Social Management
in Sofia for educational and research purposes (see Assa et al., 1976). It
simulates the development of a complete industrial branch. The second
game, BES-1, was developed at the Humboldt University in Berlin and is
able to simulate the development of individual industrial enterprises.

By combining lhese two models, hierarchical structures in manage­
ment can be simulated. To provide some insight into the difficulties of
transferring and combining two models of such ditrerent origins, the two
basic game models will be described briefly in the next two sections,S
before we review the new combined game in Section 4.4 and discuss the
methodological problems involved in Section 4.5.
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4.2. The IM-1 Game

The management simulation game IM-1 is designed to analyze the
behavior of a production firm under various changes in the perceived
economic mechanism. The latter should be understood as a set of rules
and laws, determined in advance, regarding the interrelations between
the various economic agents (firms, institutions, individuals, etc.).

The production firm in the game is represented by an econometric
model, which is a system of linear simultaneous equations.· The variables
in the model are divided into two groups: endogenous and exogenous.
The endogenous variables together form a state vector which plays the
role of a performance indicator for the firm. 5 Its elements are seven vari­
ables, which correspond to the seven planned targets to be achieved by
the firm at the end of each period: namely, specified values for volume of
production, sales, costs, profits, wages, capital, and labor.

The exogenous variables are the "decision variables", with values
specified by the players (= the decision makers) at the beginning of each
simulation period. By varying the values of the 16 exogenous variables,
difi'erent state vectors, corresponding to different levels of performance,
are obtained. The procedure for evaluating the exogenous variables is not
random but is strictly a function of the existing economic norms and
rules and of the value of the state vector in the previous period.

The same sort of procedure is also used to determine various
schemes for interactive simulation with the model. In the first scheme,
each period can be simulated several. times until one achieves values of
the elements in the state vector that are acceptable, Le., near to the
planned values. This scheme is used mostly when the simulated periods
are one year long, thus giving players an opportunity to reconsider some
of their decisions, especially about investments, stat! recruitment, etc.

In the second scheme, each period is simulated only once. The deci­
sion maker must correct some of his earlier decisions at the same time
as he simulates subsequent periods. The second scheme is the most
usual mode for playing the game when the simulated period is three
months long.

The IM-1 game was developed on the basis of a broad econometric
analysis or a textile production firm. Factor analyses have shown that the
23 selected economic factors (7 endogenous + 16 exogenous) are
sutll.cient to describe the performance of the firm. An adequate
econometric model or the firm was obtained by constructing a system of
simultaneous regression equations describing the dependence of the
endogenous variables on the state vector of the remaining variables.

The structural form of the equations was chosen through the genera­
tion and estimation of 80 dHJerent types of regression functions. Accord­
ing to statistical criteria, the most accurate formulation of the produc­
tion process in the firm is achieved when logarithmic functions are used.
To ensure that a fast and simple solution would be possible, the
econometric model of the firm was built on the basis of linear regression
equations. The statistical data for the econometric model were from a
textile production firm, gathered over a period of five years. The use of
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real data considerably facilitated the estimation and adjustment of the
coefficients in the model. The computer program for finding the solution
is written in FORTRAN IV. The model is solved very qUickly (in less than a
second), which is a great advantage, particularly for the interactive mode
of operation.

IM-1 is used for educational purposes in the Institute for Social
Management, Sofia, and in various management training centers
throughout Bulg aria.

4.3. The BES-l Game

This management game was developed at the Department of Statis­
tics of Humboldt University, Berlin (see Gernert and Koelzow, 1973). It
aims at simulating a manufacturing process in order to aid studies in the
fields of business administration, finance, and economic theory.

The BES-1 model has been designed and implemented in cooperation
with members of several scientific disciplines at Humboldt University, and
the managements of a number of industrial enterprises and banks. There
has also been cooperation with Czechoslovakian scientists (see Machon.
1970). The industrial enterprise simulated by this model is described in
terms of its product line, marketing conditions, fixed and current assets,
manpower. and the necessary financial framework. In any simulation
period, decisions are taken about purchases of raw materials. manpower,
working conditions, investment, research and development. production,
tumover, and distribution of profits.

BES-1 is a general simulation model. The number of periods played
is variable and depends on the aims of the teaching staff. Each simulated
period equals three months of real time. Usually 4-6 periods are played
within 3-4 days (about 6 hours a day). The number of teams (3-4 persons
each) is variable as well.

The great flexibility of this game is due to the computer software
package. The program was flrst written in assembler (on the ROBOTRON R
300), and then rewritten in PL-1 and FORTRAN. It comprises about 2,500
PL-1 statements.

The development of BES-1 was completed at the end of 1973. Since
1974 it has been applied in training full-time students and high level exe­
cutives of enterprises in several branches of industry. A recent version of
this game is now used in about 15 universities and polytechnics in the
GDR and in other socialist countries. It is now the most widely used
large-scale rigid-rule simulation game in the GDR. Moreover, it has been
increasingly successful very recently in policy-formulation exercises in
special training courses for middle and higher industrial management.
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4.4. The Multilevel MSG KOllBINAT-l

The structure of this game corresponds to the three levels of
management shown in Figure 1.

Managln18nt IlMIl

A. Ministrv

8. Combine

C. Enterprise

Game structure (modals)

Figure 1. Structure of KOMBINAT-1.

(a.) Level 01 the Ministry 01 Industry. At this highest level of
management the team of wnpires represents the centralized planning
authority. All influences from the national economy (planned targets,
general directions for future development, resource constraints, etc.) are
elaborated and fixed by the team of umpires that acts in the role of a
minister of industry. In this way the educational aims of the gaming exer­
cise are formulated.

(b) Level 01 the Kombina.t. The industrial structure known as a Kom­
binat has been developed in the GDR over the last few years. A Kombinat
results from the merger of several industrial enterprises producing simi­
lar kinds of products. Recently the Kombinat has attained a very impor­
tant position in the country's economy.

Because the area of responsibility of the Kombinat management is
very similar to the decision-making process within a branch of industry.
the IM-1 model can be useful in developing economic strategies at this
level.
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Several interactive runs with IM-l in the dialogue mode enables the
Kombinat team to find a favorable economic strategy for the Kombinat as
a whole. There are several Kombinat teams under the management of the
ministry, all of them receiving their planned targets from the game
leader.

After finding a satisfactory solution, the Kombinat team is responsi­
ble for elaborating qualitative and quantitative targets for all the indus­
trial plants subordinate to it. Therefore the general plan figures for the
Kombinat have to be broken down to the level of indiVidual industrial
enterprises.

(c) Level 01 Individual Industrial Enterprises. The next lower level
of management is represented by the industrial enterprises playing the
business simulation model BES-1. These plants ditrer in size and level of
productivity. Their decisions (concerning production volume, manpower,
capital investment, research and development, turnover. etc.) are made
along the general lines laid down by the Kombinat team responsible. but
they will search for better solutions in order to improve efficiency still
further. The computerized simulation process of BES-1 takes the deci­
sions and provides feedback on the results to all three levels of manage­
ment.

4.5. Methodological Problems of Combining IJI-1 and BKS-1

This successful attempt to combine two independent models into one
game nevertheless caused many more problems than did the transfer of
the DOENTS game described in Section 3. In addition to the problems
associated with translating all the documentation and transferring the
computer program, it was also necessary to:

• Create a joint data base for both the models;
• Generate ditrerent starting situations for the BES-l enterprise;

and
• Adapt the econometric model of IM-1 to the economic interrela­

tions underlying the BES-l simulation. in accordance With the
economic mechanism in the GDR.

The amount of work invested in transferring IM-1 and merging it with
BES-1 into the large multilevel simulation game KOMBINAT was deter­
mined by a number of factors: the mathematical formulation of the
model; the exl.sting institutional conditions: the diflerences in economic
mechanism; and the organizational structure of the economies.

The new multilevel simulation game contains only the structure, the
simulation procedure. and the software of IM-l. From the point of view of
the data, a practically new IM-1 game was developed based on GDR data.
By playing the BES-1 game for several enterprises over 16 periods, an
appropriate amount of statistical data was generated. These data were
then used to estimate the econometric model. Due to Bome ditrerences in
organizational structures between the two countries and in the economic
mechanisms operating in the GDR Kombinat and the Bulgarian production
firm (D50). some economic factors were replaced by others.
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The institutional conditions have also been changed. For the Bul­
garian IM-1 a real production firm was used to produce the data. In the
case of the GDR IM-i, the required data were obtained by simulation. This
caused certain difficulties in the adjustment of the model. This adjust­
ment is required because the model is a system of simultaneous linear
equations. In order to assure that the simulated solutions of the model
are members of the set of feasible solutions. the lower and upper bounds
of the exogenous variables have to be determined. By using real institu­
tional conditions this procedure is made considerably easier.

The merger of the two games into a larger one was greatly helped by
the fact that IM-1 was programmed in FORTRAN and tailor-made programs
were used in the solution procedure. The latter saved a considerable
amount of work and time in moving the software from one type of com­
puter to another (from an ICL 1904A to a RYAD ES 1022).

The multilevel KOMBINAT game thus appears to be a good example of
the advantages for the development of new games of transferring gaming
methodology.

5. SOME CONCLUSIONS

Summarizing our experience of transferring games and game-playing
methodology, the following conditions are very important for smooth and
effective transfer:

• The program should be written in an internationally used,
problem-oriented computer language.

• The computers involved should be similar, e.g .. with regard to
operating systems, compilers. etc.

• The model needs to be extensively described and documented,
to enable the user to change some parts of the model on his
own.

• The game's authors ought to be very involved and available,
because they have to help the new user to adapt and then to run
the game.

• It is essential that precise objectives for using the game in edu­
cation or research, or for operational purposes are formulated
in advance, to prevent foreseeable problems or the waste of
time and money at later stages.
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NOTES

1. CMEA (also known as COMECON) stands for the Council for Mutual
Economic Assistance.

2. The BES-1 game will be described in more detail in Section 4 of this
chapter.

3. There is also a short presentation of some ot the main features of IM-1
in Chapter N:a of this volume.

4. The game Economic Mechanism (IM-1) can be expressed mathemati­
cally as follows:

A2:. + Bx. = c

where x. is the vector ot the endogenous variables, X ll is the vector of the
exogenous variables, Le., the decision variables, A and B are coefficient
matrices, and c is a vector ot resources.

5. The state vector x. is obtained as tollows:
x. = A-1(c-Bxll )
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1. INTRODUCTION

Computer technology is frequently claimed to be one of the most
efficient and effective modes of technology transfer. In a similar sense,
gaming technology is asserted to be an excellent mechanism for cross­
cultural research. Unfortunately, although the result is desirable, practi­
cal problems have generally prevented the implementation of a sys­
tematic test of the hypothesis.

This paper describes an attempt to study the problems and benefits
associated with the transfer of a business game from one country to
another. Beginning in 1971, New York University (NYU), New York and
Karl Marx University (KMU), Budapest initiated a project to transfer the
NYU management game to Hungary. This project involved more than a
simple movement of computer software from one location to another: it
also included modifying the basic model to make it appropriate to its
intended environment.

The overall project appears to have been a success, even though
some errors were certainly made. At the same time, based upon the
resultant utilization, the subsequent interinstitutional cooperation and
growing efficiency in implementing later projects, all parties feel that the
overall objectives of this project were achieved.

This chapter describes the activities that took place in this project,
and begins by providing the reader with a brief overview of the NYU
management game. Using the description as a starting point, it outlines
the steps which took place in the transfer and the apparent results. It
gives a brief overview of new Hungarian games initiated by the experience
from the transfer of the NYU game. It also reviews how the revised NYU
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game was used for operational research purposes. Because the chapter
is intended to assist future gaming specialists, we have attempted to go
beyond the final results. to discuss the problems that were encountered
along the way.

2. THE NEW YORK UNIVERSITY GAM:E-A BRIEF OVERVIEW1

The NYU management game is an environment-rich game used for
training students who are in the second year of a graduate business curri­
culum. The game accomplishes this goal by providing the students with
an operating environment that represents a careful balance between
computer models and role players from the surrounding business com­
munity. This combination make s it possible to accomplish objectives that
might otherwise be unrealizable, such as reflecting subjective factors that
cannot be adequately modeled on a computer. More significantly, this
same combination greatly facilitates the movement of the program from
one social environment to another.

2.1. Team Structure

Students participating in this program are divided into twelve teams
of eight players each. Each of these teams represents a US corporation
that manufactures and sells consumer nondurables (at the time of this
project, the specific product used was a detergent).

Groups of three teams each are divided into separate industries,
each nominally selling the same product line in a competitive environ­
ment. Direct competition only takes place within a specific industry.

2.2. Role of the Computer

The computer model represents the operation of the factory, the
market responses, and the firm's information system. In this sense, stu­
dent teams make decisions covering a broad range of business activities
(hiring, firing, purchases, shipment schedules, research and develop­
ment, sales policies, etc.). The computer model evaluates the outcomes
and provides the "results".

At the time that the model is run in the computer, the model has
access to all of the decisions made within a single industry, so that direct
competition is limited to intra-industry situations. Additional industries
are simply the result of running the basic model again with three addi­
tional teams.2

It is possible to implement a wide variety of transactions and busi­
ness agreements that go beyond the scope of the computer program peT
S8. In this case. the transaction or agreement is evaluated outside of the
computer and the results are implemented using a specially prepared
"administrative adjustment" provision. This capability adds considerable
power to the basic system, since it opens up the possibility for incor­
porating a wide variety of intercompany agreements without the simul­
taneous need for major computer model modifications.
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2.3. The Game Environment

The computer model Is complemented by adding many representa­
tives from the business community who play themselves within the game
environment. In brief, the following types of role players are incor­
porated within the game:

1. Each student company has a board of directors, comprising
high-level executives from nearby businesses.S These executives
play the role of "stockholder representatives" who are required
to represent the interests of the owners in overseeing company
operations. The business people meet regularly with the stu­
dents to review company operations. advise on future plans,
approve selected decisions which may have a major impact on
future company operations, and provide feedback on activities
of the student officers. These contacts take place during formal
board meetings and during informal consultations.

2. All financing within the game environment is provided through
contacts with nearby financial institutions. Student teams
requiring additional finances are referred to loan officers or
investment bankers at nearby firms. who counsel and react to
proposals in the same manner that they do with their real custo­
mers.

3. The interests of the workers are reflected by a labor union. In
this case, we have established a relationship with professional
negotiators working with some of the unions in the New York
community. A negotiation of working conditions and compensa­
tion rates is a major component in the simulated environment.

4. Each of the firms has access to lawyers who can advise on con­
tractual obligations and. if necessary. represent them in legal
cases.

5. The students are prOVided with access to a wide variety of con­
sultants who enable a wide variety of experience to be incor­
porated within the simulated environment. Thus, for example,
access is currently being provided to organization development
specialists who can assist the students in dealing with interper­
sonal and communications problems.

In a very real sense, the rich environment is the most exciting and
important component of the overall simulation. The benefits realized
cover a very wide spectrum. thus enabling representation of many factors
that otherwise could be presented only by developing very elaborate com­
puter models. It permits the introduction of subjective factors that can­
not be adequately retl.ected within computer models, and provides an
automatic dynamism that enables the game to keep in line with changing
economic. political, and social conditions. Finally, as in this case, it facili­
tates transfer of the gaming environment to other socioeconomic
environments.
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3. CHRONOLOGY OF THE TRANSFER PROCESS

Development of a Hungarian management game, based on the NYU
game. represented a natural growth evolving out of an academic
exchange program. The academic exchange program was designed to
help develop a cadre of Hungarian management specialists who were fam­
iliar with US management methods. As part of this program. several Hun­
garian specialists came to the United States and worked with US
academic colleagues. As a result of this intensive exposure, projects such
as management games were identified to keep the cooperation alive after
the initial study period was completed. This section of the paper contains
a brief summary of the events that took place in one cooperative venture.

3.1. Initiation

The cooperation began in late 1970, when a Hungarian scholar from
KMU came to NYU to study and to work with the management gaming
group. This activity provided the opportunity for informal discussions
that focused on continuing the cooperation after his return to Budapest.
The possibility of developing a Hungarian equivalent to the NYU manage­
ment game was a logical focus because it built upon the developed experi­
ence and collaboration, and because it provided a common dialogue for
all participants. The necessary approvals and funding were obtained from
authorities in both countries. Work on the project was initiated during
the summer of 1971.

3.2. Mutual Familiarization

It was agreed that the first step in the project would have to be
developing mutual familiarization regarding the two economic systems.
Consistent with this objective. the US and Hungarian teams went to Hun­
gary during the summer of 1971. A large number of interviews were car­
ried out during this period. As an illustration of the breadth of this expo­
sure, the following types of organizations and people were visited:

• Austrian branches of two multinational firms doing business in
Hungary;

• Five manufacturing enterprises and one state farm;

• Three governmental branches--the Finance Ministry, the
National Bank, and the National Planning Office;

• A prominent tax and accounting consultant to Hungarian indus­
try;

• A well known management consulting firm; and

• Members of the KMU faculty.



- 133 -

While the agenda of each interview was modified to refiect the specific cir­
cumstances, the following points were generally covered:

• Discussion of the principal business activity;

• Organizational structure;
• Role and responsibility of principal managers;

• Marketing and pricing policies;

• Accounting and taxation rules;
• Production relationships;

• Labor utilization;
• The role of both central and enterprise planning; and

• The apparent value of the planned management game (as seen
by the interviewer).

Each interview was used to collect data and to objectively validate previ­
ous interviews. Particular attention in the interviews was focused on the
nature of the accounting and reporting requirements of the enterprises,
because it was felt that while simulation/gaming might be new to future
participants, the reporting structure incorporated within the game would
be their base in reality.

3.3. Model Development

The interviews which took place during the summer of 1971 provided
the basis for initiating redesign of several critical models--finance,
accounting. and reporting. The remainder of the required changes were
felt to be achievable through parametric changes and through the
development of an appropriate Hungarian external environment.

The US team returned to New York, accompanied by Hungarian col­
leagues who could work on the required modifications. In general, the fol­
lowing changes were made:

1. The financial models were changed significantly. All items
retiecting US specific financing. such as stock market financing.
were deleted from the models. Additional models were
developed to retiect the Hungarian approach to employee com­
pensation, taxation, and allocations to investment funds.

2. All of the accounting models were modified to refiect the system
then in use within Hungary. This modification was a major task
due to the structure of the underlying computer program and
due to the fundamental difference in accounting methods used
in the two countries (the US system is based on French origins.
while the Hungarian system is based on German origins).

3. All participant materials--players' manuals, decision forms, and
reports--were translated into Hungarian. The player's manual
was first prepared in English at NYU. based on preliminary
specifications for the simulation. during the summer of 1971,
and the translation was made in the fall of that year at KMU.
while the program was being developed in New York.
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4. Initial approximations were made to parametric changes that
would bring production and marketing models into line with con­
ditions in Hungary.

5. The marketing structure was modified so that it reflected sales
to Hungary, the USSR, Western Europe, and the developing
nations. This was in contrast to the US version, which assume d
that sales were to four different regions of the United States.

6. Potential external business participants were identified,
together with the roles that they would play. It was assumed
that participants would be needed in the following categories: a
board of inspectors (roughly the same as the US board of direc­
tors), representatives from the National Bank of Hungary, and
representatives from the ministry controlling the simulated
enterprises.

4. PRELIMINARY PROGRAM EVALUATION

4.1. Purpose of the Test Run

A two-week test run of the simulation game was conducted in January
1972 at KMU in Budapest. Since such a test run is a critical phase of the
transfer process, and since many aspects of this game test also hold for
the full implementation of the game, we shall describe this test run in
some detail. The test run was intended to provide information to the
developers on two levels.

First, with regard to the major goals of the project, a "live" test could
give preliminary answers to the basic feasibility questions: (a) Was the
program a reasonable simulation of the environment of managers of a
Hungarian enterprise'? (b) Could a program of this type be run in Hun­
gary'? (c) Would it be a useful tool for management education'?

Second, on the operational level, four specific goals were set for the
test run:

1. To test the available computer facilities and operational logis­
tics to determine whether the program would run satisfactorily.

2. To test the overall realism and integrity of the simulation. This
was a joint evaluation on the part of the participants, faculty,
and research team.

3. To demonstrate the concept of large-scale management simula­
tion to the participants and faculty. The use of computer simu­
lation was not at that time a part of educational methodology in
Hungary, and the usefulness of the technique in that environ­
ment had to be demonstrated.

4. To uncover particular program areas or models needing
refinement or further development.
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Throughout the preparations for the test. it was made clear to the
participants that there was uncertainty connected with the design, imple­
mentation, and validity of the simulation, and that there would be no
"success" or "failure" associated with the test run. This was necessary to
ensure candor in the evaluation process and to gain cooperation from
otlicials, faculty, and participants.

4.2. Computer Facilities

The management simulation program was written in FORTRAN IV and
required 128 kbytes of memory on an IBM 360/40 or larger computer sys­
tem. KMU did not have a computer with these capabilities, so facilities
had to be found elsewhere in Budapest. IBM maintained a support center
in Budapest, containing a 360/40 computer system with 256 kbytes of
memory.

4.3. Background of the Participants

Three groups of participants took part in the simulation. Each
group, hereafter called a "team", was composed of seven or eight indivi­
duals. Two teams consisted of managers from enterprises in the
Budapest area, and the third team was made up of members from the
KMU faculties of industry and of commerce who were interested in the
educational possibilities of the simulation, both as a regular part of the
curriculum and also as a device for professional development programs.
Each of the teams included persons of varied management skills and posi­
tions in order to have the required range of talent for successful perfor­
mance in the simulated enterprise. Nearly all of the managers had
engineering degrees and had positions in upper-middle management.

4.4. Schedule of Play

The trial run began with an orientation lecture. After this session
each team member was given copies of the output of the computer pro­
gram which represented the most recent 12 months of history of their
enterprises. Three days were allocated for the participants to study this
output and to prepare a set of operating decisions for the next month of
play.

The first four plays of the program consisted of one month of simu­
lated operation of the enterprise. Since each play required approxi­
mately 350 decisions to be made (explicitly or implicitly) and the partici­
pants were also learning the responses of the simulation to various deci­
sions. one day was considered to be the minimum time needed between
plays. This single daily play was designed to provide opportunities for the
group to organize. learn to operate effectively as a team. and experience
the variety of interrelationships and dependent decisions made in a large
enterprise.
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The eighth and ninth days of the test required that the participants
submit decisions for two months of operation; i.e., two sets of decisions
were submitted and run together. but without an opportunity for the
team to review the results of the first month before running the second.
This placed a greater emphasis on planning and required a good under­
standing of the operation of the simulated enterprise. Decisions had to
be made on the basis of overall strategy rather than as a reaction to the
results of the prior month and the particular impact of the other enter­
prises in the industry.

The final day was planned as a general evaluation of the project
including sessions with participants, faculty. administrators, and assis­
tants to review the results and plan the steps required to implement a
full-scale test of the program. Several observers from the ministry. bank,
and exchange faculty from other East European universities were invited.
The evaluation was not focused on the performance of individual teams,
but on the overall nature of the simulation.

4.5. Participant Orientation

Participant orientation was a critical factor in the success of the
trial run. The managers and faculty members participating in the experi­
ment were important sources of criticism. and their ability to perform in
the roles of both participant and evaluator was dependent on their per­
ception of the nature of the simulation. Each had to be given some prior
expectation of the nature of the task reqUired. but the general orienta­
tion was given to explain (a) the purpose of the experiment; (b) the
framework of the simulation; (c) the advantages and limitations of this
method of learning; and (d) their role as evaluators of the simulation as a
model of a Hungarian enterprise.

It was made clear that in this abbreviated test, full development of
the "external environment" of real-world role players was not possible,
but that such a system was the goal once the simulation program itself
was thoroughly tested. Some of the external functions. such as the bank,
would be available through specific members of the administrative com­
mittee acting in those roles.

Each participant was assigned to a management position on his
team. These positions generally corresponded to the position of responsi­
bility held by the participant in his real-world enterprise. Team organiza­
tion was specified in order to assist the participants in adjusting to the
simulation more rapidly and to facilitate the task of administering and
evaluating the results of the test run. Ordinarily, team organization is
not specified during the full-semester implementations because this
allows more fiexible organizational structures and permits internal
changes in organization to occur more readily."

As the simulation proceeded, there developed a healthy competition
between the teams to achieve the greatest profit. Various strategies were
chosen, including cost reduction measures, equipment modernization
programs. and aggressive marketing campaigns. In the short period of
play, few of the schemes came to full fruition, although several appeared
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to have been well formulated and seemed destined for future success.
Generally the teams recognized that, in order to be successful, a coordi­
nated plan had to be developed for the enterprise, and that overemphasis
in one area usually resulted in serious problems in other areas.

4.8. Problems

The test of the program was carried out substantially as planned.
During the period of play, many small and several major problem areas in
the program were uncovered. The general problem areas were as follows:

Errors and omissions in the player's manual caused by changes in
the program, the translation to Hungarian, or uncertainty in treatment of
specific details resulted in many discussions with the participants over
particular decisions.

A similar, but less troublesome, problem occurred in the translation
of the text of the computer output. This resulted mainly from the
absence of required Hungarian characters in the print chain.

One of the expected sources of possible problems failed to material­
ize. It had been anticipated that difficulties might occur in the adapta­
tion of the participants to the structure and environment of the simula­
tion, but the participants generally accepted the roles and burdens
placed on them by the simulation and had little trouble associating with
the processes involved in the simulated systems.

4.7. Participant Reaction

At the conclusion of the test run, each of the participants was invited
to present oral and written comments on his impressions of the simula­
tion and, in particular, what problems he saw in the design and implemen­
tation of the program.

The managers were generally optimistic regarding the possibilities of
achieving a useful learning experience from participation in the simula­
tion on a full-scale basis. Although their own experience was clouded by
annoying technical problems. they were particularly impressed by the
extent to which the simulation highlighted the interactions and mutual
dependencies among the various functional disciplines in an enterprise.

A number of specific recommendations for improvements to the
simulation program were otrered. The suggestions showed an awareness
of the complexity of the simulation and, at the same time, an apprecia­
tion of the possibility of serious involvement of professional managers and
faculty in the operation of the simulated environment.

There appeared, however, to be one reaction to the simulation which
was based on the background of the participants and the business
environment. This was refiected in the nature of the questions and com­
ments relating to the areas of production and marketing. The partici­
pants were evidently well trained and familiar with the technical prob­
lems of production, and were very critical of this area of the program.
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Many suggestions were made which were intended to improve the realism
of the production area, and these otten seemed to be extremely techni­
cal. The impression was conveyed that there is preoccupation in the
management of Hungarian enterprises with technical production details,
perhaps due to the engineering and production backgrounds of many
managers.

In contrast, very little fault was found with the marketing area, and
comments about it were usually of clarification rather than of criticism.
The participants seemed eager to learn as much as possible about mark­
eting and distribution and apparently assumed that this part of the simu­
lation was accurate. or that they were not qualitled to judge the validity of
the models.

4.8. AdministraU've Reaction

The involvement of the participants in the operations of the enter­
prises and the competitive reaction of the teams underscored the general
satisfaction of the US and Hungarian administrators with the game. Most
of the technical problems were solved, and the way seemed clear to
prepare for full-scale implementation. The faculty members participat­
ing in the test were generally impressed by the scope and concept of the
simulation, but were about evenly divided on the applicability of the pro­
gram to the curriculum. The administrative committee and the president
of KMU were satisfied with the concept of a large-scale simulation, and
appeared ready to commit the necessary resources for a full-scale test.

Since a curriculum change at the university seemed to be a difficult
obstacle, it was decided to attempt to run the simulation in the fall of
1972 as a professional development workshop for enterprise managers.
The government was beginning to fund such programs to help speed the
introduction of better management skills in industry.

5. FULLlIIPLEIIENTATION

The tlrst full test of the simulation was held at KMU during the fall
semester of 1972. This program included full use of the external environ­
ment that was previously discussed. The program ran for 14 weeks. and
24 periods of the simulation were executed. The full implementation of
the program was planned. organized. and administered by a committee of
the faculty at KMU. Technical advice and operational strategy formula­
tion were provided through occasional transatlantic telephone conversa­
tions and one mid-semester visit to Hungary.

Use of the game has continued to the present time. The economics
faculty at KMU continues to use the game for training around 300
management students annually. and a full support staff is in place. It is
also being used by faculty and staff for research purposes (see below).
Changes are continually being made to the game to retiect changing
economic and management situations. and it is now in its fifth improved
version.
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The game is also in use at the Hungarian Management Development
Center at KMU. In this case the audience comprises middle- and upper­
level enterprise managers who are participating in postgraduate (execu­
tive development) courses. Although no formal studies have been carried
out to determine concrete benefits from the use of this game. informal
comments suggest that there are significant benefits associated with the
pragmatic game context and the ease of transferring the newly learned
techniques to a workplace context.

The game has also been used by the Danube Ironworks and by the
Ministry of Heavy Industry and has been in operation there for internal
training programs.

6. ND GAMES INSPIRED BY THE ADAPl'ED GAllE

Inspired by the success of the adapted NYU game, work on games of
similar, but home-developed, conceptions were started. Thus the Hun­
garian Management Development Center at KMU developed the Complex
Enterprise Management Game and the Computer Institute of the Ministry
of Labor developed the game Decide (DOENTS). Work on both of these
games was mainly done by people in some way familiar with the adapted
NYU game.

Since these two new games. as well as the adapted NYU games, were
all large, there arose at the KMU a need for smaller games that could be
more readily integrated into the ordinary course program at the Manage­
ment Development Center. Thus work started on smaller games, using
both the experience from the playing of the adapted NYU game and the
ideas of C. Csaki. This resulted in a smaller management game called
General Enterprise Decision Game (1975) and in a Decision Game lor Agri­
cultural Enterprises (1976).

In 19B1 a version of the General Enterprise Decision Game was intro­
duced into the training program of the Hungarian Socialist Workers'
Party.

Within the framework of collaboration between the socialist coun­
tries. the Lomonosov University of Moscow is using the General Enterprise
Decision Game and the Decision Game lor Agricultural Enterprises. In
1976 the Humboldt University in Berlin adapted the General Enterprise
Decision Game and the game Decision (see Chapter V:b of this volume, by
Gernert et aI.). In 197B the economics faculty of Novi Sad (Szabadka)
University started to use the agricultural decision game. Thus the origi­
nal US-Hungarian game transfer also had an indirect effect on the
transfer of gaming technology to other socialist countries.
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7. USE OF THE REVISED NYU GAME FOR OPERATIONAL
RESEARCH PURPOSES

It should be mentioned that the adapted game has also been used as
a tool for research on important practical problems. In 1974 the Hun­
garian Ministry of Finance commissioned KMU to use the game to carry
out part of its research regarding the potential impact associated with
changes in enterprise financing regulations. In particular, the ministry
was interested in obtaining an early indication of how proposed financing
changes would influence the behavior of practising enterprise managers.

Among changes contemplated were the following. Previously, enter­
prises had to pay a charge on assets on the basis of the gross value of a
part of their fixed and circulating assets. The planned modification was
that a higher charge (5% instead of 3%) should be paid on the net value of
the assets. Another planned modification was that rates and taxes to be
paid to the state after the wages paid would be raised by about 10% in
order to stimulate enterprises to practise more economical labor
management. The profits of an enterprise had previously been divided
into (1) a fund to be distributed among the workers and employees, and
(2) a development fund to be spent on the development of the enterprise
according to a compulsory formula. The planned modification was that
the enterprises themselves would have more freedom in the division of
the profits between these two funds (for details see Mozes, 1980).

The aim and character of these planned modifications made it obvi­
ous that the new conditions would have different influences on the further
development of enterprises with different capital compositions. There­
fore, the three enterprises in the game were established in such a way
that their capital compositions were also different. Relevant sections of
the computer model and the players' materials were modified to reflect
the proposed changes.

Practising managers were invited to participate in a gaming session
based upon the modified game model. Enterprise leaders of high and
medium level participated; the members of the board of directors were
leaders of directing bodies; the bank was represented by real staff
members of the Hungarian National Bank.

The game was thus used as a kind of "economic laboratory", Le., as
an experimental tool - a new use of gaming in Hungary. It was focused on
planned modifications of the system of economic conditions, which had
not yet been carried out in practice. In this way, these modifications
could be tried out in advance. One could thus hope to get some early
insights into possible enterprise reactions to the modified conditions,
perhaps also flnding out in advance some otherwise unforeseen
deficiencies in the proposals. The game could also help in reducing the
period reqUired for the adjustment of management to the new conditions.
Using the game, management could get acquainted with the new system
in advance and hence learn to adapt themselves.

At the conclusion of the session, the game results were used to
stimulate discussions regarding both the impact of and potential prob­
lems associated with the financing changes. From these discussions it
appeared that the game had not given any new evidence that spoke
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strongly against the new regulations. The approach described above was
certainly imperfect from a scientific viewpoint. At the same time every­
one recognized the imperfections and it was felt that the game provided
an artificial context that facilitated discussions and gave insights that
might otherwise have been difficult to obtain. It should also be mentioned
that certain behavior during the game later appeared to be verified when
the new regulations were introduced in practice.

8. THE EXPERIENCE IN ID.1ROSPECT

The overall experience of those associated with the development and
implementation of the NYU-KMU management game has been qUite posi­
tive. Since original development and testing activities in 1971-1973 there
have been periodic informal reviews of the experience. In summary, we
feel that the following identifiable benefits have been achieved:

For the Hu:nga:rian Side

• Access to an educational tool that had not been previously used
on a wide scale within Hungary.

• Development of a model that was eventually used for research in
connection with financial planning.

• Development of expertise regarding the operation of capitalist
institutions.

For the US Side

• Development of expertise relating to Hungarian business
methods. This information had a direct impact on courses being
taught to foreign trade specialists.

• Development of expertise and experience relating to coopera­
tion with socialist institutions. This experience greatly facili­
tated the conceptualization of similar projects with other social­
ist institutions.

For Both Sides

• Development of personal contacts that would facilitate the con­
ceptualization of follow-on projects.

• Development of interinstitutional cooperation.

Mozes, L. (1960). Management games in policy analysis and design. In 1.
Stahl (Ed.), The Use 01 Operational Gami:ng as a.n Aid in Policy For­
mulatian and Design. CP-60-6. International Institute for Applied
Systems Analysis, Laxenburg, Austria.
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Uretsky, M. (1973). Management game: an experiment in reality. Simu­
la.tion a.nd Games. June: 221-240.

NOTES

1. A more complete description can be found in Uretsky (1973).

2. A version of this game currently being completed has the capability to
represent a variable number of teams within a single industry. More sig­
nificantly. the number of firms can be varied during execution of a play of
the game. This capability permits the representation of situations involv­
ing the creation of new companies. or the merging of two already eXisting
companies.

3. All role players are volunteers, who donate their time to help improve
the educational program.

4. It is interesting to note that in the first full implementation. when the
participants were free to set their organization. they each organized in a
structure reflecting their actual real-world organizational relationships
and professional duties.
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Chapter V}:a

A US-USSR TRADE GAlIE I

Myron Uretsky
New York University, New York (USA)

1. PROJECT OBJECTIVES

This project was established to help accomplish several related
objectives:

1. To provide documentation of the steps involved during a typical
trade negotiation between US corporations and Soviet organiza­
tions;

2. To document typical experiences that companies have had in
such negotiations;

3. To identify dit!erences in negotiating styles and approaches;
4. To identify typical problem areas, reasons for the problems,

symptoms indicating a problem's existence, and alternative
methods for resolving the difficulties; and

5. To develop tools that can be used to train people who are either
about to enter US-Soviet trade negotiations or who must
interact with people involved in these activities.

2. THE SCOPE OF THE PRWECT

This project was carried out under the auspices of the US-USSR Sci­
ence and Technology Agreement. The US side was led by a team from
New York University and the Soviet side was led by a team from the Minis­
try of Foreign Trade. Academy of Foreign Trade. Both the US and the
Soviet participants agreed that they must limit the scope of the project
in order to ensure its successful completion. The following self-imposed
constraints were formulated to facilitate this process:

1. The work should be based upon actual technology transactions.
The need was to inject theory into practice. and to provide tools
that could significantly increase the volume of trade between
the two countries.
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2. The project was to center on the negotiating process, and not on
the implementation of already concluded projects.

3. The initial activity was to focus on licensing transactions.
License purchase and sale is becoming an increasingly large
component in many East-West transactions because it is per­
ceived to provide a partial solution to certain currency and
technology transfer problems.

4, The project was not to transfer any national military or commer­
cial trade secrets. Obviously, it is difficult to conceive of any
licensing transactions that do not involve (or at least. appear to
involve) some trade secrets. Nevertheless, both sides felt that
the success of the project rested on maintaining a structure
which assured participating firms or ministries that no trade
secrets would be transferred.

5. The data and relationships which the working groups from either
side exchanged could be modified to prevent disclosure of
national or trade secrets. Similarly, either side had the right to
rework the data so that its educational objectives could be more
fully realized. The primary limitation was the requirement that
the data and relationships must appear to be realistic and rea­
sonable when reviewed by practising trade negotiators.

3. ANTICIPATED OUTPUT

The project was designed to provide trade-related cases and nego­
tiating exercises which could benefit the US and Soviet academic and
business communities. When completed. the following materials would be
made available for use:

1. Case studies to be used to acquire an understanding of the steps
pursued in typical transactions, the problems that arise, and
their resolution. They would also form the basis for courses and
training programs.

2. A negotiation simuLa.tion to be used to gain a sense of what it
WIlS like to participate in US-Soviet trade negotiations. and to
anticipate common trade negotiation problems.

3. A series 01 reparts would elaborate upon the negotiations pro­
cess involved in US-Soviet trade.

4. 0VERY'lEW 01" ACTIVITIES

All of the projected results enumerated above were encompassed
within three major sets of activities:

1. A clISe studies series is being prepared to document how recent
US-Soviet negotiations have generally proceeded. This docu­
mentation permits readers to observe:
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(a) the troubles that arose;
(b) how problems were recognized;
(c) how the problems were resolved (if they were); and
(d) how the negotiations were concluded.

These cases are described more fully in Section 5.
2. A simulation game is being created to give participants greater

insights into the negotiation process. This exercise involves two
sets of participants: one set acting as US negotiators and the
other as Soviet negotiators. The two groups of participants will
have at their disposal background information regarding tech­
nology, industrial organization, company history. and tlnancing.
The actions taking place will simulate technical presentations
and technical and commercial negotiations. This game is
presented more fully in Section 6.

3. Research is being undertaken in order to acquire a greater
grasp of the US-USSR trade negotiation process. These investi­
gative efforts will permit both teams to observe such factors as:
the role cultural differences play: personality characteristics of
successful negotiators; and methods for making negotiations
more etJective.

5. CASE STUDIES

This part of the project deals with the development of cases describ­
ing the negotiations of technology-related transactions between the two
countries. Development of these cases inherently involved overcoming
operational difficulties, Le., assuring participants that no commercial or
government secrets would be transferred without prior approval. Most
significantly, it was felt that the cooperation of outside organizations was
dependent upon both the reality and the appearance of required safe­
guards. For this reason, three categories of cases were planned: single­
company actual. composite, and parallel.

S1:n.gLe-campany actual cases are exact descriptions of actual tran­
sactions. They are based upon specific transactions, and no attempt is
made to disguise the company involved or other essential details. Each of
these cases reviews the company or organization involved. A release
must be received by the project team before the case can be released to
the project team in the other country or to the general public.

Campasite cases are designed to illustrate typical situations. and are
not based upon any particular transaction or organization. Instead they
are "armchair cases" that represent essentially accurate and realistic
situations. Three of these composite cases have been completed. Provi­
sion is made to control the quality of these cases, since the protocol
between the two project teams specifies that each case must be review­
able by professional trade specialists who must be willing to testify to the
situation's plausibility. Composite cases are designed to accomplish two
objectives. First. they permit focusing on situations where the specifics
of company identification are not essential to the points being made.
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Second, they facilitate progress in the case development effort. The
latter point is particularly important. We have found that it is often
difficult to get companies to participate in the development effort. This
was to be expected, since the project's focus on licensing technology puts
the project in the midst of issues relating to both national and company
commercial secrets. The ability to develop composites permits the issues
to be addressed and it provides illustrations of the project team's case
approach.

ParaUel cases are actual or composite cases that are intended to
describe the same business transactions from US and Soviet points of
view. They permit a detailed examination of the conflicts that arise
because of differences in objectives or perspectives, and they show how
these conflicts can be resolved. The development of parallel cases is
inherently difficult because they deal with national and company com­
mercial secrets on both sides. In addition, they sometimes deal with
issues that the parties to the transaction would rather keep private. Con­
sequently, implementation of this step assumes prior agreement by
everyone involved in the process. At the time of writing. no parallel case
based on actual transactions has been prepared. The closest current
approximation exists in two composite cases developed by the US side.
These cases were then given to the Soviet project team, who developed
parallel composites refiecting a Soviet perspective.

8. THE TRADE NEGarIATIONS GAME

The simulation game is intended to provide participants with an
opportunity to experience trade negotiations. As such, it attempts to
incorporate a large number of structural and interpersonal factors that
appear to influence the outcome of such negotiations. This section serves
five purposes:

1. It identifies the key groups associated with running the game;
2. It describes the overall game structure in terms of activities

taking place;
3. It describes material given to the players;
4. It shows how subjective factors have been incorporated through

the use of diary items and opportunity points; and
o. It explains the role of the computer in the game.

8.1. Groups Participating in the Game

US Players

Three to five persons play the role of the US trade negotiators. The
materials that they will be given include:

A case containing background information on the US company
involved;
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• A synopsis of the commercial issues at stake;
• An elaborate report on the US trade environment;

• A less detailed description of the Soviet trade environment,
whose scope corresponds to that to which new US trade negotia­
tors would normally have access; and

• A series of interactive computer programs to help prepare
financial estimates, cost calculations, etc .. for which US negotia­
tors are normally responsible.

Srruiet PLayers

Three to five people act as Soviet trade negotiators. The materials
that they will be given include:

• A case containing background information on the Soviet organi-
zation involved;

• A synopsis of the commercial issues at stake;
• An elaborate report on the Soviet trade environment; and

• A series of interactive computer programs to help prepare
financial analyses. cost calculations, etc., for which Soviet nego­
tiators are normally responsible.

The Ad.ministrator

The administrator guides all game activities. His primary function is
to periodically introduce "minicases" containing additional relevant data
to appraise participants of the occurrence of such exogenous changes as
marketing conditions, economics, organizational changes, prices. com­
petition, etc.

6.2. Activities Taking Place
This section provides an overview of US-USSR trade negotiations

game activities. The game covers every phase of a typical negotiation,
from the initial interest in a license sale to a contract signing or negotia­
tion breakdown. This overall process comprises several distinct stages in
order to facilitate program execution:2

1. Background material is evaluated by each team;

2. Initial interest in negotiations is indicated by one of the sides;
3. A Moscow technical seminar is prepared by the US side;

4. The technical seminar is presented;

5. Technical negotiations are planned;
6. Technical negotiations are conducted;

7. Progress is reviewed by each team separately;

B. Commercial negotiations are planned;
9. Commercial negotiations are conducted;

10. A contract is drafted;

11. The contract is signed; and
12. The overall performance is reviewed.
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Although these steps have been presented in their logical. antici­
pated sequence, the actual simulation may not have such clearly defined
linear stages. For instance, if issues arise while drafting the contract, it
may be necessary to revert to the negotiations stage again.

The game is planned to take place over a 15-week period (the dura­
tion of a normal university semester) although it can be adapted to
nearly any time span. For instance, an administrator might decide to
modify the game so that it could be used in a shorter (3-5 day) manage­
ment development course.

The simulation terminates under one of two circumstances:
1. When an agreement is signed, or
2. When discussions have apparently collapsed.

The project does not extend into the implication stages.

8.3. Materials Provided to Participants
At the beginning of the game each set of players obtains three sets of

basic reference materials:
1. Detailed descriptions of the operating environment and adminis­

trative procedures existing in their own country;
2. Abbreviated descriptions of the opponent's environment and

administrative procedures; and
3. An extensive case study containing company background, organ­

izational structure, team negotiation chronicle, and information
about the roles being played. A series of minicases is inter­
Jected throughout the game, prOViding supplementary data
about changes in the company's operating environment.

The negotiation simulation involves several rounds. When each
period of simulated play concludes, the participants receive two docu­
ments: a formal report and a printed diary.

The formal report contains a description of the progression of the
game with respect to its overall context. It is the more general of the two
documents, containing information on budgets, time and resources
expended, a listing of expected settlement terms, and a listing of agreed
contract terms.

The diary is more specific in that it chronicles the events that have
actually taken place. It introduces additional events (for instance, "back
home" meetings, cultural activities, etc.) which provide participants with
nonsimulated aspects of the East-West trade environment. It provides
participants with opportunities (e.g., hosting delegations) which, it they
oapitalize upon them, could influence future negotiations.

By playing these three roles, the diary lends a richness to the
environment by providing both a record of events and a tlavor of the pro­
oess. The diary specifically contains the following types of information:
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1. A record 01 joint meetings between team representatives. These
joint meetings include the actual game conference, as well as
selected combined cultural events which can be referred to
within the negotiations. A computer program automatically
generates the latter items.

2. A record 01 activities in which the individual has been involved
during the period. This includes, for example, planning meet­
ings. review sessions, etc. These items are as detailed as possi­
ble, so that the participants may better internalize the activities
transpiring.

3. "Opportv:nity options" which are diary options that a team may
or may not exercise and that mayor may not influence the out­
come and timing of future events. Sample opportunities
include: a US-USSR Trade and Economic Council membership
invitation; the occasion to host delegations; and the opportunity
to attend conferences.

The US and Soviet teams do not get the same diaries.

8.4. Computer Support
The US-USSR negotiations game utilizes three sets of computer pro­

grams: US team support models contain a set of financial analysis and
monetary planning programs which enable participants to portray US
business people. USSR team support models are a set of programs
designed to aid participants playing Soviet trade representatives. Nego­
tiations support models consist of a set of computer programs to assist
the administrator to guide the progress of game activities.

The US Team Support Models contain two classes of computer pro­
grams that help participants to play US negotiators realistically:

1. F'LnanciaJ. plannm.g computer programs to generate current
financial statements and key ratios. These interactive programs
permit participants to incorporate assumptions regarding
market size, share of market, etc., and subsequently generate
flnanclal projections consistent with these assumptions.

2. F'Lnancia.L analysis computer programs to generate the kinds of
1mportant ratios and reports upon which evaluations of the US­
based firms are normally grounded.

As mentioned above, case studies giving background information on
the US companies are supplied to the US participants. These documents
contain several years of standard corporate-style financial data: income
statements, balance sheets, sales-by-product and sales-by-geographlc
market segment. production costs, etc. These statistics are placed into a
computer data-base, so that US participants can use them in tandem with
the computer programs. Additional data are introduced in each period to
reftect changes taking place during the course of the play. For example,
another year's data are added when one year (in game time) ends.
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The USSR Team. Support Models include a series of computer pro­
grams to enable the Soviet players to act realistically. These models or
programs, to be supplied by the Soviet side, are consistent with the pro­
tocol and approach being used for the US team support models. They
should, among other things, be based on case studies that would be given
to the Soviet players, and should be interactive.

The NegotiatiDns Support Models are used to guide game activities;
these activities should progress in the following manner. Both sets of
players make decisions in the negotiation simulation. The decisions are
handed to the administrator, who inserts them into the computer pro­
gram. An "analyzer program" interprets these decisions and determines
some of their consequences. This program tracks the tlow of activities,
accumulates resource utilization, determines timing and random events,
and provides information to both the diary and the reporter programs
mentioned above.

7. OVERVIEW OF THE PROGRAM

A considerable amount of progress has been made in bringing the
US-USSR trade negotiations game closer to completion. Particular atten­
tion has been focused on developing broadly based interdisciplinary
teams to ensure relevance to both academic and business communities.
Major steps achieved include the following:

1. A joint US-USSR project team has been established. The discip­
lines represented within the US team include: computer sci­
ence, model building. social psychology, gaming, and manage­
ment. The parallel Soviet team includes specialists in the follow­
ing fields: computer sciences, model building, and foreign trade
management.

2. A broad network of Soviet trade representatives has been organ­
ized. We worked closely with the Soviet team to find a mechan­
ism that would permit a nonbureaucratic flow of information to
take place to offset the difficulties associated with our physical
separation. In general, these specialists have been able to pro­
vide timely advice and/or information that would otherwise have
been delayed due to the physical distance between the two
countries.

3. An academic/industrial advisory panel has been established to
review work on the project and to assess its relevance to the
intended audience.

There have been a number of exchange visits by each team. These
meetings have permitted the teams to become familiar with the operat­
ing environment, to collect data, and to interview specialists. Most signi­
ficantly, each of these visits has included extensive consultation with
representatives from outside organizations. Efforts have been divided
along lines of comparative advantage, with each team taking responsibil­
ity for those development activities with which they have the most exper­
tise. Thus, the US team is taking the responsibility for defining the US
trade and company environment. while the Soviet team is taking respon­
sibility for defining the Soviet environment.
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The following activities have been completed thus far in the project:

• A complete overview of the game has been prepared and agreed
to by both teams.

• A series of working papers has been prepared describing the
functions that are to be included in the game. 3

• A case has been selected as a basis for building the US company
environment. This case is now being modified and enhanced to
make it relate to the specific objectives of this project.
Specifications for role player guides. player instructions, and
administrator's guide have to be completed.

• The Soviet side has produced the description of a foreign trade
game. The characteristics of this game have been incorporated
into the overview referred to above.

• The Soviet side has produced a mathematical summary of activi­
ties taking place within the trade negotiation process.

• The Soviet team has provided books describing the Soviet
foreign trade environment and approaches to planning and
managing trade negotiations. These books are being translated
tnto English.

Although the project is currently inactive due to the world political
situation, all materials have been stored in a manner that will permit pro­
ject completion and expansion at an appropriate future time. Much of
the material could also provide the basis for similar international trade
games.

NOTES

1. Work on this chapter has been funded in part by New York University
and by the National Science Foundation, under grants MCS-76-16601-A02
and MCS-76-17325.

2. This scenario description is written from the US Viewpoint. Informa­
tion regarding USSR activities is being prepared by the Soviet group.

3. These are available from Professor M. Uretsky, The Management Deci­
slon Laboratory, New York University, 100 Trinity Place, New York, NY
10006. USA.





ChapterVI:b

A GDR-UJ{ TRADE GAllE

Hans R. Gernert
Humbold.t University, Berlin (GDR)

James P.A. Conlan and Anthony Pope
School oj Management, Buckinghamshire College,

High Wycombe (UK)

1. INTRODUCTION

Management simulation games (MSGs) provide the opportunity to
combine features of several disciplines, such as management theory.
simulation methods, game playing, etc. The intersection of these discip­
lines is of special interest for developing efficient MSGs for educational or
operational purposes. It is this complexity that enables MSGs to reflect
real management problems better than simple games on specialized
economic topics.

The MSG described here represents the joint work of three authors in
constructing a computer-based, international business simulation. Ini­
tially, the contacts between Humboldt University in Berlin and the School
of Management at High Wycombe were merely part of the teaching pro­
grams of the two institutions. Quite independently, H. Gernert and W.
Koelzow, stat!' members of the Department of Statistics at Humboldt
University, had developed a computer model of a manufacturing unit,
whilst at High Wycombe business games of a variety of types had been
developed. The next stage involved combining this experience for a quite
specific, common research purpose. Meanwhile, contacts had also
developed with the Administrative Stat!' College at Henley. Oxon. UK,
where B. Aston was developing other types of international simulations.
His comments have been very valuable to the development of this project.

2. OB.IECTIVES OF THE GAIlE

The main objectives of this joint venture may be described as follows.
The 8%cha.nge oj ideas a.nd e:z:perience on the d.BVelopment and use oj

d;gerent Jeincts oJ ga.mes. This transfer of game-playing methodology shor­
tens the time needed to develop the game. The original viewpoints of the
authors were, to start with. by no means identical. Gernert and Koelzow
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have used the computer as a means of simulating the complexity of
industrial organizations. In contrast, Pope and Conlan have always
regarded computer assistance in operating games as only necessary
under exceptional circumstances.

The elaboration of a rigid.-rule large-scale MSG. This game is a tri­
partite exercise which purports to represent a UK manufacturer of
sophisticated, robot-like, production devices. supplying a GDR car
manufacturer. who, in turn, supplies a UK concessionaire. The game con­
structors gain insight into complex and different approaches to East-West
trade. The participants in the simulation runs will also be able to study
certain parts of the vertical structure of the centrally planned socialist
economy of the GDR and both the managerial behavior and the market
mechanism operating in the British economy.

The comparison of game-playing behavior in the GDR and in the UK.
It is planned to play the game with participants from Berlin and from
High Wycombe. The annual exchange of students between the two institu­
tions even provides the opportunity of playing the game with internation­
ally mixed teams. Because of the very different social systems built into
the game, any differences in the behavior of the decision makers will soon
become obvious.

One further objective in developing the international simulation
game described here is to illustrate the different approaches to manage­
ment in the socialist GDR and in the capitalist UK, and to demonstrate the
mutual advantages of international trade between countries having
different social systems.

The areas of management responsibility covered by this MSG can be
listed as follows:

• OptimiZing a given production-marketing situation.

• Planning all the arrangements required to open up a new
market.

• Conducting international negotiations as necessary to supply
that market.

• Budgeting for the capital investment necessary to increase pro­
duction whilst reducing unit costs.

• Striking a balance. under conditions of constrained supply,
between the demands of several differing foreign markets.

• Solving the entrepreneurial problems of supplying a new pro­
duct to an existing market.

• Establishing an importing agency and conducting fruitful nego-
tiations with the potential supplier.

This research project has shown that individual constructors of MSGs,
even those coming from such diverse economies as the UK and the GDR,
are quite able to develop useful joint games.

The modular arrangement of the three parts of the game allows it to
link very different types of models without undue difficulty. Details of the
individual models can be developed almost independently: given the dis­
tance between Berlin and High Wycombe. this has played a large part in
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making the project feasible. The authors' relatively rare direct discus­
sions largely center on the task of specifying correct interfaces between
the various models.

3. STRUCTURE OF THE GAME

As illustrated in Figure 1, the game will be operated by three teams,
representing

• A UK company (UKS) manufacturing and selling production
equipment suitable for vehicle manufacture;

• A car manufacturing company (Kombinat) situated in the GDR;
and

• A UK company (UKD) expressly established to import Kombinat
cars into the UK and to act as an exclusive distributor.

During the game a period of about three years will be simulated,
results being declared by the umpires, where appropriate, at six-month
intervals.

TEAM OF UMPIRES

o
r

I

:0

GOR

I
1

I01
I
I
I
I
I

Figure 1. The structure of the game. The meanings of the numbered
arrows are as follows: (1) Coordination in controlling the game, elaborat­
ing the strategic aims of the simulation, and evaluating the results. (2)
Information on national economic developments, trends, and events, the
issue of the plan targets and the allocation of resources (from the team
of umpires); reports on the actual economic developments during the
periods simulated (to the team of umpires). (3) International trade nego­
tiations between the teams concerned. (4) Flow of products.
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3.1. The UK Supplier

We will examine first the UK equipment-manufacturing model. This
part of the simulation feeds the second (GDR) model.

The UK production model has two parts, one essential and one
optional. The essential part simulates the structure of the pre-existing
markets for the production-automation devices. These markets are of
varying size and profitability. They are designed in such a way that the
initial situation for the UK producer is viable but not particularly
profitable.

The GDR market can be introduced into the set of markets already
supplied by "abandoning" the least profitable of the existing markets.

Alternatively, the UK producer can attempt to achieve economies of
scale, increasing total production and sales, by the addition of the GDR
market to existing commitments. Either way, profitability will be
enhanced, even at prices and volumes that may seem superficially not to
be very attractive. This enhanced profitability will, however, only be
achieved at a reasonable volume of business.

The optional part of the model would be a production simulation,
similar to but less elaborate than the GDR production model. Such a
model of the UK production company has not yet been constructed and,
initially at least, this part of the total simulation is represented only by a
price/volume relation, subject to some degree of uncertainty concerning
delivery from the factory. The remaining, essential part of the UK model,
is therefore portrayed as the international marketing subsidiary of the
parent production company.

In summary the team responsible for managing this UK supplier
company must flnd a favorable strategic concept, enter into negotiations
with the team of the GDR Kombinat, and run the game in such a way as to
maximize the profit margin on all sales of equipment.

3.2. The GDR Producer

The GDR team acts as the top management of the industrial combine
Kombinat, being responsible for producing and marketing private cars.

The team activities aim at showing how
The planning system is realized in a socialist economy;

• The macroeconomic interdependence of various factors is taken
into consideration;

• Import and export transactions are initiated and realized; and
• Import-export business on the basic principle of mutual advan­

tage can stimulate the production of high quality goods on very
efficient production lines.
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There are several stages in the decision-making process in the game
for the GDR team:

(0.) Elaboration oj 0. market analysis. Background papers show the
team members how the market for private cars is likely to develop in the
forthcomi.n8 periods (2-3 years). There are three market areas: the inter­
nal market, the socialist currency area, and the nonsocialist currency
area. The market research for the nonsocialist currency area is provided
in this game by the team representing the UK distributor. This area is
therefore identical with the UK market for private cars from Kombinat.
The market analysis will show the necessity of increasing production in
order to meet the higher demand.

(b) Busin.ess policy and the planning oj the production process. The
first step is an assessment of the balance between existing production
capacity and the given supply targets. At the beginning of the game
there is insufficient capacity available. Because there is fu.l.l. employment
in the GDR and labor is relatively scarce, the business policy must take
into consideration alternatives such as:

• Increasing the level of technology on existing production lines;
• Improving research and development;

• Devoting more resources to manpower training; and
• Investing in new and very efficient equipment.

In realizing the planned targets, the team members have to allocate
funds to the first three of these measures in accordance with data pro­
vided by the KOMBINAT simulation model.

In order to implement investments, special negotiations have to take
place because the necessary equipment has to be imported from the UK
supplier company. This stage involves activities such as:

• Asking for a tender;
• Taking the decision to import after having established that this

is feasible as regards the balance of foreign currency;

• Awarding the contract; and
• Delivering and installing the equipment.

(c) The simulation process. The simulation is implemented using the
computer .program package KOMBINAT-2 (see Gernert and Messer­
schmidt, 1982). This model was developed in the Department of Statistics,
Section of Economic Science, in cooperation with the computer center, at
the Humboldt University, Berlin. So that it could be included in the inter­
national simulation discussed here. the existing BES-l model (see
Chapter V:b in this volume) had to be altered and adapted to fit into the
economic framework of the joint game. Some parts of the algorithm of
the BES-1 model were also used in the new program. The KOMBINAT-2
model is able to simulate the behavior of an industrial combine consisting
of two or more plants. The decisions taken at the level of the Kombinat
management concern production, turnover, investment, research and
development, raw material purchases, manpower, working conditions,
profit appropriation, etc. The Kombinat team has to disaggregate the
proposed plan targets and reconcile them with the available resources of
the individual plants.



- 160 -

The model is programmed in FORTRAN either for batch processing or
for interactive use of display terminals. The simulation output shows how
successful the team has been in fulfilling the given task: namely, increas­
ing efficiency in producing.more private cars for all markets.

After the simulation run, the GDR team has to negotiate the delivery
of cars to the UK distributor. These three stages of the game are
repeated for any further period.

3.3. The UK Distributor

The starting position of the second UK team is that contact has
already been made with the Kombinat in the GDR. The team is provided
with a short market survey indicating a possible niche for the GDR cars in
the UK market, together with some fairly vague sales forecasts. The
report recommends the setting up of a concessionaire in the UK. Infor­
mation is also given about dealer mark-ups, desirable levels of spares,
stocks, and so on. (During the first stage of the game there is only one
UKD company. It is possible to enlarge the scale of the model in later
stages to include alternative distributors.)

The internal details of the UK concessionaire model cover product
design and quality, the recruitment of dealers and measures of their
varying effectiveness, delivery reliability, the availability of spares and
servicing, and finally, the stocks of the cars themselves.

The model generates demand data, using relevant parameters from
the results of the trading and financial negotiations conducted with the
GDR suppliers.

3.4. The Interface Between the Models

There is always a danger that computer-based business games may
be seen by the participants. at least to some extent, as games against the
computer. However, the skill or "gamesmanship" element of this particu­
lar exercise is actually deployed at the negotiation interface. The three
models themselves play more of a background role.

It can be seen, of course, that the correct quantification of the inter­
faces between the models is crucial to making the whole exercise work.
However, because of the modular arrangement of the models, the physi­
cal connection between the three teams can be established on paper.
The participants elaborate their own strategic concepts and then have to
carry through their various business policies into decision making, after
negotiating with the other teams and with umpires representing the
national economic environments in the UK and the GDR.
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4. EXPERIENCE GAINED IN DEVELOPING THE GAME

From our experience of the development of this game, combined
with the accumulated insight of several years of elaborating and using
MSG, we can outline the following criteria for the successful development
of such games:

• The process to be simulated should relate to a real-life problem,
which may constitute a crucial problem area in the economy of
the country concerned. The demonstration of the problem and
its solution in practice become the main goals of the exercise.

• The subject of the game has to be modeled realistically in its full
complexity, and the modelers must draw on expertise from
many flelds of knowledge (economics, managerial techniques,
management accountancy, computer science, etc.).

• The structure of the model has to be flexible so that the game
can be adapted easily to a changing economic environment.

• The description of the economic process simulated in the game
may be generalized to a certain extent so that other institutions
can also use the game successfully.

• Games with educational aims must clearly be in harmony with
the educational philosophy of the institution involved.

• The level of complexity of the model must be a function of the
time available to develop the game. Limited resources and time
constraints can obviously limit the achievable degree of com­
plexity of the game.

Most of the MSGs are at least partly based on computerized
simulation. Thus the technical specifications and availability of
the hardware and software used must be taken into account in
developing games which aim at wide usage.

Gernert, H. and Messerschmidt, K. (1982). Pla.nspiel KOMBINAT 2. Hum­
boldt University, Berlin.





PART VII

GAMING FOR FUTURES RESEARCH

AND SCENARIO GENERATION





Chapter Vll:a
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1. INTRODUCTION

We will direct our attention to futures research on social systems,
Le., organizations, institutions, and societies. In this context we see
futures research as the development and application of a methodology
that will lead to better insights into possible (and desirable) future social
systems and ways to reach them. Two aspects are central in this descrip­
tion: a view of the future, and an ability to shape the future.

Amara (1977) distinguishes the following characteristic features of
the futures field. It is visionary: integrative and strategic, with a tem­
poral focus seldom less than five years ahead, and usually twenty years or
more in the future. It is analytical: multidisciplinary and methodologi­
cal, with special emphasis on explicitness in forecasting, modeling,
scenario building, and related activities. And it is participatory: problem­
and implementation-oriented with particular attention paid to the social
and political aspects of planning.

Subsequently he describes five basic functions in the futures field
that combine the three features:

1. Goal Formulation. This function includes issue or problem
definition, creation of future images, and generation of alternative
futures. It is directly related to the visionary component of the futures
field.

2. Method. Development. This function includes the development of a
body of explicit knowledge for surveying the future. This function stems
from the analytical or research component of the futures field (together
with applications).

3. Applications. One of the practical objectives of the futures field is
to provide inputs to planning and decision-making processes by helping to
expand the range of useful alternatives, evaluate consequences of such
alternatives, and structure programs of intervention or action. This func­
tion mayor may not involve the application of formal methodologies.
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4. Coupling. This function is related to the assimilation of results of
futures research by intended users - individuals, groups or organizations.
The objective is to influence perceptions. attitudes. and behavior.

5. Implementa.tion. This function includes the interventions and
actions carried out to realize the objectives of a plan. At the same time it
provides feedback, which may lead to adjustment of goals, development
of new methods, or initiation of modified programs of action.

For our purposes we will perceive these five functions as the main
steps in problem-oriented futures research of social systems. They form
a cycle in which research is part of a broader process of social change.
This cycle represents the accumulation, although not linearly, of
knowledge, skill, and experience within the scientific community. If one
adds to the five functions the subsequent phases of a policy-making pro­
cess, the Ma.cro-cycle of policy-oriented research is obtained (Figure 1).
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I
I
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definition development~
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~ production

+--- Science~
linking

Figure 1. The macro-cycle.

It is reasonable to assume that, at each of the six steps in this
macro-cycle, different people will contribute to its progress. They ditl'er
With respect to motivation, knowledge, skilL experience, and responsibil­
ity.

Between Method Development and Science Production, it is possible
to distinguish another cycle, which includes the processes of abstraction,
deduction, and realization. This cycle. the Micro-cycle, represents mainly
basic and applied research.

We will start discussing the micro-cycle to show the underlying prin­
ciples and to point out conditions for the successful application of
research in the policy-oriented macro-cycle. The central theme in dis­
cussion of the micro-cycle is the development and use of simulation and
gaming to improve the interface between research and policy making and
to improve the policy-making process itself.
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2. THE IlICRo-cYCLE

2.1. Introduction

The micro-cycle consists of: (1) abstraction: (2) deduction; and (3)
realization (Figure 2).

Deduction

ation or application (science
etion, science linking,
ence utilization)

IMAGE A

Realiz

bstraetion produ
and sci

- REAL ORIGINAL
SYSTEM B

A

Problem definition

Figure 2. The micro-cycle.

During the development of a model. an image A is designed from the
original B. Depending on the problem definition, particular variables and
relationships can be mapped into the image system. This procedure of
choosing the relevant variables is defined as abstraction. After the model
or image system has been constructed, it can be manipulated and
analyzed so that conclusions can be drawn. This stage is called deduction.
The next stage is to verify the conclusions. This stage is called realiza­
tion. or application.

A rule of correspondence has to be established between the original
system B and the image system A. This implies that important charac­
teristics of the social system involved have to be included in the image
system. Two features of a social system have to be taken into account:
complexity and uncertainty.

Comple:rity results from the large number of aspects that have to be
considered. their interrelationships, and the many ways in which the sys­
tem can be described.

Uncerta.inty is a consequence of our lack of knowledge about the sys­
tem, of the unpredictability of specific future events, and of factors such
as value judgements and political actions. To deal with these factors,
models of social systems should be open to influences both from the
environment and from within, caused by decision-making (policy-making)
processes. Uncertainty about the behavior of a system arises partly from
its complexity, partly from environmental conditions.
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2.2. Hierarchical Approach and Interactive Simulation

The hierarchical approach is a suitable way to deal with complexity.
The system is divided into subsystems, which will be described and
analyzed subsequently. Partial solutions of subsystem problems are
integrated (coordinated) according to a hierarchy of decision problems in
order to reach a general description and a general solution.

Generally, three different strata are distinguished in the hierarchy:
a causal stratum, a decision-making stratum, and a norm stratum. The
causal stratum is related to that system of activities through which the
input-output processes, e.g., material flows, are accomplished. In the
decision-making stratum several layers can be distinguished, e.g., goal,
policy. strategy, and implementation layers. Finally, the norm stratum is
related to norms and values and the way these govern decision-making.
Higher levels in the hierarchy deal with global and long-term decisions,
while the lower levels deal with more specific and short-term decisions.
Both the decision-making and the norm strata define the purpose of the
system and consequently how the system responds to influences from the
environment and from within. The causal stratum and part of the
decision-making stratum can be described by mathematical models,
which can be simulated on a computer.

To deal with uncertainty, the system described in a hierarchical way
can be embedded in an "interactive simulation". The way the strata are
mapped into an interactive simulation is shown in Figure 3.

HUMAN INTERACTOR

COMPUTER

Figure 3. Interactive simulation.
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The most interesting characteristic of interactive simulation is that
man and computer cooperate during the evolution of the system. The
interactor, who can choose from a number of alternatives, observes the
system behavior that results from his decisions and the structure of the
causal model. After each time increment the behavior is evaluated and, if
the system does not respond as desired, decisions are adjusted for the
next increment. Interactors integrate available knowledge, adapt to
changing conditions, and make decisions based on their knowledge. skills,
norms, and values. The computer performs the logical numeric opera­
tions in a fast and efficient way. In the integrated set-up of interactive
simulation, man and computer represent the model of the real system.

In policy-oriented futures research on social systems it is important
to realize that planning decisions result from complex interactions
among several groups of actors. These groups have different objectives,
ditrerent modes of organization and operation, different perceptions of
reality, and different degrees and kinds of power to shape events (Hall.
1960).

Because of this quality of social systems we thought it appropriate to
integrate interactive simulation With gaming simulation. Gaming simula­
tion has proven to be a flexible approach in dealing with groups of people
engaged in very divergent activities. With regard to the hierarchical
approach, gaming integrated with interactive simulation assists the
development of multi-level structures of social systems. It brings the
characteristics of the image system closer to reality. Against this back­
ground we would like to stress that interactive simulation integrates all­
computer simulation, with strong emphasis on a rational and calibrated
approach, and gaming, which is more susceptible to an intuitive
approach.

3. AN 1NTKRAc:r.IVE SIIIULATlON/GAIlE FOR THE MICRO-CYCLE

An interactive simulation/game is developed in three stages (Figure
4):

1. Development of the simulation model.

2. Embedding of the simulation model in an interactive simulation.

3. Embedding of the interactive simulation in a game.

Each stage provides a product that can be analyzed in its own right.
Stage-specific goals are listed below.

1. Goals of all-computer simulation are related mainly to analysis
of social systems at the technoeconomic level. emphasizing the
quantitative aspects.

2. Goals of man-computer simulation incorporate the previous
goals but also include more qualitative aspects of individual
human behavior such as transfer of information and skills of
interaction with the dynamic elements of the simulation model,
the study of individual values and norms, and exploration of how
to cope with complex phenomena.
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Stage 3: Interactive simulation/game

Stage 2: Interactive simulation

Stage 1: Simulation model

Figure 4. Structure of an interactive simulation/game.

3. Goals of gaming incorporate the previous goals but are also
related to interaction within and between groups, to human
organizational aspects, and to communication, social learning,
and policy formation.

The development of an interactive simulation starts with
identification of the problem (problem definition) and finishes with an
interactive simulation/game. This instrument can be used to make
deductions at the level of the simulation model, of the interactive simula­
tion, and of the interactive simulation/game. With this instrument it is
possible, in a participatory mode of policy formation and planning, to
engage all persons involved in policy dialogues, which are supported by
research. A policy dialogue is a discussion about policy problems, causes,
impacts, and options (Klabbers et ai., 1980).

Using these ideas about the micro-cycle, we can now connect the
micro-cycle with the macro-cycle.

4. EllBEDDING THE lIICRD-CYCLE IN THE IlACRO-CYCLE

4.1. IntroducUon

When the link between Methods Development and Science Production
(Figure 1) is c.:>nsidered from the point of view of design and use of simu­
lation and gaming, in dialogue with a client system, we have a fiexible and
powerful tool to embed in the policy-oriented macro-cycle. This is espe­
cially useful in important policy matters a1Jecting a nation as a whole, to
be dealt with by upper-level policy makers.
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In this regard simulation/gaming is able not only to provide special­
ized scientific knowledge, but also, in particular, to suggest collaborative
arrangements compatible with the nature of utilization of knowledge and
with the eXisting systems of inquiry used to obtain and process informa­
tion.

A series of simulations/games, with participants representing all
groups involved in the policy formation process, will create situations
that mirror the complexities of the actual situation, will indicate to policy
makers what they have to know, and will help them understand which
decisions should be made using data and which ones should be made on
the basis of non-research knowledge (because they depend on value
judgements or political prerogatives, for example).2

Simulation/gaming is able to enlighten problem solving, policy for­
mation, and policy making through the new concepts that it either pro­
vides or stimulates. We realize, however, that the potential of this metho­
dology has only partly been explored and used for these purposes.

4.2. Level of Policy lIaking and Type of Gaming

Now we will direct our attention to some general notions about policy
making and social systems to provide a frame of reference for embedding
the micro-cycle in the macro-cycle.

Starting the macro-cycle with Problem Definition, we have to realize
that the level of policy making is crucial to the issues involved and the
way knowledge will be used, i.e., either instrumental or conceptual utiliza­
tion. We assume that upper-level polley making mainly deals with long­
term issues. Over the long term, social systems are ill-defined and poorly
structured.

Middle-level, bureaucratic policy making, dealing with issues over a
shorter term than upper-level policy making, tends to be narrower in
scope. Caplan states that the application of knowledge at this level
"involves the use of data ordered by the end user, produced by the user's
agency and most often applied with a view of improving management of
the agency's internal operations".

As the time horizon for policy making decreases, the structure of the
social systems becomes better defined. Policy makers concentrate more
on improving management of internal operations and thus try to rein­
force or even optimize the parameters of the existing structure. High­
level policy making. in its turn, tends to be less inward-looking, and is
more open to information from the environment of the social system and
thus more apt to establish new structures to cope with changing condi­
tions.

Let us assume that a research project is set up to provide informa­
tion for use by policy makers. It will be clear, from insights gained from
the links between research and policy making, that it is important to
know for which level of policy making the results (instruments) will be
suitable. The content and meaning of Problem Definition will depend on
the level of the policy-making process. As a consequence, the design of an
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interactive simulation/game and the final product will be influenced by
this level, and the linking and utilization of knowledge will follow a certain
route. However, the methodology dealing with the micro-cycle provides
the flexibility to take into account and adjust to these circumstances.

Let us first look at the case when the macro-cycle starts with Prob­
lem Definition at the middle level of policy making. It seems reasonable
to assume that the structure of the social system is set. Because of the
ongoing administrative and information processes, many decisions tend
to become more routine. As policies and programs are rather well
defined within that structure, the interpretative ccntext is also esta­
blished fairly well. In terms of the strata mentioned earlier, it is also rea­
sonable to assume that the causal stratum and part of the decision­
making stratum are well defined.

An interactive simulation/game based on such a system follows fixed
procedures for designing and conducting the game, in agreement with the
real situation. Such an interactive simulation/game will be classified as a
rigid-rule game. The aim of a rigid-rule game in general is to improve or
reinforce the existing social structure, independent of whether the game
is used for educational, research, or practical purposes.

Let us next assume that the macro-cycle starts with Problem
Definition at the upper level of policy making. At this level the structure
of the social system is assumed to be poorly defined. Policy making at
this level establishes notions of acceptable structures and arranges pro­
cedures and conditions for society in the future. The interpretative con­
text is only vaguely known, and, therefore, so are the "ins and outs" of the
system.

An interactive simulation/game based on such a situation follows a
more open procedure for designing and conducting the game, also in
agreement with the real situation. Such an interactive simulation/game
will be classified as a free-form or frame game. The aim of a free-form
game is to establish a satisfactory structure, independent of educational,
research or practical purposes of the game. With the use of such a game
the interpretative context of the social system for the long term may be
established.

In both situations mentioned above, the systems approach and the
method of interactive simulation are methods of inquiry rather than tools
pfIf"se.

4.3. Phases of Policy-Making Process and Types of Gaming

We next consider the use of an interactive simulation/game at dif­
ferent phases of the policy-making process. Mitchell (1980), in discussing
an empirical study of social science utilization among state legislators,
distingUishes four phases of decision making:

• Articulation
• Aggregation
• Allocation
• Oversight

(The macro-cycle (see Figure 1) is connected to each of these phases.)
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During the articulation phase, social science serves primarily to con­
ceptualize the policy issue (enactment) and define subgroups within
major interest groups. Utilization of social science during the aggrega­
tion phase is more concerned with problem solving and coalition building.
During the allocation phase, the main impact of social science is related
to evidence assessment and persuasion. Finally, when the legislative
oversight phase starts. social science is mainly involved in evaluation and
criticism.

During the articulation phase, the macro-cycle should provide
knowledge to enhance the conceptualization of the problem. In this
respect, free-form games seem most appropriate. During the aggrega­
tion phase, when groups focus on problem solving, rigid-rule games seem
to be more suitable. In both cases the gaming aspect, i.e., communication
within and between groups of policy makers, is most important. When a
policy-making process enters the allocation phase. rigid-rule games will
be useful, but emphasis may be placed more upon the simulation part of
the game, for example, to perform cost-benefit analysis. If
simulation/gaming is applied to policy making, it seems most suitable
during these three stages.

4.4. GBJDing and the Gestalt of the Situation

One of the main results of systems research in generaL and of
simulation/gaming in particular, is that the research team develops a
systems view, or gestalt, in which the relationship between state descrip­
tion (structure) and process description (function) can be articulated
well. A major problem is how that systems perspective can be communi­
cated to the user, who normally lacks the time, skilL or motivation to
become familiar with the image system. Le., the model and its behavior.

In this regard, interactive simulation/gaming is not only an instru­
ment for analysis. but is at the same time an instrument for communicat­
ing a systems perspective in a client-oriented rather than a method­
oriented mode. In an interactive simulation/game participants become
directly involved in simulating reality. In doing so, they not only use cog­
nitive skills, but also exchange experience and knowledge that are based,
to some extent, on intuition and beliefs. While interacting with the com­
puter. participants also communicate with each other, within and
between groups. Every participant and every group develops an image of
the system. relying both on instrumental and conceptual information.

Because of social interaction during the game, an individual's image
of the system is much richer than it would be after reading a technical
report of the research, for example. There is no guarantee that the user,
having read a report, has gained experience in using the particular infor­
mation, or that he knows how to translate the results into long-range poli­
cies or daily decisions. Therefore, in this context an interactive
simulation/game is more suitable. At the middle level of policy making,
it leads to better insight into the qualities of the existing structure of the
social system. At the upper leveL it gives a better insight into the quali­
ties of new structures and their possible consequences for members of
the system, e.g., citizens, professional policy makers, and action groups.
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The body of knowledge of social systems consists of both common
sense and scientific knowledge. Interactive simulation makes it possible
to confront one with the other. The more fruitful this confrontation is
with respect to social problem solving, the more effective will be the link­
ing process.

5. SUIIlIARY

The main ideas of the paper can perhaps be summed up in the follow­
ing ten statements.

1. The aim of middle-level policy making is more concerned with
optimizing the parameters of the existing structure, while the aim of
upper-level policy making is directed more to establishing new struc­
tures.

2. Simulation/gaming should take into account these levels of policy
making. A rigid-rule game is more suitable for middle-level policy mak­
ing, while a free-form game is more suitable for upper-level policy mak-
ing.

3. A client, Le., a policy maker, usually lacks the time, skilL or
motivation to become familiar with the model and its behavior.

4. An interactive simulation/game is not only an instrument for
analysis, but is also an instrument for communicating a systems perspec­
tive in a client-oriented rather than a method-oriented way.

5. There is no guarantee that the policy maker, having read a techni­
cal report, has gained experience in using the content of the report, or
that he knows how to translate its results into long-range policies or daily
decisions.

6. Policy making and planning are processes of continuous, although
not linear, incremental learning, evaluation, and modification. Policy
makers are willing to take advantage of scientific knowledge of social sys­
tems to improve the policy-making process.

7. Synthesis of knowledge from sub-disciplinary research into an
integrated body of knowledge is lacking. The way scientific research is
budgeted reinforces this situation. It hampers the progress and utiliza­
tion of the social sciences in particular.

B. The interface between research and (public) policy making, and
thus communication between representatives of both groups, is inade­
quate.

9. Problem definition improves with a growing awareness of the
characteristics of the system. The more explicit the assumptions under­
lying the interactive simulation/game, the better the instrument is able
to stimulate discussion of problem definition, future images, and so on.

10. Interactive simulation/gaming facilitates the mixture of analyti­
cal and interactive problem solving. It enlightens problem solving (policy
making) through the new concepts that it either provides or stimulates.
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GAllING AS AN INSTRUMENT FOR F1JTURES RESEARCH

Ryszard Wasniowski
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WrocLaw (Poland)

1. INTRODUCTION

A growing awareness that many of the decisions taken today will have
very long-term consequences makes it increasin~ly necessary for society
and individual decision makers to consider and plan for their future
responsibilities. At the same time, a number of these decisions assume
large-scale and sweeping socioeconomic and technological changes will
take place; moreover, the pace of changes which directly impinge on indi­
viduals and society is accelerating. As a result of these developments
there is an increasing need for the integration of knowledge concerning
social and sociotechnological systems and for better tools for policy for­
mulation and implementation.

In this chapter we shall first discuss the potential of "futures
research" for fulfilling this need and next examine the use of gaming
within this field. We shall then discuss some work in progress at Wroclaw's
Futures Research Center (FRC). Here an interdisciplinary research team
is studying and analyzing systems of different natures, with special
emphasis on decision-making processes, in order to assess and improve
long-range planning and strategy formulation. Within this context we will
discuss futures research using gaming in two specific areas: regional
development and the computer industry.

Futures research is a relatively new field, about which there exists
considerable confusion. It has gained widespread publicity during the
last decade in the course of producing a number of much-discussed
"world models", but the term "futures research" still leads to some
misunderstanding. In the sense that we understand it, futures research
means an attempt to foresee the future development of a given system.
The aim of systematic research on the future is to make statements
about possible real future developments on the basis of presently avail­
able concrete data.
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The results of futures research can be applied in many areas of life.
Usually, futures research is undertaken for a specific client. We are per­
sonally interested in the use of futures research results for planning.
Here the most direct effect is usually on normative planning, which in
turn influences strategic, tactical, and operational planning (see Figure
1).

Figure 1. The role of futures research in the planning process.

In the last few decades several important books have appeared which
attempt to delineate a methodology for futures research. The literature
in this area deals with several aims: these include setting general goals
for futures research, outlining methods to be used in futures research,
and providing frameworks within which futures research can be carried
on. Helmer (1966) argues that the future can be investigated systemati­
cally through a three-step process:

• Constructing forecasts delineating obvious major changes;

• Constructing more imaginative projections of presently unanti­
cipated changes; and

• Determining which forecasts are most compatible with dominant
social values and preferences.

For this school of thought, then, the purpose of futures research is
not merely to predict the future but to help to create it.



- 179 -

3. GAMING IN FUTURES RESEARCH

Just as the field of futures research itself is difficult to define, not
much consensus exists on how to describe and categorize the tools and
approaches that are used in the field. The most useful tools are those
that permit us to include the human factor in the research. This is the
reason why gaming, in which human players work with a representation of
a system and make choices based on perceived or expected outcomes,
has been introduced into the basic methodological approaches (see Table
1).

Table 1. Three types of methodological approach (after Amara, 19B1).

Perceptual

Selecting

ElicitiIli

Distilling

Structural

Connecting

Relating

Modeling

Participative

GAMING

Role playing

Conflict resolving

The three types of approach distinguished in Table 1 concern
d11Ierent, though related, aspects of futures research: affecting people's
perceptions of the future, analyZing the structure of problems and alter­
native choices, and participating in decision making.

The term "gaming" has many different connotations. In order that
the follow!ng discussion be precisely understood some introductory
definitions1 must be made. We define the "game situation" as one involv­
ing at least two decision makers (players) whose choices noticeably
in.tl.uence each other. The "game" is defined as the model of a game situa­
tion and the term "game playing" is reserved for the manipulation of this
game by at least two independent players. The term "interactive", which
is very relevant to our interests, means that each decision maker sup­
plies his decisions several times, in most cases after having received feed­
back on the etl'ects of earlier decisions in the game. Gaming, finally, is
understood here specifically as interactive game playing.

As regards futures studies, we see gaming as a class of participative
methods of involving people in experimenting with alternatives, so as to
understand them more fully before making choices or implementing
alternatives. We will discuss later why we regard gaming as one of the
most important tools for futures researchers, describing gaming situa­
tions in which human players work with a representation of a system in
which choices are made in response to perceived or desired outcomes.
Gaming is then a form of role playing by a group of individuals who
represent ditl'erent interests as well as a joint problem-solving and media­
tion technique for reconciling ditl'erences in the desired outcomes.
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Gaming is used in such situations to stimulate the interest of various
"actors", and also

• To provoke discussion aimed at better recognition of future pos­
sibilities and consequences;

• To deliver more complete information to decision makers about
the potential consequences of their decisions; and

• To develop alternative strategies.

In this connection it should be stressed that the futures research
process is not a mechanicaL unidirectional progression from problem for­
mulation through logical steps to analysis and conclusions, but rather a
complex process of feedback and reconsideration. During the course of
the research unexpected constraints may be discovered, or new oppor­
tunities opened up that lead to new approaches or a redesign of research
methods. In practice, futures research involving gaming consists of the
steps outlined in Figure 2.

Preparation of
preliminary data- /-..... " /..... " /- ..... ¥-----

I
I
I
I
I
I
I
I
I Experimentation in simuletion gaming
I
I I

r--.......--L__L ...-l

Figure 2. The main elements in futures research using gaming.

4. COMPUTER-AIDED GAllING FOR REGIONAL DEVELOPMENT

As an example of the use of gaming in long-range planning, we will
examine a game developed for the Jelenia Gora area, not far from Wro­
claw. The game was initiated by the Jelenia Gora Regional Planning
Agency and its aim was to aid decision makers in the formulation of stra­
tegies for regional development. More specifically, the object was to
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confront the participants with possible future events influencing regional
development, thereby generating discussion leading to recognition of
future needs and opportunities and formulation of alternative courses of
action.

The game has usually been played by four groups, each having
between three and seven players. The players have mainly been middle­
management staff from regional planning organizations. One group plays
the role of "society", Le., the people of the area concerned. The other
groups, the "sector teams", play the roles of major regional development
sectors, e.g., agriculture, industry, and tourism. The players also
interact with the game director who represents the outside world. Prior
to the actual game, the participants (planners and managers) are given
an overview of the issues facing the Jelenia Gora region; they are thus
better prepared for participating in the game and interpreting its results.

The game director initially prOVides the players with an intentionally
but realistically incomplete description of the regional development pros­
pects for Jelenia Gora over the next two decades. The "society team" gets
more information than the "sector teams", which must analyze the infor­
mation and try to build a better picture by discussion with the "society
team" and the game director. This enables the "sector teams" to identify
possibilities and to allocate the funds available in each period accord­
ingly. In addition, they may choose to implement a variety of different
development policies. Most of the requests for information, as well as
decisions on allocation of runds, etc., are input to a computer modeL The
computer calculates the effect of the players' decisions and these effects
are then assessed by the society team.

Although the game in its full form is dependent on minicomputer
support, it can, with some constraints, also be played manually. The
game, covering 4 periods of 5 years each, takes roughly 2.5 hours to play.
It was developed in 1979 and has since been played several times at sem­
inars in the region. In view of the favorable response from planners the
gaming activity has continued.

To extend the possibilities for studying regional development prob­
lems still further we have developed a generalized simulation system
which can work symbiotically with other methods for futures research,
such as Delphi and cross-impact techniques,2 and which functions
interactively by getting the "players" into the act.

The gaming experiment was regarded as an instructive experience
with regard to strategic planning by the regional planners and research­
ers involved. The use of gaming by experienced practitioners permitted
very rapid, yet in-depth coverage of a complex subject area. The partici­
patory nature of the technique ensured that a high degree of group con­
sensus was maintained for successively more complex game runs. This
last point is of particular interest for the fleld of regional development,
which requires numerous ideas, attitudes, and viewpoints to be taken into
account.
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5. CROSS-IMPACT GAMING FOR THE PERSONAL-cOMPUTER INDUSTRY

For a mature industry, such as those producing shoes or steel. it is
often sufficient to extrapolate current trends to forecast the future. A
more sophisticated analysis may take into account foreseeable changes
that could have an impact on the industry, such as demographic changes.
Such simplistic approaches are not, however, adequate for a dynamic,
emerging industry such as that producing personal computers (Gray,
1980). We shall now briefly describe the approach used during 1980 at the
Futures Research Center to evaluate the future of the computing indus­
try, in particular as regards personal computers.

In addition to attempting to predict the future, gaming should,
according to our philosophy, playa part in designing a desirable future.
Managers responsible for various parts of the organization studied should
therefore participate in the gaming activity. Emphasis is then placed on
the process oJ pla.nning rather than on the resulting plan. The process
adopted for developing alternative futures involves three main activities:

Generating an information base;
Generating alternative futures for the external environment
perceived by the organization; and

• Generating alternative futures for the organization itself.

This process is illustrated in Figure 3.

1. G.rhering ...i_,.
inftJt'm«ion

E........
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Figure 3. The process of developing alternative futures.

The purpose of our experiment was to guide governmental policy
makers in Poland, and in particular those concerned with the computer
industry in Wroclaw, through developing a number of alternative stra­
tegies for the future development of the industry. We also had a number
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of more research-oriented goals: learning to apply various techniques of
futures research (including gaming) and attempting to integrate these
techniques to construct a research tool for strategic planning.

At the beginning of our work we identified a number of issues and
policy areas for consideration. including education, business, trade,
implications for telecommunications, etc.. by a process of literature
searches and lectures from experts in various fields.

Next. a Delphi inquiry3 was carried out among 60 Polish scientists
and engineers working on computer development; the inquiry, involving
some 50 questions, went through five rounds. The Delphi inquiry resulted
in the generation of various scenarios as regards computers in the year
1985, of the type presented in Table 2.

Table 2. Examples of Delphi scenarios for personal computers in 1985.

Scenario

Area 1 2 3

Hardware cost (3) 1,000 500 250

Sales (units) 300.000 B,OOO,OOO 18,000.000

Programming Basic Precoded Precoded

Memory (kb) 64 512 1.000

Major use Hobby. education Business Business. home

Interface Keyboard Keyboard Keyboard,
light pens

Mass storage Cassettes Floppy disk Floppy disk

The Delphi inquiry also generated a list of possible events and trends.
From this our research team selected, for the next stage of the gaming. a
set (81' e 2' ...• en) of possible 8'lJents and a set (t I' t 2' ...• t m ) of
tnmds. In this way, we compiled a starting list of events:

• A large company entering the personal computer (PC) market;

• The CMEA entering the PC market;
• European companies entering the US PC market as major com­

petitors; and

• Governments in various important countries requiring registra­
tion of PC designs and imposing annual license fees; etc.
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and a similar list of starting trends:

Cost of the mid-range PC;

Expected sales of PCs;

• Number of PCs used in education;

• Number of homes using PCs; and
• Number of jobs created by the PC industry, etc.

We then formulated a starting list of actors (including the United
States, the Soviet Union, the CMEA countries, Japan, etc.) and their
respective objectives. We next organized a cross-impact gaming experi­
ment with ten specially selected experts.4 The important part of the
experiment is the establishment of the coefficients in the cross-impact
matrix which had the following format:

8, e2 ..... en tl t2 ..... tm

e,

e2

Pij

en

t,

t2

tm

Pij is an example or a coefficient representing the impact that the
occurrence of the event ei has on the occurrence of the event ej in the
next time step. The idea (s to link together those events which have some
kind of causal relationship. If one event occurs, the likelihood of certain
other events soon occurring may increase. For example, how will the
entry of a major computer manufacturer, like IBM, into the PC market
afi'ect the likelihood of later European entry into the US PC market?
Probably negatively, implying a negative value for p .

The cross-impact experiment consisted of the following steps:

• Presentation of collected data to the participants;

• Assessment of the coefficient in the cross-impact matrix by the
participants;

• Assessment of the effects on the game of random changes in the
probabilities of certain events and trends;



- 185 -

• Discussion of the results of a given step in the game;

• Return to previous steps; and
• Preparation of an overview of the complete experiment.

As a result of these gaming experiments using the cross-impact tech­
nique, the research team generated various divergent scenarios. Some
examples are as follows:

Scenario A. Japan, making use of its achievements in the field of
microcomputer chips, is conquering the world computer market. The US
government undertakes action aimed at encouraging West-European
countries to advance their computer technology too, in order for the US
to gain partners for cooperation.

Scenario B. The Soviet Union, recognizing that the development of
personal computers is an important strategic task, makes rapid progress
in this field so that the competitiveness of its products on the world
market is developed.

SCfml1.rio C. Taiwan, South Korea, Singapore, BraZil, and Mexico enter
the personal computer market. As is already the case for TV sets, they
produce high-quality products at competitive prices.

SCfml1.rio D. The US government, acknowledging the importance of
having an advanced PC industry, takes specific protective action for this
industry.

These and several other scenarios were used to provide background
information for discussion of strategy formulation in a research institute
associated with a major computer company, and also within the board of
directors of the company itself. Several board members regarded this
material as helpful.

Amara, R. (1981). The futures field: searching for definitions and boun­
daries. The F'utu:rist, February: 25-29.

Dalkey, N. and Helmer, O. (1963). An experimental application of the Del­
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Gray, P. (1980). Using futures Research Method.s to Assess Policy Impli­
Cllnons 01 the Personal Computer. University of Southern California,
Los Angeles. (Mimeograph.)

Helmer, O. (1966). Socia.l Technology. Basic Books Inc .. New York.
Helmer, O. (1978). Dross-Impact Gaming Applied. to Global Resources.

RM-78-4. International Institute for Applied Systems Analysis, Laxen­
burg, Austria.
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NOTES

1. Here we try to follow the terminology used in Chapter lII:a of this
volume.

2. These two techniques are discussed below in connection with the game
on the computer choice.

3. The Delphi method is a procedure for eliciting quantitative but subjec­
tive opinions from various experts. The procedure aims at some degree
of consensus by feeding back others' opinions and allowing group
members to reassess their initial judgements. The method depends upon
anonymous judgements, feedback indicating the degree of opinion diver­
sity. and a willingness of people to compromise on opinions not strongly
held. For details. see Dalkey and Helmer (1963).

4. For a brief review of the cross-impact gaming methodology see Helmer
(1978).
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THE ROLE OF GAMING AND SIMULATION IN SCENARIO PROJECTS
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1. INTRODUCTION

1.1. Background

Imagine a policy maker who is confronted with a tricky problem in
some social system. It is obvious to him that the elimination of this prob­
lem will demand a lot of time and etrort. He suspects that there are a
number of solutions to the problem, each with its own advantages and
disadvantages. He also suspects that the behavior of the social system
will contain a lot of surprises. In a situation like this, the policy maker
could use scenarios to prepare the discussion that will ultimately lead to
a policy decision.

Scenarios are the outcome of a scenario project. In the example just
given, a scenario project would examine the follOWing questions:

1. What exactly is the social problem involved, and what brought it
into existence?

2. How did the social system involved behave in the past. and what
Is its most likely behavior in the future?

3. How does the policy maker want the social system to behave
atter the problem has been eliminated?

4. What are the strategies that could lead to the elimination of the
problem? What are the costs and benefits of each strategy?

5. Which of the strategies is the optimal one? How could this stra­
tegy be implemented?

In theory, a policy maker could provide the answers to all of these
questions himself, and if a small problem is involved. this may well be
what happens. However. in practice most problems are quite complicated
and a different approach must be adopted. In this case, the policy maker
asks one or more social scientists to do the necessary groundwork and to
draw up a set of scenarios for him. This type of work has now become a
professional activity for social scientists, who use examples of past pro­
jects, literature on methods for designing scenarios, and previous experi­
ence accumulated in working with scenarios as the basis of their profes­
sional expertise.
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In this paper four questio71S are examined: (a) What are the main
characteristics of scenarios and of scenario projects? (b) What are the
main phases in a scenario project, and what do they demand from the
social scientist? (c) Where and how could gaming and simulation be used
in each of these phases? (d) What will be the future of gaming and simula­
tion within scenario projects?

This paper illustrates the answers to these questions with a project
carried out by a team of social scientists working at the Department of
Planning and Policy Studies at the University of Utrecht in The Nether­
lands. The project consisted of an evaluation of the methodological
aspects of scenarios, the development of a "manual" for designing
scenarios, and the execution of a number of experiments in scenario
design. The scenarios studied were all concerned with possible develop­
ments in The Netherlands during the coming decades. 1

1.2. Characteristics of Scenarios

The Shorter OxJord. English IJictionary defines a scenario as "(a) a
sketch of the plot of a play, giving particulars of the scenes, situations.
etc., (b) the detailed directions for a cinema film". This definition ade­
quately describes the early history of scenarios, which were originally
confined to the realm of the theater and later adopted by the motion pic­
ture industry.

The military world was the next to take over the concept. Institutes
like the Rand Corporation in Santa Monica were commissioned by the
Defense Advanced Research Projects Agency and other authorities in the
military field to develop methods for designing military strategies and
determining which to choose. Military authorities have since used
scenarios on quite a large scale. H. McIlvaine Parsons (1972) has
described many of these models, defining scenarios as "verbal simula­
tions". and contrasting them with computer simulations.

The fourth stage in the history of scenarios is again a civilian one.
Scientists who had worked on military projects put their experience to
use in designing scenarios for society in general. governments, business
corporations. and voluntary organizations. An example of this stage is
The Year 2000 by Kahn and Wiener, published in 1967, which provides "a
framework for speculation on the next thirty-three years". Kahn and
Wiener define scenarios as "hypothetical sequences of events constructed
tor the purpose of focusing attention on causal processes and decision
points. They answer two kinds of questions: (i) precisely how might some
hypothetical situations come about, step by step? (ii) what alternatives
exist. for each actor, at each step, for preventing, diverting or facilitating
the process"?

Kahn and Wiener designed a standard world, starting from
"surprise-free projections" of the past. They compared this standard
world with three canonical variations. These are:
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A more "i:ntegrated" world (a relatively peaceful, relatively pros­
perous, relatively arms-controlled world with a relatively high
degree of consultation among nations, and political coordination
or even integration among all, or almost all, the major and/or
minor powers);

A more "i:nward-looking" world (almost as peaceful and pros­
perous as in the first variation, but with little arms control and
general coordination);
A world in greater "disarray" (a relatively troubled and violent
world, but one in which no large central wars have occurred).

The approach of Kahn and Wiener is still used quite Widely. In the
French tradition of scenario design, for instance, a "standard world" is
called a "trend scenario". Variations (canonical or more radical alterna­
tives) are called "contrast scenarios". More recently, scenarios have
been designed mainly by scientists from nonmilitary backgrounds and
the method has lost most of its military associations.

AB a second example we shall consider Facing the Future, the report
of the INTERFUTURES project, which was published by the OECD in 1979.
This publication, With the provocative subtitle "mastering the probable
and managing the unpredictable", first puts forward a number of physical
limits to growth up to the year 2000. This is followed by a description of
four main scenarios, which may be summarized as follows:

Scenario A: collegial management of conflicts in the developed coun­
tries; increased free trade: increasing Third World participation in world
economic exchanges: sustained economic growth in the developed coun­
tries, but no rapid changes in values.

Scenarios B2, B2, B3 assume the same as Scenario A as regards the
nature of relations between developed countries, between developing
countries, and between the two groups. On the other hand, the developed
economies will experience only moderate growth, with other differences
described by three alternative scenarios: B1 assumes rapid changes in
values, B2 assumes convergence of the relative productivities of different
countries, while B3 assumes divergence linked to social and institutional
disparities between the various developed countries.

SClJTIArio C was introduced in order to analyze the implications of a
North-South confrontation. It assumes that a majority of developing
countries choose to break their links with the developed nations.

Scenario D: disintegration of the developed-country group and
mounting protectionism, with the emergence of zones of influence cen­
tered around three poles: the United States, the European Economic
Community, and Japan.

Our third example is the report Energy i:n a ]i1inite World (1981). The
project first analyzes the dynamics of the global energy system over the
past hundred years and then explores the limits of different primary
energy sources over the next half century and beyond. Finally two
"benchmark scenarios" labeled the "high scenario" and the "low scenario"
are presented. together with three supplementary cases that are varia­
tions of the benchmark scenarios. The high scenario leads to a 2030 level
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of global primary energy consumption which is slightly more than four
times the 1975 level of energy consumption, while the low scenario yields
a global primary energy consumption in 2030 a little less than three
times the 1975 level. In the nASA report, scenarios are not "verbal simu­
lations" (compare McIlvaine Parsons) but quantified policy alternatives
within a computer simulation model.

In the Utrecht project mentioned earlier, a scenario was defined as
"a description of (a) the present state of society (or some part of it), (b)
feasible and desirable future states of that society and (c) sequences of
events that could lead from the present state to the future states". This
is a very broad definition of the term "scenario", which is often used in a
more restricted sense that includes only elements (b) and (c). The
manual developed in the Utrecht project contains a typology of scenarios
that can be summarized as follows:

Degree oJ authenticity. Some scenarios are prescriptive, in that they
provide us with ideas about a feaSible and desirable course of action. In
contrast to these "real" scenarios are the so-called quasi-scenarios, which
represent situations quite cillIerent to those currently found in the real
world - doomsday scenarios, for instance. Of the examples already given,
the canonical variations of Kahn and Wiener, the INTERFUTURES
scenarios, and the lIASA scenarios are all real scenarios. In the French
tradition, quasi-scenarios are called "scenarios de l'inacceptable": these
"scenarios of the unacceptable" are not meant to be realized in practice
but are intended to shock and to provoke action (see Julien et ai., 1975).

Scope. Scenarios range from micro-scenarios (dealing with a small
community or small organization) through meso-scenarios (for a
medium-sized community or medium-sized organization) to macro­
scenarios (covering a whole country or an international system). All
three examples given in this paper deal with macro-scenarios.

Degree oJ complerity. Scenarios may be either multi-sectoral (Kahn
and Wiener. INTERFUTURES) or mono-sectoral (nASA energy scenarios).

Perspective. Some scenarios are projectwe, looking from the present
towards the future; good examples are the scenarios of Kahn and Wiener.
Other scenarios start from a point in the future, and look back towards
the present time; this prospective approach is sometimes described as an
"inverse decision tree". The INTERFUTURES and nASA scenarios belong to
this category.

Degree oJ ezperi.mentation. Here we distinguish between scenarios
that follow a dominant trend (such as the standard world of Kahn and
Wiener) and scenarios that are at least partially ezploratory (for example,
Kahn and Wiener's canonical variations, and the INTERFUTURES and IIASA
scenarios) .

Degree oJ public support. Here we divide scenarios into two
categories based on their degree of popular support. A preJerentiaL
scenario is one that is supposed to be generally in harmony with public
opinion (for instance, Kahn and Wiener, INTERFUTURES B, and the IIASA
energy scenarios); all other scenarios are assumed to be based on a
priori ideas conceived by the scenario builders or some other small elite
group (INTERFUTURES C and D).
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This short, preliminary typology only gives a rough idea of the ways
in which scenarios can be classified. Scenario building is still a very
young field. and clear-cut, stable categories cannot yet be defined.

2. PHASES OF A SCENARIO PROJECT

This section gives a rough model of a medium-sized scenario project.
based upon the Utrecht manual mentioned earlier Three main phases
can be distinguished: an initial phase. a main phase, and a roundi:ng-of!
phase. The subsections below describe the most important activities car­
ried out by the scenario team during each phase. with particular
emphasis upon the types of gaming employed. Table 1 provides an over­
view of this process. It should be realized that this is very much an ideal­
ized description; in reality steps may have to be duplicated. omitted.
combined, executed in a reverse order. and so on.

2.1. Initial Phase

The basic groundwork is done in the first or initial phase of the pro­
ject. This phase may also include a preliminary exploration of the design
problems facing the team, and is quite often carried out as a pilot project.

Analyzing the Social Problem and Defini:ng System Boundaries

The first task of the scenario designer or the scenario team is to
analyze the social problem that has to be solved by the policy maker.
Finsterbusch and Motz (1980) define a social problem as "a situation that
many people consider adverse or intolerable in its effects on a large
number of people over a long period of time"; they consider that social
problems demand constructive change.

They continue by noting that social problems involve conflicting
Interests and cognitive disagreements. Because there is little unanimity
among the various groups as to what the problem is and how it should be
solved, the mitigation of social problems is a very complex process.
According to Finsterbusch and Motz, administrators would be more effec­
tive if they were:

Knowledgeable about the situation for which change is advo­
cated;

Aware of the conflicting groups, their different value judge­
ments, and their aims;

Free from any personal or official stake in the conflict or its
resolution and thus able to see both the wood and the trees:

Informed about the relationship between the target population
(that is, the people whose lives are most directly affected by the
social problem) and the conflicting advocates of change;
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Table 1. Activities and types of gaming taking place in each phase of a
scenario project.

Phase

Initial

Main

Rounding-off

Activity

Analyzing the social
problem and defining
system boundaries

Preparing the project

BllSeline analysis and
analysis of possible
futures

First round of designing

Review of earlier steps

Second round of designing

Comparison of the
scenarios with the results
of bllSeline analysis and
analysis of possible futures

Third round of designing

Review of earlier steps

Reporting the results

Evaluation of the project

Type of gaming used~

Brainstorming

Delphi procedures

Heuristic gaming

Morphological analyses
(heuristic gaming again)

Evaluative gaming

Workshops with
potential users

lim this table gaming is interpreted in its broadest sense to include nonsimulation
games such as "brainstorming". Most of the terms used here are explained in de­
tail later in the text.

• Able to set priorities, recommend policies. and anticipate their
potential impacts.

Parallel to defining the problem to be solved by policy action. the
scenario team has to define the t~rget system and its systems environ­
ment. Defining the problem and the system boundaries can only be done
in a preliminary way in the initial phase; redefinition may prove to be
necessary later on.
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Preparing the Project
The next step is for the team to decide upon the type of scenarios

that should be constructed. This choice may have many consequences.
For example, if multisectoral scenarios are required, the project team
should as a rule be multidisciplinary,

Most projects propose a nwnber of scenarios and subscenarios,
although sometimes only one scenario (for instance, a doomsday
scenario) is given.

Baseline Analysis and Analysis oJ Possible futures

The scenario team now executes a baseline analysis. This covers the
historical developments in the target system and its environment that
may have some relevance to the problem under study. A baseline
analysis generally involves the analysis of time series data, ad hoc empiri­
cal studies to supplement the information from these data, and the
theoretical interpretation of the past behavior of the target system and
its environment. An analysis oJ possible futures is also carried out, look­
ing at developments to come. These may be predictable enough to make
highly reliable forecasts feasible, although more often a speculative
exploration of the future is the only possible approach.

Initially, the suggested developments are simply spatial or temporal
pro;ectians of observed behavior or trends. However, this is not generally
sufficient for our purposes - we are also interested in the limits to
development and the ways in which different types of development can be
redirected or combined. A sensitivity analysis could be used to provide
this additional information.

Ji'i,rst Round oJ Designing

The initial phase also includes the preliminary design of alternative
futures in which the social problem envisaged by the policy maker has
been eliminated. These alternative futures are based mainly on guiding
images. A guiding image is an aim that the policy maker and the other
parties involved should try to achieve. Alternative futures may also
include pictures of situations that are unavoidable or that can be
tolerated. These circumstantial images may, for example, describe cer­
tain aspects of tension, conflict, or under-development that may have to
be included in the image of the future.

By using alternative futures and alternative guiding images in this
way, a rigid approach to analysis is avoided. Scenarios are not blue-prints
of the future - on the contrary: they constantly invite the reader to view
the future as a challenge and remind him that the future can be
predicted in only a very restricted way. A doomsday scenario seems at
first sight like a very rigid prediction of disaster, but a closer look reveals
that it is in fact a prescriptive scenario "in disguise". The reader is sup­
posed to lift the veil of pessimism to uncover the prescriptive message
that lies beneath.
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The next problem is to determine the pattern of developments that
might lead to each of the proposed alternative futures. In a scenario pro­
ject these developments have to be made explicit, i! only to show that the
gUiding images are feasible. Some of these development processes may
be pre-plans, preliminary outlines of policy measures that might be taken
to make the guiding image reality. Others may be circumstantial
processes which accompany the development of the target system but
which cannot be manipulated by the policy maker in order to translate
his guiding image into reality.

2.2. llain Phase

RB'lJiew 01 Earlier Steps
The main phase starts with a review of the results obtained in earlier

steps. In this review we generally find that:

• The problem has to be reformulated, possibly because it has
become necessary to sharpen its focus;

• The system boundaries have to be redefined - as a rule they
have to be specified more clearly:

• The project has to be redesigned;
• Comments concerning the preliminary scenarios have to be

acted upon.

Second. Rrrund. 01 Designing
How is it decided which scenarios to build? How many scenarios

should be presented? As a rule, publications dealing with scenarios are
not explicit about how the set of scenarios was arrived at. Kahn and
Wiener do not explain why their canonical variations are the most
interesting alternatives. INTERFUTURES and the IIASA energy books are
also silent on this issue. It has become a tradition to present one optimis­
tic scenario, one "business as usual" scenario, and one pessimistic
scenario, but is this the best approach? A morphological analysis, dis­
cussed further below, can help the group to choose their scenarios more
carefully.

The process of design is not discussed in most scenario projects. Is it
possible to give rules for the combination of art and science that is
scenario design? Teams that want to strengthen the design process are
advised to adopt the technique of the "mental experiment". The first step
is "thinking away". This involves taking each component of the situation
or process involved, and asking yourself what would happen if the com­
ponent were absent. The second step is "thinking in terms of analogies".
Are there any other situations comparable to the target system? What
are the parallels in other countries, other organizations, other periods?
The second step normally leads to the generation of a great number of
alternatives. The third step involves "critical thinking", in which all the
alternatives that are neither feaSible nor desirable are eliminated. These
three steps are usually repeated a great many times.
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The second round of designing should also include some heuristic
gaming, Le., gaming focussed on the generation of new ideas. This
heuristic gaming should involve players from outside the scenario team,
who must however be sympathetic with the general aims of the group in
order to protect the team from too cold a shower of criticism at this
early stage of the project.

Comparison oj the Scenarios wilh the Results oj Baseline Analysis and
Analysis oj Possible F'utures

How closely should the scenario follow the observations made of past
developments and the predictions made about the future? It is probably
wise to design a number of dominant scenarios and a number of experi­
mental scenarios in order to be able to compare and choose between
them.

The comparison in this step also generally leads to changes in base­
line analysis and the analysis of possible futures. More data will be
needed, and these data will have to be more specific. Certain areas will
not be covered by empirical data. however, and in these cases only a con­
ceptual analysis will be possible.

Third Round oj Designing

The preliminary scenarios are revised once again, and a new round of
designing is initiated. Parallel sessions of smaller teams are held, and
members of "critical audiences" invited to take part.

2.3. Rounding-off Phase

Review oj Earlier Steps
Has the team strayed too far away from the original problem? Is the

"fit" between baseline analysis. forecasts of the future, and scenario
design optimal? This is the last chance the team has to take these issues
into account.

Reporting the Results

Different audiences are interested in different aspects of the study
and therefore multiple reporting is necessary. Executive summaries pro­
vide policy makers with a qUick overview, while a more elaborate version
of the report gives the reader a chance to "play" with the results on a
more sophisticated level. Technical reports give fellow scenario designers
the background information they need to evaluate the project and adapt
it for their own use. The group could also hold a workshop to acquaint
potential users with the results of the project.
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Eva.luation of the Project

The project is evaluated at the end of each phase (formative evalua­
tion) and also at the end of the whole process (summative evaluation).
During the latter we should consider questions such as: Should a subse­
quent project be carried out in the same way? What does the project con­
tribute to the methodology of scenario design in general?

3. THE CONTRIBUTION OF GAMING AND SIMULATION

3.1. Contribution to the Initial Phase

The initial phase of a scenario project will probably involve a consid­
erable amount of bra.instorming. This term describes a loosely structured
discussion in which participants are invited to come forward with ideas as
uninhibited as possible. The results of the brainstorming are immediately
written down on a blackboard visible to the group as a whole, and the
results are later analyzed and collated. In the Utrecht project a number
of brainstorming sessions were often held simultaneously. Some small
groups would discuss the same subject independently and their results
would be compared afterwards. By this means it was hoped to reduce any
bias in the results of the brainstorming sessions.

A more structured type of gaming can be useful in baseline analysis
and the analysis of possible futures. Martino (1975) explains that a group
of experts can exert strong social pressure on its members - pressure, for
instance, to agree with the majority, even when the individual feels that
the majority view is wrong. This is especially true when a group is asked
to produce a joint forecast, since the results depend not on facts but only
on informed opinions. One member of the group may well give up
presenting certain relevant factors if the remainder of the group persists
in taking a contrary view.

Experiments with small groups have shown that it is frequently not
the validity but the number of comments and arguments for or against a
proposed position which carries the day. Since the group takes on a life
of its own, the issue of reaching agreement frequently comes to be con­
Sidered of greater importance than the production of a well thought-out
and useful forecast. The members of the group may come to have vested
interests in certain points of view, especially if they have presented them
strongly at the outset.

The Delphi procedure, originally developed by researchers at the
Rand Corporation, now makes it possible to retain many of the advantages
of group interaction while eliminating most of the disadvantages of less
structured methods such as brainstorming. The Delphi procedure is
characterized by three features which distinguish it from other methods
of group interaction. These are (a) anonymity, (b) iteration with con­
trolled feedback, and (c) statistical group response. Anonymity here
means that the group members are not made known to each other. The
interaction of the group members is handled in a completely anonymous
fashion through the use of questionnaires. As a result, the originator of
an opinion can change his mind without publicly admitting that he has
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done so, and thereby possibly losing face. Group interaction takes place
through responses to questionnaires (iieration wiih controlled feedback).
The individual serving as forecaster is thus informed only of the current
collective opinion of the group and the arguments for and against each
point of view. The group will produce a forecast which contains only a
majority viewpoint (a statistical group response). There may also be a
minority report if the remainder of the group feels sufficiently strongly
about the issue.

A Delphi procedure is conducted in a number of rounds - in a "clas­
sic" or "pure" Delphi procedure about four rounds are normal. Evaluation
of the results of this method has shown that, especially in the field of
"almanac"-type forecasting, the level of intergroup consensus is quite
high and the accuracy of short-term forecasts is often quite good (Mar­
tino, 1975). However, the costs of the Delphi procedure are also relatively
high, and therefore all kinds of quasi-Delphi procedures have been
developed.

In the Utrecht project, quasi-Delphi techniques were used on qUite a
large scale and proved to work reasonably well in practice. Experts are
willing to volunteer much valuable information, and to spend a lot of time
in answering questions. However, the scenario team still has to analyze,
systematize, and supplement the information received, and this requires
a huge amount of highly skilled labor. In addition, the scenario team has
to devise procedures for the resolution of points on which there is dissent
between experts in the Delphi rounds.

Both baseline analysis and the analysis of possible futures may bene­
fit from computerized analytical simulation, which mayor may not be
interactive; simulation by human analysts alone is not generally an
appropriate way of studying dynamic phenomena. As stated before, pro­
jection and sensitivity analysis may also prove to be necessary at this
stage.

Heuristic gaming is needed to structure the design process and
stimulate new ideas. In the Utrecht project the preliminary scenarios
went through twelve stages of design and revision, a number of which took
place at workshops and involved gaming. Parallel small groups proved to
be particularly productive in scenario design. Heuristic gaming should be
used only when the members of the team are in good condition both phy­
sically and mentally, for example, following a holiday.

3.2. Contribution to the Main Phase

How can we ensure that our set of chosen scenarios is more than a
haphazard collection of possibilities? One answer is to carry out a mor­
phological analysis of the problem. According to Martino (1975), the use
of the morphological approach in scenario projects is derived from the
ideas of Zwicky. In this approach, a system or problem is broken down
into parts which can be treated independently, and as many solutions or
approaches as possible are devised for each part. Some of the solutions
can be rejected immediately on the grounds of feasibility, while others
can be rejected because of conflicts with other solutions. One is finally
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left with a set of solutions from which the final choice has to be made on
normative grounds. Because of this, Martino classifies the morphological
approach as a "normative method" of forecasting for decision making.

Martino believes that the strength of normative methods is that they
tend to organize and structure the problem. By systematically displaying
the structure of a problem, they can assist in the generation of new alter­
natives. helping to ensure completeness by making certain that no
promising solutions are overlooked. Even if all of the alternatives
uncovered with the use of normative methods prove to be inferior to
those already known, it inspires greater confidence that the method
chosen is indeed the best that could be found.

Since one of the claimed advantages of normative methods is their
completeness, it might be asked whether there is any guarantee that a
normative model is complete. The answer, of course, is that there is not.
There is no formula or procedure that will guarantee that the constructor
of a morphological model has not omitted something. The technique of
drawing relevance trees is closely related to the morphological approach.

In the Utrecht project morphological analysis was used in the spirit
of Martino's caveats and staged as a game. Competing teams worked on
the reduction of alternatives (of which 81 were considered). firstly elim­
inating possibilities on logical and empirical grounds and then using nor­
mative arguments to reduce the number of alternatives still further.

Oritical gaming may prove to be a useful technique in the main
phase of the project. At this point the preliminary scenarios are put to
the test in gaming sessions involving both critical and sympathetic parti­
cipants. The game involves two sides, one of which represents the policy
maker or designer in defending the preliminary scenarios. while the other
side tries to demolish them. If the participants are likely to be too polite,
this second role may be staged as a "devil's advocate". Critical gaming
should take place a number of times with different teams, and the results
compared systematically. Only in this way can future criticism of the
scenarios be adequately foreseen.

3.3. Contribution to the Rounding-off Phase

It has already been noted that "multiple reporting" is necessary to
present the results of a scenario project to a number of different audi­
ences. One of the reports prepared should be suitable for instTUCtive
ga.ming in a 'WOTkshap. The idea here is that potential users of scenarios
should be invited to play with them in a gaming setting that mirrors the
real situation as exactly as possible. Parliamentary debate. decision
making in a board meeting, etc., can be simulated in such a way that par­
ticipants are trained in working with the scenarios. defending them where
appropriate. and learning about their weaker pOints. If the potential user
restricts himself to reading the scenario reports, he will probably obtain
only a superficial impression of the ins and outs of the policy alternatives
involved. Workshops are also necessary if the scenario reports are meant
to help support starf or other persons outside the inner circle of policy
making.
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4. PERSPEcrIVES

The future use of scenarios in policy analysis will depend largely on
whether their advantages are seen to outweigh their disadvantages. Let
us first look at their strong points:

1. Scenarios are suitable for designing and analyZing alternative
policies in problem areas that demand complicated. long-term.
and adaptive actions.

2. Scenarios are suitable for discussing complicated, long-term,
~nd adaptive policy alternatives with both specialists and lay­
men.

3. Scenarios can prepare the ground for detailed ex a.nte evalua­
tions (cost-benefit analysis, multidimensional analysis, simula­
tions, etc.).

4. Scenarios provide an overview of progress during an actual pol­
icy campaign.

The present weak points of scenarios are the following:
1. The analysis of the practical problem involved is often inade­

quate, mainly because "problem analysis" is not sufficiently well
understood in the social sciences in general.

2. Baseline analysis and analysis of possible futures require more
time-series data than are normally available, while the develop­
ment of social indicators is still at a very early stage: much
time must therefore be spent on a.d hoc fact-finding missions.

3. The theoretical basis of social problem analysis is in many ways
still inadequate.

4. Ways and means of implementing the results of scenario pro­
jects are still being developed and tested; only a small number
of policy makers actually "play" with scenarios prior to a major
policy decision.

5. The use of scenarios in the discussion of practical problems with
large audiences has not been sufficiently tried and tested to
make it a technique that can be used with confidence.

This paper treats scenario generation as a major technique for policy
analysis, and gaming and simulation simply as auxiliary techniques that
could be used in a scenario project. Of course, other approaches can be
adopted to deal with this type of problem and it is quite possible for the
roles to be reversed, with scenario generation playing a minor part in a
gaming project.
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Chapter VIII:a

GAllES FOR THE CONTROL OF LARGE CONSTRUCTION PROJECTS

V.l. Rybalskij
!\'I.fl'I) Build.ing Institute, Kiev (USSR)

1. INTRODUCTION

The multicontractor method of construction is frequently used in
large projects to cut down overall production time and to achieve planned
completion dates. Controlling the implementation of such construction
projects and programs is a complicated and important problem. Finding
the most appropriate solution involves integrating the efforts of all those
engaged in the projects and directing their activities toward effective
implementation of the program developed.

Switching over to multicontractor methods of construction requires
proper training of the management staff, engineers, and technicians
involved. They should possess skills in team decision making with due
regard for the many variable factors that can affect building production.
Such skills can be obtained by participating in a series of specially
prepared business games.

In the past few years, construction management games developed by
the Kiev Building Institute have been played at production organizations
and higher-education establishments in Moscow, Leningrad. Kiev, Khar­
kov, Dnepropetrovsk, Vladivostok, Tashkent, and other Soviet cities, for
training purposes and for improving the control of various large projects.
Thousands of engineers, lecturers, and students have taken part in these
games, which have been favorably accepted and of great practical benefit.
The business games have had wide application and have also led to more
effective decision making by planners.

2. AN EXAlIPLE Of' A CONSTRUCTION IlANAGEJlKNT GAllE

The Kiev Building Institute has developed about ten ditIerent con­
struction management games. Here we shall present first one of these
games, known as SPUSK, in greater detail; this is because SPUSK is the
basis for more complicated games, including the game KROSS, to be dis­
cussed later. Both SPUSK and KROSS deal with network planning and the
control of construction complexes. Le., the application of the PERTI

method to construction problems.
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The playing of SPUSK is preceded by a study of PERT methods. It is
also assumed that the game participants are fairly well versed in the
problems of technology, management, and economics in the construction
industry.2

2.1. Game Participants. Their Purposes and Functions

The simplest version of the game involves a small group (10-15 per­
sons) working under the guidance of a game director. and the group is
distributed as follows.

The management of the construction project consists of one or more
persons. The goal of the management in every stage of the game is to
achieve the completion of the project and its operation on time. The Net­
work Planning and Control (SPU) system service attached to the manage­
ment consists of between two and four persons; its goal is the same as
that of the management.

In addition there are supervisors, each of whom is responsible for the
completion of a certain set of operations in the project (e,g .. the project
groundwork and foundation laying), The goal of the supervisor is to
ensure the meeting of scheduled deadlines as regards this specific set of
operations. This also means ensuring normal conditions for the operation
of individual teams and sections. full use of machinery and installations.
good quality, low cost, and a low percentage of accidents.

It should be noted that the interests and goals of the management
and the supervisors are not identical. The supervisors have a definite
interest in extending the time allowed for the completion of their specific
set of operations, whereas management wants to reduce the time for
each such set of operations.

The umpire. a role usually exercised by the game director, issues
decisions made by higher authorities (e.g" directives on the project
schedules) to the management. acts as a generator of problem situations.
solves controversial questions, controls gaming conditions, and assesses
the activities of all the participants in the game,

2.2. Interests and Criteria

The quality of decisions made by each player is evaluated by the sum
of points collected during the game. Each participant. in cooperation with
others, tries to amass as many points as possible; it is possible to get a
negative score. The careful awarding of points ensures a fairly objective
and comprehensive assessment of the positive and negative contributions
made by each participant.
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2.3. The Four Stages of the Game

Sta.ge 1. Preparation
During this stage "the management", appointed by the game direc­

tor. studies the documentation and the system service available. It also
outlines some general features of the project (separation into sites, flow­
process priorities, etc.). The umpire controls the work done by the
management: if necessary, he suggests that work be repeated and penal­
izes the incompetent management by deducting a certain number of
points in accordance with a penalty scale. All decisions made by the
management are relayed to the participants. The participants are also
informed about the rules of the game and the initial data.

Sta.ge 2. Initial Planning

This stage consists of six steps.
During the first step the system service specifies the tasks to be

handled in the initial PERT models. The specification list contains the pri­
mary resources and the alternative durations (maximum, average,
minimum) allowed for each task. The probability of timely fulfillment is
also specified. Naturally, this probability increases with the length of
time allotted for fulfillment.

During the second step the supervisors in charge, after being
informed about the task. construct initial PERT models and hand them
over to the system service. The system service checks these models and
the accompanying specification lists, and if there are any errors imposes
corresponding penalties and insists on the models being reconstructed.

During the third. step the system service assembles the initial PERT
models into an integrated model of the whole project, using data on forth­
coming events presented by the supervisors. The system service also cal­
culates time parameters for the overall integrated PERT model. If the
networks involved are extensive. a computer is required for these calcula­
tions. The management controls the proper fulfillment of this work and.
if necessary. penalizes the system service and requires the service to per­
form its tasks again.

During the fourth step the system service analyzes the results of its
calculations and prepares preliminary suggestions for changes in the
individual PERT models.

During the fifth step the management convenes a meeting of all
supervisors who do not have enough resources for the completion of their
tasks by the specified deadlines. The system service also takes part in
this meeting. The management, having decided on the total amount of
points to be used for the timely completion of the whole project.
announces how many "bonus" or incentive points it will distribute for
speeding up the work and meeting the project deadline. Then the various
supervisors inform the management. in written form. on hoW' many days
they are ready to cut from the time initially allotted for completion of the
tasks under their control if they receive a certain number of these points.
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The management, after familiarizing itself with all the suggestions,
decides which of them should be accepted. 1r none of the suggestions is
suitable, all the players are informed and a new amount of points to be
used for the completion of the project on schedule is announced. This
procedure continues until the management can make a final decision. 1r
necessary, the management charges the system service with the task of
checking the feasibility of the decisions under consideration by repeated
calculation of the integrated PERT model.

During the s'izth step the system service introduces changes into the
integrated PERT model and controls the introduction of similar changes
into the initial PERT models constructed by the supervisors.

Stage 3. Control 01 the Operation

Each cycle at this stage, corresponding, for example, to the 20th or
40th day of operation. consists of six steps.

During the first step the umpire informs the management about the
decisions made by higher authorities. The umpire furthermore intro­
duces random values characteriZing the state of each operation. for
example, the number of days delay in the work. Thus, the unpredictable
variations affecting the construction process are reflected.

During the second step the supervisors, having received information
about their "own" operations, decide whether the expected delay could or
should be eliminated in order to avoid penalties. The decisions include
changing the topology of the PERT network. transferring resources from
other operations. etc. In the latter case it is conventionally agreed that
the supervisors can speed up the work delayed at the expense of other
work proceeding in parallel and requiring the same resources.

Other measures that reqUire outside resources are penalized. An
example is the transfer of resources from a long-term task to one with a
shorter duration; in this case, a number of penalty points are transferred
to the management "bonus" fund. One player can also "buy" a reduction
in the time of a particular operation from another player who must simul­
taneously prolong one of his own operations requiring similar resources.

Then the supervisors submit operating information to the system
service in the form of work progress reports. reflecting all their activities
during the second step.

During the third step the system service checks the reports of the
supervisors. It there are errors it makes suggestions for the reorganiza­
tion of plans and imposes penalties. The system service then records all
the changes that have taken place in the integrated PERT model and
recalculates the time parameters of the integrated model. After this cal­
culation it becomes clear which operations overran their allotted time
during the cycle in question. and the system service imposes penalties
accordingly.

The fourth, ntth, and sixth steps are then similar to the respective
steps implemented in Stage 2.
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In order to improve operational management skills it is recom­
mended that Stage 3 be repeated several times.

Stage 4. Calculation and Analysis 01 the Results
During this stage the number of points per section is recorded. At

the end of the game the results are calculated and general comments are
made by the umpire. It is advisable to conduct the game simultaneously
with several groups using initial data from the same project since it is
often useful to compare the results obtained by each group.

3. EXAIlPLF:) OF armm GAllES

The business game SPUSK described above is comparatively simple.
Arter it has been mastered. more complicated versions can be studied.
These latter games involve the participation of specialized organizations
and the integration of a number of projects into a complex optimization
of PERT models with regard to cost, labor. and resources.

A number of these games have been developed at the Kiev Building
Institute. For example, there are the games OSKAR, concerned with
minimizing the cost of a complex under conditions of automatic control,
and OPTIMUM, concerned with optimization in a game reflecting
assembly-line methods of construction, etc.

There is also the DISPUT business game for the planning and manage­
ment of a "building trust", Le., a large construction corporation with
many projects. This requires 25 to 30 participants. The basic differences
between this game and SPUSK are that DISPUT embraces not just a single
construction project, but all the projects of the building trust. Moreover.
DISPUT is not only concerned with the completion of the construction
projects by the scheduled dates; it also combines the work carried out at
all the construction sites into a production-line process and shares the
work between the component units.

Our most effective business game is KROSS, dealing with both
management and control of construction. As mentioned earlier, it can be
regarded as a more advanced version of SPUSK. The main purpose of
KROSS is to enable participants to acquire skills in decision making for
the implementation of a multicontractor construction program covering
a number of important complexes (for example, chemical or metallurgi­
cal plants in a large industrial region). During the game the participants
practise exercising control over a large multicontractor program at all
levels-from supervisors to the heads of building agencies and ministries.

The game requires at least 150 participants and the total playing
time is around 20 hours. Each group, consisting of 20 to 25 participants,
"constructs" a single complex consisting of three or four component
units. The game participants perform the functions of head of the con­
struction complex. heads of separate construction units and building
organizations, supervisors of work, and staff of data processing services.
A number of participants act as the management of the entire construc­
tion system, responsible for all the complexes to be erected and
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representing various organizations involved, for example, institutes
involved in design work, companies delivering precast concrete or build­
ing machinery, etc.

A properly thought out incentive system allows us to simulate condi­
tions closely resembling actual production situations. The participants
are encouraged to make decisions that benefit the whole scheme and also
to produce objective assessments of the contribution made by each parti­
cipant to the multicontractor system.

The elements of the business game KROSS have been used in practice
in a number of large building organizations. It has been played mainly by
middle management in the organizations involved with some top manage­
ment also taking part. KROSS, in different versions, has been played
about 60 times.

In particular, it should be mentioned that KROSS was used when
developing the system for controlling the multicontractor construction
work for the 1960 Olympic Games in Moscow. The results obtained were
later used for more exact specifications of some documentation of the
PERT model system used in the actual construction of these facilities.

During the design stage, the organizational structure of the system
and the information flow were specified. Very early in the development
process, a special version of KROSS featuring the basic principles of the
future system was prepared and played with the staff of the client build­
ing organization. The engineers of this building organization thus had the
opportunity to go deeply into the system being developed and to make
concrete proposals concerning further developments and improvements
of the system. These proposals were taken into account when preparing
detailed designs for the construction system. At the same time, the spe­
cial version of KROSS was being continuously improved; a second version
of the game was developed so as to make the game as close as possible to
the real-world system. This improved version was then played once again
prior to the beginning of commercial operation.
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NOTES

1. The term PERT is used here to represent a criti.cal path network
analysis of the Program Evaluati.on and Review Technique type. The criti.­
cal path concerns those acti.viti.es for which any delay will lead to a
corresponding delay in the final completi.on date of the whole project.
The PERT technique uses the computer to deal with the problem of uncer­
tainty in the acti.vity time esti.mates. Instead of using a single esti.mate
for the durati.on of an acti.vity, both optimisti.c and pessimisti.c ti.me esti.­
mates are used.

2. All terminology and information used in the game completely coincides
with the Basic Provisions for the Development and Appli.cati.on of Systems
of Network Planning and Control (SPU) approved by the USSR State Com­
mittee for Science and Technology.
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1. INTRODUCTION

This chapter deals with the use of gaming for testing other types of
models, with examples drawn from an operational research game on
methods for allocating costs in joint water projects.

Although the testipg function is relevant for experimental, research,
and operational games1

, we shall focus here on operational games, includ­
ing the important special group which we have called operational
research games (see Chapter III:a, Section 7), i.e., games designed to pro­
vide a decision aid, but not focused on a specific decision.

The models to be tested here are thus models whose ultimate pur­
pose is use as various kinds of decision aid. The idea of testing by gaming
Is first of all to discover whether it is reasonable to use the model for the
intended purpose. The costs of using an inappropriate model can be very
high, while gaming experiments are relatively inexpensive. If gaming
experiments can stop the use of inappropriate models this would in most
cases more than pay for the gaming activity.

The models we are testing here are complete models in the sense of
Chapter ITI:a; they contain both institutional and behavioral assumptions
and therefore provide solutions. The models deal with game situations,
and thus mainly with the theory of game playing,2 in most cases rational
game playing. Our main concern is therefore the testing of game­
theoretic al models.

The testing concentrates on the behavioral assumptions of the
model, since we try to use the same institutional assumptions in the gam­
ing model as in the complete model to be tested. The questions to be
answered are either "Do people behave as described by the behavioral
assumptions of the model?", focusing the testing on the pred.ictive aim of
the model or, "Do people want to behave as described by the behavioral
assumptions of the model?", focusing on testing the normative aim of the
model.
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We will illustrate the testing of both the predictive and the normative
aims by testing a number of methods, based on game theory, for allocat­
ing costs in a joint water project applied to a real case in Southern
Sweden. We will also report on how the game was played with professional
water planners, as well as students, in Sweden, Italy, Poland, and Bul­
garia.

2. THE WATER COST-ALLOCATION SITUATION

We begin with some background information on the particular cost­
allocation exercise we will use later for illustration.

At the beginning of the 1970s, municipalities in southwestern Skane,
in Southern Sweden, were planning for a predicted large increase in water
demand during the coming decade. The question facing most municipali­
ties was to what extent they should try to solve their water supply prob­
lem on their own, rather than joining together with other municipalities
to do it more cheaply. Although there are a total of eighteen mUnicipali­
ties in this region, it was found practical, from a research point of view. to
group these into six groups for which it appeared reasonably realistic to
build separate water facilities. Due to "economies of scale", there were in
most cases predicted to be further cost savings if these groups joined
together, and the "grand coalition", consisting of all six groups, would
lead to the lowest total costs. The symbols A, H, K, L, M, and T used below
for these groups denote the main municipalities in each group; for exam­
ple, L denotes the university town of Lund, and M, Malmo, the largest city
in the region (for details, see Young et ai., 1980).

On the basis of real cost data for the situation in Southern Sweden, a
cost table was computed for each of the 63 possible coalitions that these
six groups or parties could form. The results are given in Table 1, where
costs, as in the following text, are specified in millions of Swedish Crowns
(one Crown was at that time approximately equal to USSO.20). The table
shows the costs of providing water supply facilities for each party
separately or for each of the possible coalitions.

The question is now, how these costs should be allocated. The cost­
allocation problem arises from the fact that there is no unique way in
which a proportion of the fixed costs of construction can be assigned to
each party. One can only propose various principles on which such alloca­
tion should depend (Young et ai., 1980).

The tlrst principle adopted is that the parties form the most efficient
overall arrangement. namely, the grand coalition. The theory then
focuses on how the parties should divide the costs associated with this
arrangement.

One division procedure would be to allocate costs in proportion to
water demand. With the total costs of the grand coalition amounting to
83.82 and M being responsible for 34% of the demand, M would then have
to pay 28.46. Alternatively, if M stayed out of the coalition and produced
all its own water, it would, as seen in Table 1, only have to pay 20.61.
Hence M would have a strong motive for leaving the final coalition if costs
were allocated in this way. Hence we rule out the Demand-Proportional
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Table 1. Total cost of providing water facilities for each possible coalition
(millions of Swedish Crowns).

A 21.95 AHK 40.74 AHKM 60.25
H 17.08 AHL 43.22 AHKT 62.72
K 10.91 AHM 55.50 AHLM 64.03
L 15.88 AHT 56.67 AHLT 65.20
M 20.81 AKL 48.74 AHMT 74.10
T 21.98 AKM 53.40 AKLM 63.96

AKI' 54.85 AKLT 70.72
AH 34.69 ALM 53.05 ALMT 73.41
AK 32.86 ALT 59.81 HKLM 48.07
AL 37.83 AMT 61.36 HKLT 49.24
AM 42.76 HKL 27.26 HKMT 59.35
AT 43.93 HKM 42.55 HLMT 64.41
HK 22.96 HKT 44.94 KLMT 56.61
HL 25.00 HLM 45.81 AKMT 72.27
HM 37.89 HLT 48.98
HT 39.06 HMT 56.49 AHKLM 69.76
KL 26.79 KLM 42.01 AHKMT 77.42
KM 31.45 KLT 48.77 AHLMT 83.00
KT 32.89 KMT 50.32 AHKLT 70.93
LM 31.10 LMT 51.46 AKLMT 73.97
LT 37.96 HKLMT 66.46
MT 39.41 AHKL 48.95

AHKLMT 83.82

method on the basis of the principle of "individual rationality": no party
shall pay a higher cost than it would have to pay if it were to fulfill its
water needs completely on its own.

A method specifically developed in the United States for practical
use in water resource plannipg is known as the Separable Costs Remain­
ing Benefits (SCRB) method.3 From Table 2, we see that H, K, and L will,
according to the SCRB method, pay 13.28 + 5.62 + 10.90 = 29.80. If they
have to pay this much together, they would collectively have an incentive
to leave the grand coalition and instead form the three-party coalition
HKL, which, as can be seen in Table 1, has a total cost of only 27.26.
Hence, SCRB is rejected here on the basis of the principle of "group
rationality": the sum of payments made by the members of every coali­
tion which is smaller than the grand coalition should not be larger than
the cost of the coalition working on its own.

Game-theoretical methods were then investigated. Probably the best
known method in this area is the Shapley Value. The grand coalition is
formed step by step; first one party joins together with another party to
form a two-party coalition. Then one more party is added to form a
three-party coalition. etc., until ftnally the grand coalition is formed.
There are many orders in which such a procedure can take place,
depending on which party "signs up" first, and which "signs up" next. For
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Table 2. Allocation of the total costs of the grand coalition (83.82) using
six different methods (millions of Swedish Crowns).

Method A H K L M T

Demand Proportional 13.07 16.01 7.30 6.87 28.48 12.08
SeRB 19.54 13.28 5.62 10.90 16.66 17.82
Shapley Value 20.01 10.71 6.61 10.37 16.94 19.18
Nucleolus 20.35 12.06 5.00 8.61 18.32 19.49
Weak Nucleolus 20.03 12.52 3.94 9.07 18.54 19.71
Proportional Nucleolus 20.36 12.46 3.52 8.67 18.82 19.99

each such sequence, a party joining a coalition is considered only to pay
the incremental costs. The Shapley Value for each party is that party's
a.1Jera.ge payment, computed over all sequences of coalition formation.
However, the Shapley Value was also rejected since in this situation it also
fails to fulfill the principle of group rationality.

Since the above-mentioned principles of individual and group
rationality were regarded as theoretically essential. the area of solution
concepts was now restricted to those known as Core methods, where the
Core is the set of all cost allocations for the grand coalition fulfilling these
two rationality principles.

The most common Core concept is the Nucleolus. The Nucleolus was,
however, regarded as inappropriate for this game, for the following rea­
son: if there were a cost overrun for the grand coalition of 4 million
Crowns (ie .. 87.82 instead of 83.82), then party K would actually pay less,
namely 4.51 instead of 5.00.

Hence two other Core concepts were studied, the Weak Nucleolus and
the Proportional Nucleolus. These two concepts do not have the problem
mentioned above in cases of cost overrun. The Proportional Nucleolus
was in this case preferred since it, in contrast to the Weak Nucleolus,
fulfI.lled yet another principle: a player who never contributes to any cost
savings when joining with other parties or coalitions should not realize
any cost savings above his costs of "going it alone".

Having singled out the Proportional Nucleolus as a theoretically
appealing solution, the question arises as to whether one would really
want to suggest this cost-allocation method for practical use.

3. TIll!: MAIN PURPOSE OF' THE TESTING ACTIVITY

Before going into details of how to use gaming to test such models as
game-theoretical models, we must look at the purpose of such testing.

The broad question which we would like to answer is as follows: "is
the theoretical model valid for decisions in reality?" The use of gaming in
testing cannot give a full general answer, but does provide certain critical
steps towards such an answer. To explain this in greater detail, Figure 1
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illustrates the position of game testing in a larger framework: the rela­
tionship between the mod.el and reality. The three relationships
R I , R2' and H 3 in this figure can also be seen as a measure of the degree
of correspondence between each pair of components involved. We shall
write RI, ~ 1 if there is a high degree of correspondence, and HI, ~O if there
is a low degree of correspondence.

r--------- ----------.,
I THEORY ,

'I Institutional I
assumptions. T

I I____ .-l

R, R2 R3r--- ----- - -- -- ---- --,
I REALITY I
I Decision Decision I
'environment makers I
I IL ..J

Figure 1. Relationships between theory and reality.

The game-theoretical model can be divided into institutional and
behavioral assumptions (see Chapter III: a, Section 4). The interaction
between these types of assumptions will generate a model outcome. in
other words, a solution.

In the specific case of the water cost-allocation game, the institu­
tional assumptions are mainly the costs (shown in Table 1) of the 63
ditJerent coalitions, the rules controlling communication, and the rules
governing the formation and breaking of any of these 63 coalitions. The
behavioral assumptions would, for the case of the proportional nucleolus,
mainly consist of the folloWing principles: individual rationality, group
rationality, no benefits from cost overruns, and no part of savings if no
contribution.4

The real decision process takes place in a complex environment.
This environment would. in the present case, include the eighteen munici­
palities, which could form the six municipality groups, as well as the real
data on water demand, the investment costs, etc., and the uncertainty
associated with these data. The decision makers would involve a hierar­
chy of the municipal councils and municipal water boards, as well as key
politicians and administrators responsible for making decisions on water
issues and negotiating with other municipalities.
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The real outcome of the cost negotiations is the ultimate concern of
the game-theory model. This outcome concerns firstly, the question of
which coalition is ultimately formed and secondly, how the joint costs are
distributed.

Looking at the relationships in Figure 1, we are ultimately most
interested in R3' in particular as regards future applications of the
model. This relationship R3 can involve two main sorts of correspon­
dence, predictive/descriptive or normative. In the predictive/descriptive
case the model outcome would have direct relevance without the decision
makers knowing about the theoretical model. In the purely predictive
case the game-theory model would, prior to the actual event, forecast the
outcome. In the descriptive case, the model would, after the event, possi­
bly generate a similar outcome. In the normative case the model out­
come would have relevance for the real outcome by influencing the deci­
sion ml\.kers to reach an agreement close to the model outcome.

In our cost-allocation case the focus was clearly normative, Le., it
was intended that the cost-allocation methods would influence the deci­
sion makers. It was hoped that development of the method would ulti­
mately help water planners to reach agreement more quickly.1i

When applied to a specific decision situation, the main question is
whether the results (e.g., a cost distribution) suggested by a model on the
basis of some specific behavioral assumptions (e.g., those behind the pro­
portional nucleolus) would be acceptable to the decision makers. How­
ever, since we are generally interested in a broader application of the
model situations with different arrangements of the institutional assump­
tions, the focus shilts from relationship R 3 to R 2• Le., the relationship
between the behavioral assumptions of the model and the way actual
decision makers will (or will want to) behave. The question of importance
for the normative aim then becomes: do the decision makers want to
behave in line with the behavioral assumptions of the model?8 In the case
of the predictive/descriptive aim the question can be stated as: "will the
parties behave (or have they behaved) in line with the behavioral assump­
tions of the model?" It is in answering this type of question that gaming
comes into the picture.

4. THJ: SPECD1C ROLE OF G.AJlING

By introducing gaming on an intermediate level between game
theory and reality we obtain the framework shown in Figure 2.

The gaming activity consists of a game, Le., a model of the game
situation (with only institutional assumptions) and the players. In the
Skane case the game consists of the rules, as summarized below,
together with the table of costs (Table 1), as well as information on the
water demand facing each of the six municipality groups. The players
included professional water planners, as discussed below. The main
points of the rules are as follows:
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Figure 2. Relationships between theory, game, and reality.

There are six players in the game. By drawing lots, each player is
assigned the role of representative of one of the six municipality groups.
Each player will try to solve his water supply problem as cheaply as possi­
ble by entering into a coalition with another player or players. Should a
player not enter into a coalition with any other, he will pay that sum in
Table 1 which represents what he would have to pay if acting alone. By
acting skillfully both during the formation of coalitions and during the
allocation of the total costs within the coalition, a player can get away
with a considerably lower payment than if acting alone. When forming a
coalition, the players reach an agreement on how much each of the parti­
cipants in the proposed coalition shall pay of the total cost facing the
whole coalition.

As soon as a coalition has been formed and an agreement has been
reached as to the allocation of the total costs of this coalition among its
members, they register the coalition with the game leader. A coalition
does not come into force, however, until 15 minutes have elapsed since its
registration, and then only provided that none of its members has been
registered in another coalition during this period. A player can also leave
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one coalition and join another. A coalition dissolves when any member
registers a new coalition. Once a coalition has come into force, each of its
members "pays" the game leader the amount agreed upon at the time of
the registration. The game continues in this way until all participants are
members of one or other coalition which has come into force (With the
possible exception of a single "leftover" participant). Should the game
continue for more than 90 minutes it will automatically end and all coali­
tions registered but not broken at that time will come into force.

What gaming can do is to test the relevance of game theory for game
playing. As mentioned above. we are mainly interested in estimating the
value of R2 (ultimately, in order to determine Rs). R2 is in turn depen­
dent on Rr, and R e. If, by suitable choice of players in the game, one can
get a high degree of correspondence between the players and the real
decision makers, one can hope for R a '" 1. In this situation the relevance
of R2 would hinge on Rfj. Since. as mentioned earlier, one can make the
lAc (Institutional Assumptions in the Game) very similar to the ITA (those
of the theory), Le., make R4 '" 1, R o can be used to check the value of Rr,.
We therefore examine the degree of similarity between model outcome
and game outcome to determine the similarity between the behavioral
assumptions of the model and the way the players behave or want to
behave in the game.

Thus, in order to test the relevance of the theory for decisions in
reality, we want to check how relevant the theory is for the playing of the
game. For the relationship between theory and reality we distinguished
between predictive, descriptive, and normative aims. When trying to test
these aims by examining the relationship between theory and game play­
ing we assume the relationships in Table 3 to hold.

Table 3. Relationship between testing a model for reality and testing in a
game.

Purpose of theory
for reality Predictive Descriptive Normative

• • •
Tellt using Normative or

gaming Predictive Predictive special predictive

The model's predictive capability in reality is estimated by testing its
predictive ability in the game. Its ability to describe a real situation can
only be estimated by testing its predictive powers in the game. It seems
appropriate to construct the model prior to running the game; otherwise
model-building could become merely an exercise in "curve-fitting". The
test of the model's normative relevance for reality is more complicated
and requires further discussion.
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5. TESTING A KODEL'S NORMATIVE VAIJDITY BY GAMING

5.1. Definition of the Term "Normative"

The term normative is frequently used in connection with models of
game situations, particularly game-theoretical models. Therefore, it is
important to be qUite clear what is meant by the term. The word norma­
tive will here be used in the sense of being normative for a specific type of
decision situation and normative for one specific party, the decision
maker.

A model fulfills its normative purpose if the party concerned, after
being thoroughly informed about the characteristics of the model and the
mode of behavior recommended by the model, decides to follow this
recommended mode of behavior, at least to a significant extent. Our
definition is hence operational. The fulfillment of the normative purpose
can be tested directly by seeing whether the party wants to follow the
advice of the model. More concretely, the important ultimate question
concerning "normative validity" as defined here is as follows: would deci­
sion makers such as corporate executives and senior civil servants want
to act in accordance with the behavioral assumptions of the "normative"
model in real situations that are important (e.g., involving substantial
amounts of money) and for which they have considerable time for deli­
beration?

It should be stressed that when we use the word "normative" we
focus on the advice given to one specific decision maker. In this way the
term "normative aim" can be distinguished from the connected terms
"mediation aim" and "arbitration aim".

"Mediation aim" refers to models, mainly of negotiations, used for
giving advice simultaneously to at least two parties, for example to induce
them to reach agreement earlier. The parties are free to accept or reject
the advice given by the model. This definition is also operational and
allows for testing. The mediation aim is fulfilled if the parties concerned
decide to follow the mode of behavior recommended by the mediation
model.

"Arbitration" refers to the process by which a third party imposes a
settlement on the parties in the game situation. Since the parties
involved in the game cannot reject the solution of the arbitration model,
gaming can only test the validity of an arbitration model with regard to
whether "arbitrators" want to use the arbitration model or not. Obviously
problems arise here regarding the choice of "arbitrator" in the game.
However, we will not explore arbitration models any further here.

There does not seem to be any agreement in the literature on the
definition given above for a "normative model". The word "normative" is
often used in.a more general sense than that given above, namely as "nor­
mative for the rational economic man", without really considering the
application of the model to any specific type of decision situation or any
specific decision maker. This type of model only prescribes how persons
should act, if they obeyed certain assumptions. Whether or not there
exist any persons who would wish to obey these assumptions is, from the
point of view of these models, irrelevant. This kind of validity cannot be
the object of any kind of empirical testing, e.g., using gaming, and we
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would prefer to say that this sort of model is for "basic research pur­
poses". A model's value in this regard depends mainly on the extent to
which it inspires other theories.

5.2. Methods for Testing the Normative Purpose

Having now defined "normative" and "mediation" purposes and esta­
blished that these purposes are testable by gaming experiments, we shall
proceed to discuss how such testing can take place. We shall deal mainly
with the normative purpose and only briefiy (in the next section) discuss
tests of the mediation purpose.

Let us first examine the traditional idea of a "normative model".
First one tries to discover the behavioral assumptions7 according to
which the party wants to act. The model constructor will then help the
decision maker to deduce which decisions follow from these behavioral
assumptions. The main contribution of the normative model is in helping
the decision maker with the d.ed.uction (and computation) of the solution.
In line with our discussion above, the model should not force behavioral
assumptions8 on the decision maker. Testing the validity of the model for
normative purpose should hence consist only of finding out whether the
decision maker says that he wants to follow the stated behavioral assump­
tions. There are, however, two significant problems with such an
approach:

1. It appears that the behavioral assumptions cannot be tested "in
vacuo" one by one. Presented one at a time to decision makers,
they appear in many cases as meaningless abstractions9.

2. Even if a decision maker is able to establish that he wishes to
behave according to the behavioral assumptions, it is by no
means certain that he, therefore, wants to act in accordance
with the model. One cannot rule out the possibility that he dis­
trusts the deduction of the model. There are at least three rea­
sons for such behavior:

He believes that the deduction or computation are errone­
ous. In many cases, such fears may be justified!
He believes that the deduction of the solution implicitly
involves other assumptions to which he fears he would not
subscribe.
He feels generally uncomfortable about relying on a pro­
cedure which he, and possibly also his trusted collabora­
tors, do not understand.

Because of these problems it appears that other methods of testing the
normative aim of a model must be used. In line with our definition of the
normative purpose one might then focus on the following question: would
decision makers want to use the game model. if they had been properly
introduced to it, and would they, after having used it, want to use it
again?
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One way of testing a normative model experimentally is therefore to
have the game leader instruct the players about the normative model and
then let the participants play the game to see if they would use the
model. There is, however, at least one important difficulty with such an
approach, namely the problem that conforming to higher authority may
over-ride other considerations in the experiment. If players do not gain
or lose considerable amounts, they are likely to accept the advice of the
game leader, since they do not want to appear "stupid". 10

ln order to avoid such effects, one could in principle present several
normative theories and allow the gaming participants to be "free" (Le.,
uninfluenced by authority) to choose anyone. A problem with this
approach is that the presentation of several models in a sufficiently
detailed manner in one experiment might be time consuming and
perhaps also confusing. It is, furthermore, reasonable to assume that the
order in which one presents the models plays some role. The participants
are more likely to remember the first and the last of the models
presented.

One might instead choose to run only ane model in each experiment,
with a new experiment and new subjects for each model, or to run two
models at a time, in a kind of tournament. However, both of these
methods would require more gaming experiments and hence more time.

Another way of running the experiments is to supply different models
to each player. Here each player obtains information on one specific
model, preferably a model that is particularly favorable to the player con­
cerned. The information could be in the form of a "consultant's report"
containing different arguments for using this particular model.

Another possible way to test the normative value of a model is to use
a robot, Le., a computer program that behaves according to the model.
One can then study whether the human players will be inspired to play
like the robot, Le., more in line with the theory (StahL 1982a).

A completely different approach to normative testing is to run the
test mainly in a predictive way without any-- normative influences of the
types described above. One advantage of such an approach is that one
avoids the mentioned "authority" effects. The whole idea is based on the
view that the only differences between the normative and the predictive
aims are ditIerences of degree and not kind. The ditIerences in degree
can take the form of certain measures to increase the likelihood that the
parties will behave according to the behavioral assumptions. For exam­
ple, when these assumptions refiect assumptions of rational behavior one
can use the following approaches:

1. Select players more carefully to ensure proper levels of intelli­
gence and education.

2. Increase the time allowed for playing.
3. Supply the players generously with calculators and other types

of computing eqUipment.
4. Increase the incentives, for example, by giving higher monetary

rewards for successful playing.
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5. Allow the players to learn by playing several games. It is impor­
tant, however. that in each game each player faces a completely
new set of "coplayers" or opponents. Several games played with
the same players would imply a "super-game" which might have
different implications for playing than the single games it con­
tains.

6. Suggest that the game leader asks the simple questions: "Do
you want to play like this?" or "Does everyone agree to this?" to
encourage extra retlection when some player is about to make a
move clearly in violation of the behavioral assumptions of the
model. 11

7. Make the parties look several periods ahead by asking them to
detlne strategies for the playing of several future periods.

8. Focus the attention of the players on issues that might induce
them to follow the behavioral assumptions by providing specific
information or tasks.

Even with these devices, there is in many cases the problem that the
normative model is based on such sophisticated deduction that it is
unreasonable to expect any of the gaming participants to be able to
establish a desirable solution on their own. One way to overcome this
problem is to present initially very simple versions of the model, for
example with very few strategies and very few periods. Deductions might
then be very simple. Whether or not the person will follow the model will
then be more a function of his acceptance of the behavioral assumptions
than of his deductive capacity. In this simpler model one might, however.
be unable to test the whole set of behavioral assumptions. It might, there­
fore. be appropriate to continue to present successively more and more
complicated versions of the game. This would also allow for some learn­
ing, permitting somewhat more complicated deductions on the part of
the players.

5.3. Testing the Mediation Purpose

The mediation purpose can be tested in two different ways. The first
way focuses on the question of whether a skilled mediator can get the
parties to agree on the terms suggested by the model. For example. the
experiment leader could assume the role of mediator. In order to meas­
ure the suitability of a model for the mediation purpose-and not the
experiment leader's ability to persuade--it is particularly important in
this case that other models should also be tested in the same way as the
model studied.

The second way of testing the mediation ability of the model is to test
Whether an experimental subject, instructed to act as a mediator, will
want to use the model when presented with it. In this instance it is also
appropriate that the model should compete with other models to see
which model will be most readily adopted by the party acting as media­
tor.
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6. TEsrING IN THE YATER COST-ALLOCATION GAME

We now present some results or the testing or the Water Cost­
Allocation Game. The game has been played 16 times. Twelve or these
games rocused on testing the model's ability to predict the outcome. 12

By choice or players, supply or calculators and on some occasions, asking
simple questions (see point 6 above), we tried to exert a slight influence,
in order to make behavior more rational.

The rour remaining games were rocused more on testing the model's
norma.tive ability, Le., its ability to influence the playing in the game. In
three games the players were, berore playing. given a one-hour lecture on
the game-theoretical analysis presented above. In two of the three games
each player rurthermore received a "consultant's report", suggesting that
he should argue ror one specific method (out or those listed in Table 2)
and outlining the main arguments ror this method. Each player got a
different one-page report generally arguing ror that method which hap­
pened to be the most ravorable ror him: ror example, the Shapley Value
ror player H, the Proportional Nucleolus ror player K, etc. In the two
remaining games, the parties had to specify their distribution or two cost
levels ror the grand coalition. namely 83.82 and 87.82 million Crowns.
This was done in order to rocus the attention or the players on the princi­
ple or "no benefit rrom cost overruns", which, as noted above, played an
important role in the game-theoretical analysis.

In order to compare how well the theoretical methods predicted the
game outcomes. we used three simple statistical measures, namely (1)
the sum or the absolute differences (between the theoretical prediction
and the actual outcome ror each player), (2) the sum or the squared
differences, and (3) the sum or the relative squared differences, Le .. or
the squared differences after dividing each difference by the theoretical
value. For every game we calculated these measures ror each of the six
methods of distribution presented in Table 2. For each game we also
ranked the methods, regarding one method as "better" than another it it
had a lower value ror at least two different measures. We then gave the
best method rank 1 and the worst rank 6.

The findings rrom all sixteen games are summarized in Table 4, in
which we present the average difference measures as well as the average
ranking values.

The most striking result to be seen in Table 4 is how rar away the
actual performance is from allocations strictly according to demand. 13

The reason is not that the planners ignored the information on water
demand given: in ract, in many games there were strong efforts to base
the cost distribution on water demand. However, such allocations
violated the principle of individual rationality, Le., that a municipality
group will not accept higher costs than the costs or "going it alone", which
thus appeared to be a very valid principle.

The second thing to be observed in the table is that. among the
game-theoretical methods, the difference measures are larger for the
methods which were ravored in the game-theoretical analysis mentioned
above. The Proportional Nucleolus prererred in this analysis is at the bot­
tom among these methods, while the Shapley Value, which is not even in
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Table 4. Average ranks and difference measures from sixteen games.

Difrerence measurem

Rank 1 2 3

Shapley Value 1.75 7.26 13.67 1.06
Nucleolus 2.00 7.97 17.26 1.69
Weak Nucleolus 3.31 8.74 21.65 3.01
seRB 3.62 9.99 23.12 1.80
Proportional
Nucleolus 4.31 9.93 25.74 3.96
Demand
Proportional 6.00 32.90 244.86 15.00

Ill, sum of absolute differences; 2, sum of squared differences; 3, sum of relative
squared differences (see text).

the Core (see earlier), is at the top, slightly ahead of the Nucleolus, which
although in the Core violates the principle of no benefits from cost over­
runs.

In fact, the solution was outside the Core in 10 of the 16 games. or
the six games with the solution in the Core, three were the games for
which the players had obtained information about the game-theoretical
analysis prior to playing. One might, therefore, hypothesize that the Core
concept is more valid as a normative concept than as a predictive con­
cept.

Even in these three "normative" experiments, the Shapley Value
fared better than the Proportional Nucleolus. The question then arises as
to why the players did not play more in line with the game-theoretical
"best" solution. One important reason seems to be the fact that in no'Pte
of the sixteen games did the parties form the grand coalition directly
without first forming some smaller coalition(s). In many games, a two- or
three-party coalition was first formed, followed by a four- or five-party
coalition, before the grand coalition was established. The actual
coalition-formation procedure was thus more in line with the Shapley
Value, implicitly assuming a step-by-step build-up of the grand coalition,
than with the Core solutions, which do not take any gradual coalition for­
mation into account.

7. INTERNATIONAL GAME-PLAYING COMPARISONS

Another interesting aspect of the game playing involved comparisons
of playing by local and regional planners in the water field from four
countries: Sweden, Bulgaria, Italy, and Poland. We were interested to
see, not only if there were differences between the countries, but also if



- 225-

there were detectable differences between planners from countries with
different social systems. The game was also played with doctoral students
and scientists in Sweden, Bulgaria, and Poland, as well as at llASA (in Lax­
enburg, Austria).

The main point of interest to report is that we found no significant
differences as regards the playing of the game with the planners from the
four different countries. In fact. the prediction that a planner in one
country would play like a planner in another country proved to be more
reliable than any of the six methods discussed earlier! 14 The difference
between planners and students in the same country was considerably
larger. The marked differences in behavior that appeared to exist
between, for example, the planners and students with little experience of
this kind of problem, indicate that it might be well worth the extra cost to
utilize as far as possible "real decision makers" when one wants to use
gaming as a test of models ultimately aimed at aiding real decisions .15

8. CONCLUSIONS nOli GAllING TESTS

Suppose that one has tested a model by game playing, for example in
the way described in the preceding sections: what conclusions can then
be drawn? ]n order to try to answer this question we return to the discus­
sion of Figure 2 in Section 3.

Using gaming we have tested relation R 5 by looking at Re, in a situa­
tion where R ... ~ 1. We shall here distinguish between two main cases: (A)
the positive case, when the game outcome is similar to that of the model
(Le., Re - 1) and (B) the negative case, when the game outcome is
different from that of the model (i.e., Re - 0).

A. Model Outcome Supported by the Game

Let us look at the possibility of draWing conclusions when R e ~ 1. We
first have the problem that, even though Re ~ 1 and R... - 1, it is not cer­
tain that R 5 - 1, Le., that the players behave in accordance with the
model's behavioral assumptions, since it is quite possible that another set
of behavioral assumptions, taken together with IAT' would lead to the
same model outcome. ]n order to be certain that R 5 ~ 1 we must:

1. Analyze the model structure to see whether other behaVioral
assumptions could possibly lead to this outcome, and/or

2. Study the whole game process to see whether the players
seemed to behave in line with the model.

Both of these tasks are of course very difficult. One cannot study all
possible behavioral assumptions and models often deal with implicit
thought processes.

Let us assume, however. that through such analysis we have become
reasonably certain that R 5 - 1, i.e., that the players behave in the same
way in the game as in the model. Only in the very special case where
R7 - 1, implying that the institutional assumptions of the game map very
closely onto reality. could one be reasonably confident in applying the
model in the real world.
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In the more probable case or R 7 ~ 0, there would still be the problem
that the decision makers might behave differently in the more complex
reality than they behaved in the game. Several ractors suggest that peo­
ple are less likely to follow behavioral assumptions that are focused on
rationality (as in game theory) in reality than they are in a game.

We note in particular the rollowing points:

1. There are in reality more players than in the institutional
assumptions. In the water game, ror example, there was not just
one player per municipality group but several.

2. In realure, information is incomplete and decision making takes
place under some degree or uncertainty, with the various
players at best being able to assign subjective probabilities to
various events and outcomes. The computational requirements
ror rinding a solution in a game-theoretical model are rar
greater than in a model with deterministic inrormation (see Har­
sanyi. 1967). This greater computational requirement reduces
the likelihood or rull rationality (see Cyert and March. 1963). In
the real water cost-allocation exercise. the demand conditions
in particular were extremely uncertain.

3. Free and instantaneous communication between all players is
an institutional assumption fundamental to much or cooperative
game theory. Such communication did not seem to occur in the
real water situation. Limiting communication limits information
rurther and works against game-theoretical "rationality".

4. In reality there is orten a lack or symmetry as regards size and
payorr runctions ror the various players. Such symmetry, which
is orten assumed in experimental games, would be conducive to
game-theoretical rationality (see Johansen, 1981). Although the
water game was not itseU especially symmetric. there was, in
the real situation with eighteen municipalities or greatly varying
sizes, even less symmetry.

Hence, a positive result in a game would very seldom allow us to draw
the conclusion that we could with confidence apply the model in reality.
At best, we might revise our subjective assessment or the model's prob­
able applicability in the real world. Depending on the cost or gaming rela­
tive to the cost or making a mistake in applying the model, we might in
this situation proceed to rurther testing of the model.

B. Model Outcome Refuted by the Game

The conclusion that Re ~ 0 implies that Rfj ~ 0, Le., that the parties
did not rollow the behavioral assumptions or the game. To analyze the
implications or this rurther we shall distinguish between two cases in
terms or how well the institutional assumptions or the game represent the
real decision environment, Le., whether (a)R7 ~ 1 or (b) R7 ~ O.
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a.. Institutional Assumptions Correspond to Environment. Assuming
that, as in the water games played with the planners, we have obtained
R e ..... 1, Le., the players are "decision maker similar", we can conclude
that R(j ..... 0 implies that R2 ..... 0, Le., that the behavioral assumptions of
the model are not valid in reality. This is the most clear case for using
gaming as an acid test. It the gaming in the case refutes the model, then
there is no reason to try to apply it to the real situation.

b. Institutional Assumptions Diller from Environment. In the case
of R 7 .... 0, we cannot draw strong conclusions. Even it R e ..... 1, Le., the
players are "decision maker similar", their behavior might be different
due to the fact that R 7 ..... O. One cannot, without further investigation, rule
out the possibility that decision makers would behave differently in the
generally more complex real environment. It is of particular interest to
note that one cannot rule out the chance that they might then, in reality,
act in a.ccorda.nce with the behavioral assumptions of the model. One
must therefore look more closely at R 7 , to see in what respects the IAc
(the Institutional Assumptions of the Game) differ from the real environ­
ment and to what extent this could possibly lead to changes in behaVior.

Let us illustrate this by reference to the Water Cost-Allocation Game.
Here, as already noted, the players in most games violated the behavioral
assumptions underlying the Core method, and in particular those of the
Proportional Core. Ali shown above, the lAc provided a very simplified
model of the decision environment. The question is then whether it is rea­
sonable to assume that because the environment is different, real water
planners will, in the real situation, behave in an entirely different way.
One should generally try to see through the different factors underlying
the institutional assumptions and assess whether differences really would
make decision makers more likely to act like the model in reality than in
the game.

There seem to be two main factors that could work in this way: time
compression and incentives for decisions. Decision models based on
assumptions of rational behavior implicitly further assume that there is
plenty of time for very careful deliberations. Furthermore, institutional
payoff assumptions. explicitly or implicitly, concern very substantial
sums of money. On the other hand, the main simplification in the game is
the "time compression", since in most cases, for practical reasons, one
cannot involve qualified persons in a game for more than a very limited
time. for example, one evening (see Chapter X:a). In addition, the money
paid out to the game participants is generally small for budgetary rea­
sons. Real situations may involve millions of dollars, while in the game
situation this sum is scaled down to only a few dollars. It a model has
been refuted in a series of experiments, it is therefore wise to question
whether the failure might have been due to the fact that the players had
too little time for their decisions and too little economic incentive to play
"well".

One way to check these factors would be to make the institutional
assumptions more "realistic" by increasing monetary payoffs and avail­
able decision time. or course, one cannot make any drastic changes in
the game for the reasons mentioned above. In the water game we varied
the monetary payoff by roughly a factor of 10. The amounts involved
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were, of course, still insignificant, with a maximum total payoff of $20. As
regards the time for the game, we varied this by a factor of two. (The
maximum game length is 90 minutes: in some games agreement on the
grand coalition was already reached within half that time.)

These changes did not appear to have any noticeable effect on
behavior. We can, then, perhaps at least refute the hypothesis that "the
outcome of a game is a strictly monotonous function of time for decisions
and monetary payoffs". We cannot, however, rule out the possibility that
behavior might change if there were a very drastic change, for example,
in monetary payoffs. The only indication we have that this was not the
case came from discussions with water planners, who assured us that
they would not have played differently even if the payoffs had been much
higher.

On the other hand, we must remember that in Section B.A we
presented four factors that suggested the opposite, Le., that decision
makers are more likely to act like the model in a game than in reality. In
the water game it appears that these four factors are stronger than the
two mentioned above. In such a situation one would, on the basis of a
negative outcome in the gaming experiment, have a somewhat more
sound basis for the hypothesis that the model is not valid for real use. We
would then suggest that one should not go ahead and directly apply the
game-theory model in reality.

Summing up, testing by gaming mainly has the function of an "acid
test"; Le., it should be used as a screening process for models that one
wants to use for real decisions. Models can be rejected as regards their
validity for real applications by not being successful in the gaming experi­
ments. Being successful in the gaming experiments is, however, far from
sufficient to ensure successful real-world applications. Rather, success in
gaming experiments is equivalent to a "green light" for continued testing
of the model.

9. REVISING THE lIODEL ON THE BASIS OF GAMING TCITS

It should finally be stressed that the rejection of a model through a
negative outcome in the game need not mean that the model should be
"scrapped" altogether: it is often more a case of "back to the drawing
board". Then one would try to change the model on the basis of the
experience gained from the gaming experiments.

Here we encounter another important function of gaming, namely,
gaming as a generator of ideas for constructing new or revised theoreti­
cal models. These new theoretical models may not be based on the same
types of assumptions of unlimited rationality as the game-theoretical
models, but may be part of a more general theory of game playing. In
other cases, the new behavioral assumptions might still be in the realm of
fully rational game playing but the focus may be different.

As regards the water game, we concluded that a major reason for the
predictive weakness of the core methods was that the methods did not
allow for the formation of the grand coalition through a step-by-step
approach (although this actually occurred in alL the games). This
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inspired us to construct an alternative model for cost allocation in situa­
tions of the type described.

The main idea is that each new coalition is formed by only two par­
ties, be they single players or already existing coalitions of players. The
formation of the grand coalition will therefore, in the six-player game,
always involve five coalition-formation steps. In this regard the new
theory is similar to the coalition-formation process of the Shapley Value
discussed in Section 2. The difference, however, is that in each step we
choose the most likely coalition. This is defined as follows. Each of the
remaining parties (i. e., six parties in the first step, five in the second
step. etc.) name the party with whom they prefer to form a coalition,
because it will give them the highest cost savings. The two parties form­
ing a coalition split the total cost savings equally.I8 If two parties have
each other as preferred parties, they form a CCP (Coalition Candidates
Pair). If there is only one CCP, the parties of this pair will form a coali­
tion. If there are several CCPs, the one leading to the highest cost savings
will turn into a coalition. If in a particular step there is no CCP, the game
will continue for a while. In a dynamic game, with the parties incurring
certain time penalties (an early agreement is worth more than a late
agreement), a CCP will generally evolve after some delay and will then
form a coalition.

For the Water Cost-Allocation Game this theory leads, under the
assumption of equal time penalties (interest rates) for all parties, to a
solution, which for the difference measures mentioned above fares better
than any of the six original methods. We cannot, however. claim any
predictive value for our method, since the model has been constructed
after the playing of the game. (We hesitate to talk even of a descriptive
value at this stage.) The model's predictive value must now be tested in
new game runs, preferably ones with different numerical values than
those which inspired the new theory.

More generally, after reconstructing a model in the light of gaming
tests, it is necessary to perform new tests. Hence the use of gaming in
testing is only one link in an iterative process of model construction, test­
ing. revision, and further testing. leading step by step to a model that is
more valid for real applications.
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NOTES

1. As defined in Chapter II1:a.

2. As defined in Chapter U1:a.

3. The marginal or "separable" cost for a party is the marginal cost of
being the last to join the grand coalition. "Remaining benefit" is the
difference between the cost if the municipality goes alone and its margi­
nal cost. The party pays its marginal costs plus its share of the nonallo­
cated costs, where this share is proportional to the party's share of
remaining benefits.

4. Although these last two principles were first stated as desirable pro­
perties of a solution, they can be reworked into behavioral assumptions
by stating that "a party will not agree to any cost division that would
violate these principles".

5. Although the Skane study began with something of a direct operational
purpose, namely to help with the decision on increased water supply for
the 1980s in Sweden, it turned out during the study period that, due to
the economic setback in Sweden after 1973, the original demand fore­
casts were much too high and that a much smaller increase in water sup­
ply was called for. The cost data were, however. still reasonable. The
study hence became much more focused on using these data for develop­
ing better cost-allocation methods. For this reason the gaming activity
acquired the character of an operational research game.
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6. This does not mean that it is absolutely necessary to get correct
behavioral assumptions. Quite often a model can, e.g., make good predic­
tions without the behavioral assumptions being a good replication of the
actual behavior of the players (see Friedman, 1953). However, unless the
behavioral assumptions in some way capture the essence, Le., the most
important properties of the behavior, the model's predictive ability under
certain institutional assumptions might be purely coincidental and one
would then be hesitant to use it for situations with very dirrerent institu­
tional assumptions. It should be stressed that our method of testing by
gaming does not focus on the direct observation of the behavioral
assumption.

7. Among the behavioral assumptions, one should include what in many
models are referred to as axioms. often concerning desirable properties
of the solution.

6. Except (possibly) assumptions regarding deductive and computational
ability by providing deductions and computational facilities. In this sec­
tion we shall therefore exclude assumptions regarding deductive and
computational ability when we talk about behavioral assumptions.

9. Look at the assumptions in Chapter III: a, Section 6. How does a deci­
Bion maker answer the question: "Do you want to act as if you have
correct expectations concerning the expectations of the other parties?".

10. This has, for example, been critical for many experiments testing
utility theory (see Allais and Hagen, 1979).

11. For an example, see Stahl (1960. p.?).

12. In one of these twelve games the parties played. prior to the game
described here, a sealed auction bid game (Young. 1980), the outcome of
which could possibly be used as a reference point for the later game. In
this game another model (not one of those discussed earlier) was also
tested.

13. Allocations according to population would lead to even greater differ­
ences.

14. For instance, in the games with planners in Sweden, Italy, and Poland
the outcome of any game in the other three countries was the best pred­
ictor, and in the game with the Bulgarian water planners the games in the
other countries were the second-best predictors, only slightly behind the
Shapley Value (Stahl. 19B2b).

15. This is discussed in more detail in Chapter X:a, Section 2.2.

16. This equal split is derived from basic game-theoretical assumptions.
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Chapter VIII:c

OPERATIONAL GAllING OF CATTLE BREEDING

Sandor Somogyi and Istvan Kisimre
Institute 01 Management Sciences, Subotica (Yugoslavia)

1. INTRODUCTION

In many countries. the agricultural sector is organized in the form of
large agroindustrial complexes. However, the size of these complexes
increases, in turn, the associated problems of planning, decision making.
and coordination. Methods from operational research are often helpful in
planning and decision making but they usually cannot satisfactorily take
into account all the complexities of large systems and the dynamics of
their behavior. The very precise "optimal" solutions prOVided by these
methods are often unnecessary and serve only as broad guidelines.

With this in mind, we started research into methods that imitate the
dynamics of complex agroindustrial systems. Experience in setting up
and using simulation models has shown that they can handle the complex­
ity and dynamics of these big systems, and the rapid generation of a
great number of possible solutions permits an effective choice of suitable
solutions to be made.

Our first attempt at developing simulation models was made after
study of the agricultural operational gaming efforts of the Hungarian
scientists Csaki and Mozes (1976) (see also Chapter V:c of this volume).
We began by trying to adapt their game to our reqUirements, but it soon
became apparent that the needs of our users were very difIerent from the
possibilities inherent in the original game, so that we had. in essence, to
change the whole game. Using the experience obtained from that game,
we then developed our own simulation model of general farming.

Our next step was the development of a simulation model specifically
for cattle breeding. The need for such a model has long been felt by agri­
cultural planners in Yugoslavia and our work was widely supported. We
developed this model completely on our own. The result of the work is a
well-documented simulation model (see Somogyi and Kisimre, 1981). To
make the model more accessible. we developed it in three different ver­
sions, with difIerent degrees of complexity.

In this chapter we shall briefiy describe this operational game. We
begin with a description of the cattle farm viewed as a manufacturing sys­
tem. then move on to an outline of the simulation model of cattle breed­
ing. This is followed by a short review of the operational gaming efl'ort.
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and the chapter closes with a discussion of the practical experience
acquired by using the game.

2. THE CA'M'LE FARM AS A MANUFACTURING SYSTEM

Within large complex systems for food production, cattle breeding
plays an important role because less valuable plant products are con­
verted into highly valuable animal products. In Yugoslavia, cattle breed­
ing has tended to be organized more and more in large specialized units.
These cattle breeding farms are specialized economic complexes
equipped with buildings, eqUipment. energy supplies. certain categories
of cattle, and manpower.

The cattle breeding farm may be viewed as a manufacturing system
which transforms fodder into various products. It involves constant
trans/armations of the state of the system: these transformations are
the results of the mutual interactions of work, biological processes,
fodder, money, energy, information. and surroundings.

If we analyze the transformation processes occurring in a cattle
breeding farm. we can differentiate the folloWing components:

• Biological components, Le .. the cattle, as the bearers of genetic
potential and the capability for converting fodder into highly
valuable products.

• Fodder, which is effectively transformed into cattle.

• Manufacturing and nonmanufacturing services, which are neces­
sary for the continuing development of the production process.

• Investment, which is necessary for the functioning and develop­
ment of the farm.

• Energy, for manufacturing and nonmanufacturing purposes.
• Work, Le., manpower, as the driving force behind the production

process on the farm.
• Environment, Le., those factors which influence the functioning

of the system described above.

• Data, Le., information about the state and behavior of the sys­
tem and its environment.

3. A SIllULATlON lIODEL OF CA'M'LE BREEDING

Simplified models of complex systems, which more or less faithfully
imitate all the essential characteristics of the systems, have an excep­
tional significance in planning, decision making, and business manage­
ment. Such models permit the rapid testing of the consequences of a
variety of possible decisions using a computer. The task of the Simulation
model is to simulate all the essential transformation processes of the sys­
tem and thus to represent the possible behavior of the system.
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Experience has shown that, in order to arrive at a valid simulation
model, it is necessary to perform the following tasks:

• Study the behavior of the system to be simulated.

• Determine the transformation processes of this system.
• Define the system's inputs and outputs and the relation between

them.

• Outline the approximate logical structure of the system in a
model.

• Write and test the computer programs.

• Write the instructions for using the models and programs.

Our simulation model of cattle breeding was developed along these
lines. After studying cattle breeding as a manufacturing system, we
began to consider the various transformation processes. On the basis of
these transformations we defined the transformation formulas, Le., the
mathematical descriptions of these processes. These formulas were
based on empirical data. The user of the simulation model can either be
informed about these formulas, or use them as a "black box". When
necessary, the transformation formulas are left "open" for the user who
can. optionally, modify them by specifying the corresponding parameters
in the form of input data.

The simulation model of the cattle breeding farm system comprises
the following significant components:

• State of the system at the beginning of the period to be exam­
ined.

• Input into the system during the period.

• Characteristics of the transformation processes during the
period.

• Output of the system during the period.
• New state of the system at the end of the period.

If the initial state of the system and the inputs during the simulation
period are quantified and estimates of the transformation processes are
made, the corresponding output of the system can be computed. This
simulation will not, as a rule, supply a unique optimal solution but only
one of several possible solutions. The results obtained should be analyzed
and examined bearing in mind the main goals of the system. In the case
of the cattle breeding farm. for instance, the goal is generally to reach a
higher level of production with a favorable rate of conversion of fodder,
thus realizing a level of economic operation that can cover the current
needs of the farm as well as providing for expanded future production.

With every simulation model it is of course important to define the
time period to which the simulation refers. The simulation of cattle
breeding is generally performed for a period of one calendar year.
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4. INPUT-OUTPUT PARAMETERS OF THE SIMULATION MODEL

The most important input data for the simulation model fall into
three main groups:

1. Initial State 0/ the Farm

(a) Cattle stock
• Number of head of cattle (at the beginning of the year)

according to category.1

• Weight per head according to category.
• Value (price per kilogram).
• Age structure according to category.
• Percentage of milk cows and heifers in breeding stock that

are pregnant.

• Weight structure of cattle for fattening, etc.
(b) Buildings and equipment (only total values given)

e. Direct and Indirect Inputs 0/ Cattle /Juring the Year

(a) Input of cattle

• Number of cattle bought according to category.
Average weight at purchase.

• Average purchase price.
• Percentage of cows and heifers that are pregnant at pur­

chase, etc.
(b) Input of materials (raw materials and semimanufactures)

• Fodder (kind. quality, quantity, price).

• Auxiliary material, energy, and services (only total values
given).

3. Inputs Related. to the Trans/ormation Formulas2

• Weight of calves in breeding stock.
• Increase in numbers according to category.

Number of calves born per pregnant cow.

• Proportion of male calves in the total.

Many external factors or disturbances influence the functioning of
cattle breeding. The directions and intensity of their effects in any subse­
quent period are very difficult to estimate. However, it is necessary to
try to predict their net infiuence and to include this in the model. If the
disturbances are of a stochastic nature, random-number generators can
be used. A number of such random factors are included in our model,
relating mainly to disease, enforced slaughter of cattle, and so on.
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The simulation of a given period ends with the attainment of the new
state. The parameter values characterizing the new state are generated
by the simulation process. The most important output tables concern the
following:

Turnover (measured in head of cattle).
Records of the weights, increase in numbers, and values of each
category of cattle.
Record of milk production.

Survey of the need for fodder.

Daily feeds required for the various categories of cattle.
Manpower plan.

Overall economic results of the cattle breeding.

Indicators of the successful functioning of the cattle breeding
farm.

Information on the new state of the cattle breeding farm is thus
obtained after each period of simulation. The data describing this state
can be used as input for simulation of the next period: this is useful when
we wish to simulate the behavior of the farm over many years.

5. SHORT DESCRIPl'ION OF THE OPERATIONAL GAME

Cattle breeding is a complex process, so the simulation model of the
process is correspondingly complicated. Therefore manual simulation on
the basis of the model described above would be very tedious and the cal­
culation of the model's output on the basis of several different sets of
input data would be almost impossible. However, simulation models only
really make sense if it is possible to test many cases in order to find the
combination of input data that gives the most acceptable results. It is
therefore necessary to implement the simulation model on a computer;
this permits rapid simulation, together with the possibility of successively
changing decisions in order to find the most suitable solution. If the user
uses a simulation model in this way, then, according to our definition, he
is playing an operational game. In this case he is termed a pLayer, and
the internal logic of the model constitutes the rules of the game. The
physical output and financial indicators are measures of the degree of
success achieved by the player in the game.

The basic version of our cattle breeding operational game is a gen­
eral simulation model of the cattle breeding farm. The player starts the
simulation by inputting data on the initial state of the system. If neces­
sary, he modifies some of the transformation formulas. He then defines
the input decision variables for the simulation period. The computer per­
forms the simulation and provides results in the form of tables, which the
player examines. On the basis of these tables he makes decisions about
possible changes in the initial state of the system, the transformation for­
mulas, or the decision input data. The gaming is planned in such a way
that some intermediate results can be considered, and so that decision
making is possible, not only at the very beginning of the simulation, but
also at various so-called control points.
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It is important to note that the general simulation model of the cat­
tle breeding farm is formulated so that it enables the use of data from
real farms. The initial state of the system and other data can be taken
from a specific farm and the future behavior of that farm can be simu­
lated under different conditions and on the basis of various management
policies. In fact, the primary purpose of the operational gaming effort is
just such an application to the real conditions of cattle breeding farms.

An important feature of the cattle breeding game is the possibility
for competition between the players. The physical and financial indica­
tors. which are obtained as output at the end of the simulation, can be
used as measures of the success of the various players. The initial state
can be defined in advance and all players can start from the same state.
Their results can then be compared at the end of a specific period, so
that the skill of each player can be evaluated. This feature is particularly
useful for educational purposes.

The game is intended to be used by players from different profes­
sions, interests. and occupations, ranging from students to highly skilled
workers and experts in cattle breeding. In order that all categories of
users derive the maximum benefit from the game, three versions are
aVailable.

In the simplest version of the game, the players calculate only the
turnover and the growth of the herd and the milk production. All the
transformation formulas are fixed. On the basis of relatively few data.
indicators of turnover of the herd. milk production. increase and growth
in the number of cattle, and total income of the farm are calculated. This
version of the game 1s mainly intended for students.

The other two versions use the complete simulation model of cattle
breeding. They enable all data related to the state of the system and
changes and modifications of the transformation formulas to be input. In
the msdium version, the players input the data on daily feeds for the cat­
tle.

In the most difficult version, the players input only the available
quantities of dU'Jerent kinds of fodder. indicating also the nutritional
ingredients and price of each and the special dietary needs of some
categories of cattle. The feeds themselves are calculated by means of
linear programming.3 This complex version requires the players to have
nutritional knowledge and is mainly intended for the simulation of real
(existing or foreseen) cattle breeding systems. The players in this case
should be groups of experts with a wide range of professional back­
grounds and this version is used for business decisions later to be applied
in actual practice.

8. THE USE OF THE CATTLE-BREEDING GAllE

This operational game relies completely on the use of a computer.
The player has two main options:

1. To input all data concerning the state of the farm and changes
during the examined period for computer processing in batch
mode and, after the processing. to analyze the results obtained.
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2. To input the data interactively using a terminal. in order to be
able to examine all intermediate results obtained as a basis for
decisions about the next task.

The flow diagra.m for the most difficult version of the operational
game is presented in Figure 1; the simpler versions use only a part of this
procedure. The game proceeds as follows.

At the beginning of the game, the player inputs the data on prepared
forms, thus defining the state of "his" cattle breeding farm at the begin­
ning of the simulation period. If necessary, he modifies the transforma­
tion formulas by specifying various parameters and defines the input data
for the period. The forms are structured in a way that helps the player to
define the input data more easily and effectively.

Some input data are related to the purchase of cattle. If the player,
for the time being, does not have all the data necessary for making deci­
sions about purchases, he first simulates the turnover of the herd based
only on the reproduction of his original herd. After analyzing the results
obtained, he repeats this part of the simulation if necessary, now includ­
ing his decisions about purchases of cattle.

On the basis of the initial state of the system and the input data, the
first part of the simulation projects the turnover of the herd, milk pro­
duction, and growth in the number of cattle, and also gives some finan­
cial indicators, such as the value of the cattle produced. The simplest
version of the game finishes at this point. The player can repeat the
simulation many times with changed data or perform the simulation for
succeeding periods by using the data obtained to define the initial state
for the next period.

In more difficult versions of the game, the data on feeding the herd
are given a.lter the "control point" at which the results of herd turnover
are considered. If the player wishes to establish total fodder needs on the
basis of optimization of the daily feeds he inputs the following informa­
tion:

Nutritional requirements of the cattle;
Nutritional content of fodder;

• Quantities of fodder available;

• Prices of fodder.

On the basis of these data the optimal structure of daily feeds for
each category of cattle is calculated by means of linear programming. If
the player does not want to utilize the optimization procedure, he must
himself specify the structure of the daily feeds.

In both cases, the final results of this part of the operational gaming
are indicators related to the feeding of the cattle (fodder requirements,
daily feeds, costs of feeding, etc.). Having studied these results, the
player can decide to repeat just this part or the whole procedure from
the beginning in order to improve the results by changing the data. In
the most difficult versions of the game, we have found that it is very often
necessary to change the input data related to feeding, because the first
runs are usually insufficient for specifying feeds of the required quality
and quantity.
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Figure 1. The flow diagram of the cattle-breeding game.
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7. PRACl'ICAL EXPERIENCE lJITH THE CA'ITLE-BREEDING GAllE

The simulation model and the corresponding computer programs
were developed at the Institute of Management Sciences in Subotica on a
UNNAC 1100/20 computer. The programs are written in FORTRAN, and
the standard programming package FMPS (Functional Mathematical Pro­
gramming System) is used for the optimization of daily feeds.

From the flow diagram of the game (Figure 1) it can be seen that
there are three separate programs corresponding to the three stages of
the simulation. These programs are connected by the job control
language of the operating system. On average. the programs consist of
700 lines of code. They are written according to the block principle,
where every block has a clearly defined and separate function. Therefore,
adaptation for new requirements (e.g .. changing transformation formulas
or producing output tables in other languages) and the transfer of the
program to some other type of computer are relatively simple.

It is also quite easy to teach the use of the game. If the player does
not want to work interactively with the computer, all that is necessary is
that he should till out certain forms that clearly indicate what kinds of
data are required and how their consistency can be controlled.

The use of the terminal for interactive work normally causes no
dimculties either. A short course is quite sufflcient for someone familiar
with cattle breeding to learn the use of the operational game.

After the construction and testing of the computer programs, the
game itself was subjected to trial use. It was first used to simulate the
operation of a "school model" of a catUe breeding farm, and after that
was applied to models of several large farms.

On the basis of these tests. during which the most d1ffl.cult version
was mainly used, we found that it was complex and time-consuming. even
for experts, to give all the data needed for a complete simulation of the.
functioning of the catUe breeding farm over a one-year period. Neverthe­
less, the results obtained were realistic and gave rise to useful sugges­
tions for farm management.

Csaki, Cs. and Mozes, L. (1976). Agri.c'uJ.tural Companies Decision Game.
Tankoenyu Kiado, Budapest. (In Hungarian.)

Somogyi. S. and Kisimre, 1. (1961). A Simulation Model 01 Cattle Produc­
tion: A Method lor Ma.Jcmg 1Jus'in.ess Decisions. Institute of Manage­
ment Sciences. Subotica. Yugoslavia. (In Serbo-Croat.)
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NOTES

1. The model can simulate the operation of a farm with 1-10 different
categories of cattle (for instance, calves, heifers, cows, etc.).

2. The transformation formulas have a standard form which is built into
the model. If they do not suit the user, he can change them by means of
these input parameters.

3. The optimization of daily feeds for the various categories of cattle is
not done in isolation: all feeds for all categories are optimized simultane­
ously for the whole period of simulation. The seasonal availability of some
kinds of fodder is also taken into consideration.
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1. INTRODUCTION

As a discipline, gaming is most effective when considered as a com­
munications mode between the sciences and public policy issues. This
interface becomes critical since it affects so much in public life.
Specifically, science has much to offer on the resolution of public issues,
but is often ignored or improperly applied. Scientists who attempt to
assist in this process are confronted with two primary choices in terms of
the perception of how public decisions are made. In one instance, deci­
sion is viewed as a logical process, and this leads to a series of scientific
activities. In this context the classical theory of games and other
mathematical approaches appear to be reasonable and productive.
Unfortunately, decision in most instances is more a "gestalt" event than a
logical process. If one is making a decision concerning the operation of a
petroleum. refinery perhaps the model of a logical process is legitimate.
If one is dealing with a major public issue such as the Conrail case
described here, one has to perceive the actions of major politicians con­
cerning this as being part of an overall context or "gestalt" event.

To deal with this concept of decision as a gestalt event in a public
context we have evolved a communications theory of gaming/simulation
(Duke,1974, 1961). This theory leads to several notions. One is that games
are situation specific. Another is that games must be constructed from a
disciplined process. This process can be divided into ten steps. In this
chapter we shall identify the ten steps and indicate briefiy how they were
applied in the Conrail case.

2. TEN STEPS or GAllI: DEVELOPlIENT

Step 1. Deftne the Problem

Conrail Corporation was created in 1976 by the US Congress as a
private profit-making corporation with the responsibility of taking over
the operations of six bankrupt rail lines in the northeastern quadrant of
the country. The Regional Rail Reorganization Act charged Conrail with
integrating the six railroads into one system to maximize service and to
minimize the required public subsidy. Although Conrail was given a large
federal grant to cover the initial costs of taking over the railroads, it was
hoped that eventually the corporation would become self-sufficient.
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Arter two years and over three billion dollars in public subsidies, how­
ever, Conrail managers were unwilling to guarantee that the system (with
its route mileage already trimmed by 30%) could ever become profitable.
in the prevailing regulatory environment. The Carter administration. for
its part. had hinted strongly that Conrail should not assume that addi­
tional subsidies would be forthcoming.

Conrail management was, thus, under a great deal of pressure. While
the Administration threatened to cut off funds, various state and local
politicians were intent on ensuring that money-losing trunk or branch
lines affecting their constituencies would not be closed. To exacerbate
the situation, Conrail was a member of a regulated industry. Its manage­
ment, therefore. had little or no control over two crucial factors that
managers in unregulated industries manipulate in order to improve
profitability: pricing and the level of service.

As part of an overall effort to improve its financial performance. Con­
rail management developed a new analytical framework for evaluating the
operation of the system. Basically, the new technique placed a greater
emphasis on the revenue-cost relationships for individual commodities or
lines of business (LOBs) than on the profitability of specific segments of
rail line. as had been the traditional practice of the industry.

The development of this analytical approach followed the realization
that it is not always productive to think in terms of excess capacity in
relation to the fixed plant of railroads. Traditionally, railroad managers
had assumed that once the plant (Le., rail lines. terminals) was fixed in
place it was desirable to run as much traffic as the plant would accommo­
date, regardless of how much or little revenues from particular services
covered fixed costs.

Managers have now discovered that additional traffic often adds costs
beyond those traditionally considered to be variable costs. In other
words, costs that were once thought to be fixed are often actually vari­
able. The result is that railroad managers are beginning to realize that it
pays to discriminate between customers. The only services to be pro­
vided would be those from which revenues cover all true variable costs
and, in addition, cover some of the fixed costs.

Building on the novel assumption that the railroad's fixed plant con­
tained less excess capacity than previously believed, Conrail management
developed the analytical framework based on LOBs and commissioned an
extensive study of the Conrail system using that framework. One particu­
larly significant result of the study was the conclusion that. out of 80 dis­
tinct LOBs identified in the study, only nine were making contributions to
Conrail's fully allocated fixed costs.

The study broke LOBs into four broad categories based on their
profitability. the competitiveness of rail and truck transportation, and
the cost of assets necessary to provide the service. Another significant
result of the study was that Conrail could continue to service all four
categories of LOBs over the then existing system only at the cost of hun­
dreds of millions of dollars a year in public money. However, the study
concluded that if it were allowed to drop certain services and lines Con­
rail could become self-sufficient.
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The results of the study and the threat of losing future public subsi­
dies led the Board of Directors of Conrail to conclude that Conrail should
move to divest itself of a large number of LOBs and therefore, inevitably,
a number of branch or trunk lines. This conclusion, in turn, led the Board
to look upon deregulation of Conrail or of the rail industry in general as a
positive goal and even as a necessary goal if Conrail was to wean itself
from reliance on the public purse.

Step 2. State Why Gaming and Not Other Methods

Within the context outlined above certain members of the Conrail
management felt a gaming exercise would be beneficial. The desire for a
simulation tool originated within the ranks of Conrail's middle manage­
ment. These, our clients, articulated several purposes, each catering to a
dilJerent audience, that they hoped a game could serve.

The first and most important audience for the game would be
Conrail's top LeveL managers, the Board of Directors and the vic e
presidents. The clients believed that while the top level management was
extremely competent in matters strictly related to the management of a
railroad, it was less than fully cognizant and/or appreciative of the politi­
cal context within which Conrail was forced to operate. The clients were
concerned that these people would base their management plans on a
configuration of the system (Le., regulatory environment and service
level) that would be ideal from the management perspective but. in view
of political exigencies, impossible to achieve. The clients were interested
in creating a simulation that would reveal to those top level managers
what the political reactions to various systems alternatives would be. The
managers, then, could form a consensus on an alternative that, though
perhaps less than perfect from a management point of view, would be pol­
itically feasible.

The second audience was to be poLitical actors. It was assumed by
the clients that once the Conrail management, with the benefits of the
simulation, had decided on a policy direction, the game could be used to
explain to various political decision makers why this policy made sense.
The clients were interested in altering decision makers' beliefs about
what the legitimate functions of a railroad ought to be. They were also
interested in communicating the notion that decisions to drop particular
branch lines are not proposed as ends in themselves, but are by-products
of decisions to drop particular commodities or services based on the LOB
analysis.

Some of the clients expressed a less subjective purpose. They
believed that the game should be used to represent to political actors the
various options that were available for Conrail's configuration and opera­
tion and the extent of regulations. Associated with each option would, of
course, be various costs and benefits. Underlying the entire process
would be the trade-off between the level of service desired and the willing­
ness to spend public money. It would be up to the politicians themselves
to choose the most attractive alternative. The purpose of the game would
be merely to present the alternatives in such a fashion that this trade-off
would be pronounced. helping the decision makers to discern how the sys­
tem really works, to be aware of the policy options, and to comprehend
the political consequences of each option.
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The clients believed that the game could be beneficial in educating
mid-level ma.na.gers and state rail officials about how the Conrail system
operates and why deregulation would be necessary for Conrail to move
toward self-sufficiency. In addition, the game could be used to demon­
strate why particular LOBs would be dropped if regulations were to be
removed.

Finally, top management had a very short time between the time it
resolved to look at the deregulation question and the time that it
expected Congress to act. There was simply not sufficient time to justify
more elaborate or rigorous scientific methods. Further, it was assumed
that the problem was understood and the real question was to communi­
cate the character of the problem to someone outside the railroad indus­
try. Therefore, one of the primary functions of gaming, namely to try to
transmit knowledge to some new group, appeared valid. Thlis, the gaming
team was called in and was told that the company had resolved that dere­
gulation was good and that the game was essentially to be a propaganda
tool to convince Congress to proceed with deregulation.

Step 3. Specifications for Game Design

The first job of the game design team was to prepare a document
that treated several hundred variables by defining the particulars of what
the client was trying to achieve and the environment in which the game
would be operated. These specifications included constraints on the use
of computers, the time horizon, the objectives in terms of communica­
tion, and the nature of the economic model to be conveyed.

Step 4. Systems Study

Having obtained a written agreement on the specifications describing
the objectives of the game, the team undertook a complete, if hurried,
systems study. This is an attempt to put into one schematic diagram all
of the information that might be available concerning the character of
the system that we are dealing with. The lines of business, the kinds of
freight transported, the characteristics of the competing rail, truck, sea
and air industries, the applicable concepts of fixed and variable costs,
and the network itself were all represented. In order to define this rudi­
mentary analytical schema, depicting the costing and pricing mechan­
isms of the economic system within which Conrail operated, we had to
obtain information (both conceptual and empirical) from each of the Con­
rail vice presidents. The information was incorporated by the game
designers into the tentative abstract schema, which was then presented
to the same individuals who had provided the information.

Step 5. Selection of Systems Components for the Game

In this step the game design team worked with the Conrail team.
Using the specifications as a guide we selected the items from the sys­
tems study that had to be included in the game itself. In effect we were
making a model of a model.
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Given the purpose of the game it was evident that the game had to
include some element that would dramatize the effects of various
managerial and regulatory options on Conrail's customers. In other
words, if Conrail management were allowed to drop certain unprofitable
commodities or services, what kinds of shippers would be hurt, how many.
and how badly'? Would entire branch lines be closed down'? What would be
the impact on particular political jurisdictions'?

Furthermore, it was essential that the game communicate the link
between levels of services provided and the amount of public subsidy
required. The Conrail management's contention was that unless the regu­
latory restrictions on its decisions concerning pricing and service provi­
sion were loosened, Conrail would continue to require public money to
subsidize services for which revenues received did not cover costs
incurred. Thus, the game had to provide players with an intuitive grasp of
the relationship between costs and r"lvenues and the impact of regulatory
restrictions on this relationship.

In short, the game had to be designed to illustrate the market
processes afiecting Conrail's profitability and the differing effects on vari­
ous political constituencies of the options available for restructuring the
overall market system.

Step 6. Systems Component/Gaming Element Matrix

Having completed step 5, which was the selection of the components
of the system that we wished to represent in the game, we then went
through a deliberate process of showing how each of these components
would be retlected as a gaming element. There are at least 13 gaming
elements. The gaming elements are as follows: 1, scenario; 2, pulse; 3,
steps of play; 4, psycho-sequence; 5, roles including gamed roles, pseudo
roles, and simulated or robot roles; 6, rules; 7, models; 8, decision struc­
ture and linkages; 9, accounting system; 10, indicators; 11, symbology;
12, paraphernalia; and 13, referee or game operator (further details are
given by Duke, 1974, 1981).

The system component/gaming element matrix is a deliberate pro­
cedure whereby one establishes each systems component that is to be
represented as some specific element or elements of a proposed game.

Step 7. Concept Report

The Concept Report is a blueprint for the design of the game. It is
produced by essentially summariZing each column of the gaming element
matrix. In this way everything that had to be represented in the system,
and that has thus been transferred to the gaming element matrix, can
now be summarized in a logical report. For example, the scenario items
can now be assembled in a logical way. The Concept Report becomes the
tlrst logical statement of what the game format might be.

Some of the most salient concepts that the Conrail game sought to
elucidate include: the range of Conrail's customers and the complexity of
its services; the d.iffl.culty of accurately determining fixed and variable
costs corresponding to speciftc movements; the implications of different
pricing methods (generic versus customer-specitlc discrete pricing); the
competitive nature of Conrail's markets; the feasibility of increasing
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revenues through price increases or elimination of fixed costs; and the
total cost to the region of transportation under regulation compared with
the total cost to the region under deregulation.

Step 8. Game Design Process

This is a fairly straighUorward process in which the game is designed
using an interactive procedure that attempts to emphasize the gaming
elements one by one. During this stage teamwork is required, and the
repertoire of games previously played is very useful for thinking through
what this particular exercise might look like.

We arrived at a game with the players taking four types of role: (1)
customers (shippers); (2) Conrail managers; (3) competing railroad
managers; and (4) competing truck managers.

Through simulation of three phases representing different market
conditions, transportation consumers (shippers) act out their roles in
each round by choosing the most economical mode for shipping their
commodities. At the same time, players in the roles of managers of the
competing transportation modes are given opportunities to improve their
profitability by reducing costs and increasing revenues.

The first phase-the status quo--conveys the reasons for Conrail's
deficit operations. The second phase--corrective initiatives under the
present regulatory environment--demonstrates the limitations to achiev­
ing greater profitability under regulation. The third phase-corrective ini­
tiatives under a deregulated system--allows players to explore the conse­
quences of pricing and service decisions based exclusively on market con­
ditions.

Step 9. Test and Evaluate

During this stage the "rule of ten" is met. This means that the game
is played at least ten times with the appropriate group, with suitable
modifications being made after each run. The results are always
evaluated against the specifications developed in Step 3. The results from
these early runs were dramatic in this case, requiring a rewrite of Steps 3
and 4. The purpose shifted from an external propaganda tool to an inter­
nal policy tool. This is described in more detail in the "Results" which fol­
low. Mter final modification the artwork and printing are done profes­
sionally before final use.

Step 10. Field Use

At this stage the gaming simulation for Conrail was turned over to
the corporation, where it was formally run by all the senior vice
presidents before final approval and then by the Board of Directors.

Subsequently it has been used extensively in two modes. The first is
within the organization and is a way of transmitting to middle manage­
ment the concept of how the organization would deal with the new deregu­
lated environment. The second is external and is a way of showing
members of Congress. state governors, and people in competing tran­
sportation modes what the new model fot' Conrail would be.



- 251 -

s. THE RESULTS

The game was, as mentioned, designed to fulfill the three purposes
articulated by the clients before the design process was initiated: 1, to
educate top Conrail managers about the political consequences of alter­
native models for the Conrail system; 2, to educate political actors about
the economic realities of operating a railroad; and 3, to educate mid-level
Conrail managers about both the political and the economic implications
of the LOB-style system analysis. During the design phase however, it
became clear that the most valuable benefit of the game had not been
foreseen. Furthermore, this resulted not from actual playing of the
game, but merely from efforts to develop a consensus on the appropriate
systems-analytical framework on which to base the game.

What made the Conrail game so challenging to create was that the
development of the game itself modified the perception of the problem
for which the game was intended. Thus, the definition of the problem
changed substantially over time.

The plasticity of the problem definition could have caused a lot of
doubt. However, because of the manner in which design proceeded it was
possible to use progressive insights into the problem to good advantage
throughout the development of the game. This would probably not have
happened had we not adhered very systematically to fundamental game
design principles.

The results were surprising. When the managers, as a group, were
presented with the schema that had been pieced together from bits of
information provided by each of them individually (step 4), the overall
scheme was not acceptable to any of them. The vice presidents did not
agree among themselves--either on basic concepts or on particular sup­
porting data. For many of those involved this came as a great surprise.
They were surprised to find that their colleagues had divergent views
about basic elements of the Conrail "system".

At this point it became clear that no progress could be made until
the vice presidents were able to agree about how Conrail actually
operated and the mechanisms affecting the corporation's performance.
Consequently, the first few months of the design phase were devoted to
working with the group of vice presidents. We would solicit information
from each member of the group; this information would be processed and
abstracted into a model. The model would then be presented to the
group. The group, inevitably, would break into heated arguments over
specific aspects of the model. Through several iterations of this process
the model was retl.ned to a point where all could agree that it was a fairly
accurate representation of the Conrail "system. of

This process proved very valuable to Conrail's management. By forc­
ing individuals to communicate with each other about specific elements
of the system, a more elaborate, comprehensive, and consistent model of
the system was developed. The most signitl.cant fact about the model,
however, was not its greater complexity, or even its increased accuracy,
but that all of the managers now shared very similar concepts of the
underlying system.
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The effect of this newly shared conceptual model was a quantum leap
in communications. One result of this more efficient and effective discus­
sion was the discovery that there were untapped opportunities within the
system for improving profitability that could be pursued immediately and
that were not dependent on regulatory reform for their success. Another
result was that the managers' ideas of what type of deregulation legisla­
tion would be appropriate were substantially modified. The managers
were quick to take advantage of their new-found insight. Before the game
was ever played, policies had been initiated that would eventually lead to
significant improvements in Conrail's profitability.

In some respects, then, the game was a success before it had even
been completed. The designers, by forcing the clients to refine their
"conceptual map" of the problem, had room to maneuver as the percep·
tion of the problem began to shift. When the clients first approached the
game designers, they thought they knew two things: how the Conrail
"system" operated; and what deregulation would mean, and that they
were in favor of it. It became evident very early, however, that these
were untenable assumptions. The focus of the game design process had
to shift gears rather dramatically and rapidly. That this was possible was
very fortunate since perhaps the primary value of the entire process was
derived from the initial effort to develop the fundamental model for the
subsequent game. Once the model had been developed, the game itself
was devised very quickly.

Duke, R.D. (1974). Gaming: The FUture's Language. Sage Publications,
Beverly Hills. California.

Duke, R.D. and Greenblat, C.S. (1981). Principles and Practices 01
Gaming/Simulation. Sage Publications, Beverly Hills. CaWornia.
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A IlETHOD FOR DEVELOPING MANAGEMENT SmULATION GAMES
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Institute 01 Eccmomics and Industrial Organization, Siberian Branch

01 the USSR Academy 01 Sciences, Novosibirsk (USSR)

1. INTRODUCTION

Management simulation games are finding increasingly frequent
application for studying organizational processes, where an "organiza­
tion" can be a plant, a corporation, a branch of industry, a region of a
country, a country, a group of countries, or even the world. Designing a
management simulation game is at present an isolated activity on the
part of individuals, and its quality and efficiency much depend on their
skills, experience, and talent. Moreover, various research teams docu­
ment their designs poorly, making it difficult for other potential users to
systematize and use them.

This chapter sets out a procedure for designing management simu­
lation games on the basis of a set of documents. 1 Each document
describes a management simulation game (or part thereof) at a certain
phase of its development. The documents of the initial phases of the
design give a fuzzy description of the elements of the game and the docu­
ments of the final phase constitute detailed blueprints. Breaking the
design process down into the preparation of separate documents permits
the appropriate allocation of work among the designers. These docu­
ments stimulate fruitful interactions in the design process among clients
and developers and among ditrerent developers themselves.

Each document (or part thereof) prepared at the final phase of the
design process can be addressed to a particular participant in a gaming
simulation experiment (a game administrator, a player, an expert, a com­
puter operator, etc.). The documents must permit such experiments to
be carried out in accordance with the intentions of the author but without
his direct involvement. The proposed method consists of filling in the
documents sequentially. This method raises the quality of the final pro­
duct and lowers its costs.
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2. SOlIE DKFINlTIONS!

The peculiarity of this approach to the management simulation game
is its consideration of the game as an activity. The main characteristic of
a game as an activity is its duality. The duality of the behavior of a player
in a gaming simulation experiment is manifested in two types of activity:
the gaming activity itself and the activity relevant to the management
simulation game. The gaming activity is connected with the functioning
of the players as representatives of the members of a simulated organiza­
tion. The activity relevant to the game includes, for example, discussions
about the problem studied in the gaming simulation experiment before,
during, and after playing the game; or answering questionnaires about
the gaming activity. The activity relevant to the game is the major
actiVity in the gaming simulation experiment. The gaming activity serves
as an empirical basis and framework for the development of the activity
relevant to the game. If the gaming activity is carried out by players
only, the activity relevant to the game is carried out both by players and
experimenters, including technical staff with the experts subordinate to
them.

During the game design process constructors of the game inevitably
are forced to separate it into components. We shall now make a hierarch­
ical decomposition of a management simulation game. The first level of
decomposition divides a game into three parts: (1) the experimental
situation, (2) the participants. and (3) material on the problem area (the
problem studied).

1. The ezperimental situation consists of (a) the scenario, (b) the
setting of the game, and (c) the game regulations.

(a) The central part of the scenario is the description of roles. A
gaming role represents a certain real role or number of roles in the gam­
ing simulation experiment. The participant in the gaming simulation
experiment who performs a certain gaming role is a player. The experi­
ment may be successful only if the players show the duality of behavior in
the necessary proportion; this depends on the extent of penetration of a
player into the gaming role and his/her motivation for the attainment of
the objective of the game. The set of gaming roles constitutes the formal
structure of a gaming organization, whereas the players in the experi­
ment form a "laboratory culture" with the nonformal structure of a gam­
ing organization. The contents of the set of gaming roles are refiected in
the rules of the game. which thus fix the formal structure. Beside the
description of the roles, these rules inClude "techniques", "decrees", "sta­
tutes", and other official records defining the activity of the whole team of
players as members of the simulated organization.

In addition. the scenario includes the history of the simulated organi­
zation. The history brings a player to a certain time in the past. present.
or future.

(b) The sstt'i:ng 01 the gam.e consists of the simulation model of the
environment and the information system of the game. The model
includes formalized procedures for modeling the response of the environ­
ment to the decisions of the players. The information system makes the
players aware of the results of their activity, offers opportunities.
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imposes constraints on their interaction, and to some degree represents
the information system of the simulated organization.

(c) The game regulations are formed by the game schedule and the
instructions for the participants.

The schedule covers both the game as a whole and its individual
periods. A period is a recurrent part of the gaming simulation experi­
ment, and the whole game is the totality of all periods together with pre­
and post-game phases. The vital element of the schedule is the time in
which the game is played: it can be discrete or continuous. As a rule, the
gaming time is considerably shorter than real calendar time. This is one
of the advantages of a laboratory experiment. The schedule defines the
time allowed for the gaming activity and the activity relevant to the game
for each gaming theme. One or several themes may be examined in a sin­
gle game during the same or different periods.

The instructions for the participants, as defined below, show techni­
cal means for and constraints on performing operations in the experi­
ment.

2. The participants in the gaming experiments are (a) experi­
menters, (b) players, and (c) experts.

(a) The group of experimenters includes the chief experimenter
(game administrator), assistants, and attendants (messengers, computer
operators, programmers, or calculators). The chief experimenter
specifies the objective of the game and ensures its attainment in the
experiment.

(b) PLayers have motivations that may facilitate or impede this
attainment. Therefore, the players must be briefed so that they are suit­
ably motivated.

(c) Experts are knowledgeable and experienced people whose func­
tion is to model the responses of. for example, the environment to the
decisions of the players and to generate disturbances. Experts constitute
"free" parts of the simulation model of the environment.

3. Material on the problem area has a different character for
different types of simulation game. For teaching games, the material can
be manuals on the topic simulated in the experiment. For operational
games the material includes information on the decision alternatives
which are simulated in the experiment. Material for research games con­
sists of the descriptions of hypotheses to be tested in the experiment.
The material must also define the objective of the gaming simulation
experiment and the role of each participant in its attainment.

3. THE SEQUKNCE OF' D~GNING A MANAGElIENT snruLATION GAME

The analysis of attempts at designing and developing complex man­
machine systems leads us to recommend the following four phases in the
design of management simulation games:
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1. Conceptual.
2. Definitional,

3. Developmental,
4-. Operational.

For certain problem systems of relative simplicity and short duration. the
definitional and developmental phases can be combined. In addition,
implementation of certain phases may take place simultaneously.

1. The objective of the conceptual phase is to formulate the concep­
tion of the game and requirements to be imposed on its functional sub­
systems. In order to formulate the game conceptually the system to be
modeled has to be explored. During this exploration it is necessary to
identify the problem area and justify the need for the game; to identify
the parameters and interrelationships that need to be represented in the
game; to formulate the game objective; and to ouEine the experimental
situation.

The set of requirements imposed on the game, i.e., the
specifications, are formulated as a result of an analysis of the system to
be modeled.

The procedures of the conceptual phase depend on the complexity of
the game. In the general case they include:

(a) a statement of general objectives;
(b) identification of essential components and their interrelation­

ships in the system to be examined;
(c) making organizational and technical preparation for the

exploration of the system;

(d) exploring the system;
(e) analysis and preparation of the results of the exploration;
(f) research (working out the game conception);

(g) development of the principal requirements imposed on the
game and formulation of its specifications;

(h) a tentative estimation of the cost-efficiency of the game:
(i) coordination and approval of the specifications.

2. The procedures of the d.efinitional phase are aimed at identifying
both design alternatives for the management simulation game and the
conditions for application of the game. The definitional phase includes
the following procedures:

(a) selection and justification of design alternatives with regard to
particular subsystems of the simulation game;

(b) development of the required documentation;
(c) examination. coordination, and authorization of the material

obtained in the definitional phase.
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Selection and justification of design alternatives for subsystems
involve:

(a) analysis of the parameters of and requirements imposed on the
game design obtained in the conceptual phase;

(b) revision (if necessary) of the exploratory material;
(c) a study of literature and other sources containing available

designs for a particular subsystem of the simulation game;
(d) exploration of various alternatives of the game structure and

the choice of the best one (with an explanation of this choice);

(e) design of data processing, specifications for computer pro­
grams. structure of data base, and choice of equipment and
facilities.

3, The purpose of the developmental phase is to generate a set of
documents containing information that is sufficient for producing a com­
plete collection of material on the game for running gaming simulation
experiments in full compliance with the conceptual and definitional
requirements. The developmental phase includes the following pro­
cedures:

(a) designs for particular subsystems of the simulation game are
clarified and set out in detail;

(b) game software is prepared and debugged;
(c) manuals are prepared for players, administrators, experts,

data-processing operators, and other participants.

The process of clarifying and specifying design alternatives includes the
further analysis of parameters and reqUirements specified in the
definitional phase, as well as the development of the final versions of
scenarios, algorithms. and other game components. The development
and debugging of the software includes making, testing, and describing
programs.

4. The opera.tional phase (installation stage) is more than merely a
closing phase in the construction of the game. It is recommended even
for existing games if the users are not the original game designers: in
this latter case the users must prepare all game material and thoroughly
study the game. To check the manageability of the complete set of
material it is advisable to carry out a trial run. In the operational phase
the follOWing procedures are performed:

(a) preparation of game material:
(b) organizational and technical preparation of the gaming simula-

tion experiment;
(c) trial run;

(d) analysis and documentation of the trial output;
(e) correction and modification of operating material
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The task of making the game material depends on the structure and sub­
stance of a specific game. This task includes preparation and duplication
of different gaming forms, preparation of boards, wall sheets, tables,
nomograms, etc.

The organizational and technical preparation of the experiment
includes the selection of players, experts, and experimenters as well as
the provision of rooms and computer services. In addition, it is necessary
to attend to the required formal routines (order for carrying out the
experiment, directions on the participation of experts, schedule time of
the computer center, tenancy agreements, etc.). Making the experiment
program is a necessity.

The trial run of the game differs from its regular running: game
regulations can be violated, the gaming activity interrupted, certain
periods "replayed", etc. In this way, the game is debugged. During the
trial run, thorough observations (using prepared forms) of individual
game subsystems are made. Thus, software capabilities, efficiency of
visual aids, sufficiency of instruction material, the load on experts and
operators, etc., are separately tested.

During the analysis of the output of the trial run, all deviations from
the developed regulations are studied and the comments of participants
on how to improve the gaming procedures are analyzed. The results of
the analysis are documented in the experiment report. Suggestions on
the improvement of operating material leading to corrections in the
design are an essential part of the report.

4. THE SET OF DOCUMENTS

4.1. Overview

Special documentation is prepared for the design and operation of
every management simulation game. We distingUish between conceptual.
definitional. developmental, and operational documentation.

An overview of the sets of documents that we recommend for various
phases is given in Table 1. The numbers associated with each document
in this section correspond to those used in Table 1.

4.2. Documents for the Conceptual. Phase

Three documents are recommended for the conceptual phase:

• Description of the Simulated System

• Justification of the Requirements on the Management Simulation
Game

• Specifications of the Game.

In some cases it may be necessary to extend this list to include such
documents as Report of System Exploration, Estimate of Cost-Efficiency,
Research Report, etc.
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Table 1. Recommended sets of documentation of a game.

Phase
Type of document

1. Description of the
simulated system

Conceptual Definitional Developmental Operational

2. Justification of the R
requirements on the
management simulation
game

3. Specifications of R
the game

4. Scenario R

5. Description of the R
Betting of the game

6. Description of R
algorithms

7. Overview of the R
game

8. Administrator's manual R

9. Player's manual R

10. Instructions on running R
the setting of the game

11. Material on the R
problem area

12. Experiment program R

13. Experimental analysis R
report

~ = recommended.
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1. The Description oj the Simulated System, which contains the
analysis or the system to be modeled in the game, can be divided into:

(a) introduction (justification of the design of the game and its
objectives, methodology, material used);

(b) game objectives (hypotheses and statements to be studied);

(c) description of the system (purpose, structure, characteristics,
and analysis of the conditions in which the system functions);

(d) appendices (schemes, forms of documents, reference and calcu­
lation material, etc.).

2. The Justification oj the Requirements on the Management Simu­
la.tion Game is a result of the analysis of opportunities obtainable through
gaming simulation for resolving certain problems of the functioning of the
system. The following sections are recommended:

(a) conception or the game (principal scheme of the game or a
diagram of runctional interactions indicating the model of the
environment, subsystems and roles of the simulated system,
and a description of the playing themes);

(b) scenario (general characteristics of the simulated system, ini­
tial conditions, history, rules of the game);

(c) setting of the game (general solutions concerning the informa­
tion system of the game and the model of the environment);

(d) game regulations (justification of the requirements on the game
schedule and instructions ror the participants);

(e) experimenters (teams and requirements):
(f) players (gaming roles and requirements on their performance):

(g) experts (their place in the game and the team, and require-
ments on their skills);

(h) material on the problem area (reqUirements):

(i) cost-efficiency estimation (calculation of expenditures on
designing and running the game; estimation of economic, social,
or educational effects).

3. The Specifications oJ the GameS contain requirements on the
game to be constructed and include the following components:

(a) general (grounds for design objective of the game);
(b) requirements on the functional subsystems (scenario, game set­

ting, regulations, experimenters, players. experts, material on
the problem area);

(c) requirements on supporting subsystems (software and
hardware);

(d) jobs and executors (client. developer, financial sources, the
form of presenting the outcome to the client);

(e) phases of the process (indicating dates of completion);
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(f) specifications (to be obtained as a result of the design);

(g) tentative cost-efficiency estimates (limited to calculated out­
come and qualitative analysis);

(h) appendices (cost estimates, network schedule of designing,
etc.).

4.3. Documents for the Definitional Phase

The output of the definitional phase is a set of documents including:

• Scenario
• Description of the Setting of the Game

• Description of Algorithms

4. The design document Scenario is at the same time an operating
document. For this reason, it must be addressed to both the game
designer and the players. It contains game rules and describes gaming
organization and structure.

5. The Description oj the Settmg oj the Game contains selected alter­
natives with regard to the information system of the game and the model
of the environment and serves as an initial base for their design and
implementation. The following structure of the document is recom­
mended:

(a) graphic model of information fiows in the game;

(b) model of the environment;

(c) composition of algorithmic modules of the setting of the game;

(d) data base;

(e) classification;

(f) forms of gaming documents;

(g) requirements on software;

(h) requirements on hardware.

6. The Description oJ Algorithms is written separately for each algo­
rithmic module of the setting of the game. This document defines the
objective of data processing and describes input and output data and the
sequence and techniques of calculation, or other data-processing pro­
cedures. The purpose of the document is to design the specification for
computer programs or a calculator's guide (in the case of non-computer
games). In the general case this document can be divided into:

(a) purpose (conception);

(b) data (list and characteristics);
(c) output (listing, form of arranging, dimensionality);

(d) solution approach;

(e) algorithm (computation sequence and formulas).
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4.4. Documents for the Developmental Phase

The developmental phase documentation includes:
Overview of the Game
Administrator's Manual

• Player's Manual
Instructions on Running the Setting of the Game
Material on the Problem Area

7. The Ousrview 01 th~ Game is intended for wide circulation of
details of the game so that a potential user can decide whether or not he
is interested in the game. This document can be broken down into:

(a) introduction (game objectives, the opportunities it offers, infor-
mation about the authors);

(b) general information about management games;
(c) game objectives in detail;
(d) characteristics of the game and its play;
(e) theoretical assumptions;
(f) recommendations on how to use the manuals.

6. The Administrator's Manual, for aiding game directors and exper-
imenters, may have the following sections:

(a) setting up the game;
(b) forming the game material:
(c) selecting and briefing the players:
(d) selecting and briefing the experts:
(e) selecting and briefing the technical staff;
(f) rUnning the experiment;
(g) debriefing;
(h) report on the analysis results;
(i) appendices (computational tables. sketches of the gaming

material).

Each of the items contains instructions for performing a set of jobs. It is
recommended that these instructions define the list of jobs and give
methods for carrying them out.

9. The PLayer's Manual includes as many items as the number of
roles. In some cases it is reasonable that the instructions common to all
players (e.g., on IDling in gaming forms) form a special item. Each
player's manual is built according to the following scheme:

(a) definition of the role (name of gaming position, the significance
of this position in the gaming organization, etc.);
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(b) rights and duties of the position;
(c) interactions with other players;
(d) interactions with experimenters and experts;
(e) summary list of actions in all specific game phases (during the

preparation phase, in each game period, when passing to
another gaming theme, etc.).

10. The Instructions on Runni:ng the Setting of the Game, which
define the methods for operating the information system of the game and
the model of the environment, can include:

(a) description of the setting of the game (description of the infor-
mation system of the game and the model of the environment);

(b) information model of the game;
(c) data base;
(d) description of programs and algorithms;
(e) instructions on data gathering and processing;
(f) computer program patterns;
(g) appendices (program listings, tables, forms, etc.).

11. The Material on the Problem Area entirely depends on the type of
game.

4.5. Documents for the Operational Phase

The whole process of staging the simulation gaming experiment can
be resolved into four phases:

• preparation of the experiment:
• design of the experiment program:

• running of the game:
• reporting on the experiment.

In the general case, preparation of the e:z:periment includes:
(a) organization of computer use;
(b) duplication of game documentation forms;
(c) duplication of instructions and aid material;
(d) preparation of card indexes, tables, graphs, etc.;

(e) drawing up and duplication of abstracts of lectures and other
material on the problem area;

(f) development and approval of the experiment program;
(g) selection of players and assignment of roles;
(h) selection and training of experimenters (including programmers

or calculators);
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(i) preparation of rooms for running the game;

(j) trial run of the game.

To fulfill these operations it is necessary to form a group of experi­
menters with the administrator as its head. To check the setting up, it is
reasonable to make a schedule including dates and names of persons in
charge of particular operations. This schedule must be sanctioned by the
head of the organization where the experiment is staged.

12. The Experiment Program, which defines the objectives of the
specific gaming experiment, the methods for obtaining the results, and
the game schedule, can have the following sections:

(a) general (date and location of the experiment):

(b) objectives of the experiment:

(c) approach to the investigation of the problem area;

(d) participants (list and functions of each);

(e) schedule.

The program must be approved by the head of the organization where the
experiment is run. It is desirable to duplicate this document so that each
participant may have it at his disposal.

During the running of the game experimenters perform foul' major
jobs:

(a) briefing the participants;

(b) training the players;

(c) controlling the course of the experiment;

(d) gathering data on the problem studied.

During the experiment, great attention has to be paid to synchronization
of the work of different groups of participants. This task is facilitated by
the schedule and other organizing documents. To be able to attend
quickly to problems arising and to enhance efficiency it is advisable to
hold short discussions for the experimenters. These may take place
between gaming rounds or at the end of each gaming day.

In the general case, the gathering of data during the experiment is
carried out by observing the behavior of the players (recorded in the
experiment journal), by questionnaire survey, or by use of debriefing
material.

13. The Experiment Analysis Report includes:

(a) introduction (general characteristics of the game);
(b) report on the gaming activity;

(c) report on the activity relevant to the game;

(d) conclusions concerning the relevance of the gaming method to
solving this class of problems;

(e) results of the gaming simulation experiment:

(t) appendices (shorthand record of the discussion, suggestions
from participants, etc.).
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1. A detailed description of this method is given in chapter 3 of the book
by Yefimov and Komarov (1980). In developing this method, the authors
were much influenced by the work of Fennessey (1973) and Duke (1974).
The rich experience gained in the development of management informa­
tion systems was used as well.

2. More detailed descriptions of the concepts used are given by Yefimov
(1978, 1979) and Yetimov and Komarov (1980).

3. This document partly overlaps the previous one, but specifies require­
ments on the components of the game without justifying them.





PART X

SIZE AND REALISM OF OPERATIONAL GAMES





Time required for playing the game;
Number of players involved in the game;

Resources used for constructing the game;

Total size of the game model on the computer (in the case of a
computerized game);

ChapterX:a

SJlALL OPERATIONAL GAMES-ADVANTAGES AND DRAWBACKS

Ingoll Stahl
International Institute Jar Applied Systems Analysis,

Lazenburg (Austria)

1. INTRODUCTION

This chapter deals with small operational games.! We shall in particu­
lar examine those operational games that in Chapter UI:a were called
"operational research games" as well as other operational games with
closely similar goals. In Chapter III:a we noted that operational research
games deal in particular with one or more of the follOWing specific tasks:

1. Model testing;
2. Producing general forecasts;

3. Answering "what if" questions.

Since some pure research games also have these purposes, it should be
explained that here we limit ourselves to operational or operational
research games that distinguish themselves from ordinary research
games by the following characteristics: 2

1. Purpose. The aim is to aid decision making or planning.

2. PLayers. The players should be "decision maker similar" but not
necessarily the final decision makers themselves. (This is dis­
cussed in greater detail later in the chapter.)

3. /JfI.ta lind Structure a! the Game. The data and game structure
are those of a model of some real decision situation.

Before proceeding further, we must also define the concept "small".
The size of a game can be measured in numerous ways. including the fol­
lOWing:

1.

2.
3.
4.
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Greater chance of drawing significant conclusions;

Experimental design for answering "what if" questions;
Introduction of one complication at a time:
Development of the game through constructive criticism;
Development of robot players.
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5. Total size of game "paraphernalia" (size of board, size of manu­
als. etc.);

e. Total size of the whole gaming activity.

We do not intend to pick one specific criterion from this list, particu­
larly since many of these dimensions are so closely interrelated. How­
ever, we primarily have points 1 and 2 (and to a lesser extent point 3) in
mind, regarding the others as somewhat less immediately relevant. In
particular, point 6 is not necessarily directly related to the size of the
game: in specific situations with a given total amount to be spent on the
gaming activity. the choice is often between using a small game many
times or a large game just a few times. Point 4 may in some cases be of
Interest, while point 5 is relatively insignificant. Therefore our main
emphases in our examination of "smallness" will be on points 1 and 2, fol­
lowed by point 3, with a short discussion of point 4.

2. WHY SlIALL GAllES?

Having discussed which type of operational games we are studying
and what we mean by "small", we can now discuss the advantages of keep­
Ing such games small. The point of reference here is mainly that stated
above, namely a situation with a given total budget for gaming actiVity.
Should one. in such a situation. choose a small game to be played many
times or a large game to be played once or, at best. only a few times?

The advantages of choosing a small game will be presented under six
separate headings, covering the following ideas:

1. Advantages of repeated play;
2. Higher likelihood of involving real decision makers;
3. Testing small models;
4. Higher motivation of players;

5. Start small-get started fast;
e. Using small and cheap computers.

2.1. Why Repeated Playing of the Game?

The advantages of repeated playing of games can be divided into five
topics:

A.
B.
C.
D.
E.
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A. Greater Chance of Dra'lJJ'i:ng Significant Conclusions

The effects on the degree to which significant conclusions can be
drawn when repeating a game arise from basic statistics. We shall give
here only one very simple example. If a game is played, e.g., only three
times, and each time the same result is obtained, this is not enough to
infer, with what is commonly regarded as sufficient probability, that the
result is not due to random causes. In the very simplest case, with the
total population of all games such that a certain result "A" is just as likely
as "not A", then the outcome of three "As" in a row will statistically occur
on one occasion out of every eight. To be able to draw any kind of conclu­
sions in a similar case that "A" is more likely than "not A", with at least
95% probability that one is correct, one would need at least five runs of
the game. However, even five game runs is generally too low, even for
situations of the simple type discussed above. It is fairly seldom that one
encounters five straight "As" in a row, Le., that all experiments point in
one direction. Often some group of players will, for more or less cir­
cumstantial reasons, happen to play in a way contrary to the other
players. Hence, as a good rule of thumb, if one wants to be able to draw
any statistically significant conclusions,S one should have at least 10
game runs (for example, see Siegel and Fouraker, 1960).

B. Experif'rUlntal Design fOT Answering" What if' Questions

Gaming for answering "what if" questions, Le., questions of the type
"what happens to factor C if we change from value A to value B", involves
the use of the game for experimentation. One can, for example, have two
groups of game runs; in one group a given set of values would be specified
for an important parameter in the game (e.g., one particular information
scenario, one mode of information exchange, one form of payoff func­
tion); in the other group of game runs, a different set of values for this
important parameter would be given. With everything else being the
same (except for the game players), it is possible to study whether there
is any dilrerence in behavior which can be attributed to the difference in
the critical parameter.

At least two separate groups of game runs are required in order to
vary the parameter, and within each group a number of repeated plays
must be run to offset random effects. Roughly the same kind of reasoning
then applies as discussed above regarding statistically significant conclu­
sions. While the total number of game runs will be higher in this
two-group case, it is generally not twice as high4 as in the earlier
one-group case. In some cases one might even want to have more than
two different experimental arrangements, obviously increasing the
number of game runs even further.
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C. Introd.uction alOne Complication at a Time

Playing a small game several times, allowing for certain variations in
the institutional set-up of the game between various groups of runs, is one
way to cover a more complex reality and thus compensate for simpler
modeling compared to that used in larger games. By introducing one
complication (or factor) at a time, one can investigate whether this com­
plication really matters or not. The advantage of using several slightly
different versions of the same small game, rather than one more complex
game, is connected with the question of the mental model of the real
situation held by the players: this will be discussed further in Section 2.3.

D. Development 01 the Game Through Constructive Criticism

In most cases it is very difficult for a game constructor to develop a
reasonably well functioning game on his own, without testing it by actu­
ally playing it a fairly large number of times. Duke suggests a "rule of
10", implying that one should have a game played at least 10 times before
it is "released to the public" (Duke. 1975, p.167, and Chapter IX:a of this
volume, step 9). During these tests of the game, it should be possible to
discover the weaknesses of the game, both by observing with care the
actual playing of the game and by obtaining constructive criticism from
the players in post mortem sessions. Hence a game must be played a fair
number of times during the development phase.

E. Development 01 Robot Players

Robot players are artificial players that have exact instructions on
how to play in every conceivable situation. Today almost all robots in
games are handle d by computers, but in principal a human could perform
the role of a robot by following exactly a comprehensive set of instruc­
tions. A computer program playing the role of a robot should preferably
pass the so-called Turing test, which may be formulated as follows: A
human shall not be able to say whether the role played by the robot is
played by a robot or another human (Turing. 1963; Hoggatt et at., 1978).

There are several reasons for introducing robots into a game:

a. Robots provide a practical way of making a small game in terms
of human players into a fairly large game with many players. As
discussed below. it is in many cases difficult to find enough suit­
able players. In this situation robots can be programmed into
the computer to play some roles, in particular the roles of those
players that individually might not be so important for the out­
come of the game (Shubik, 1975, p.238).

b. Robots provide a way of minimizing random variations due to
differences in players and their playing styles. Since the robots
can be made to play in the same way in, for example. both of two
experimental set-ups, any Variability will then be due to either
the difference in experimental design or the remaining human
players. One can think of the behavior of each human player as
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a kind of random variable that depends, inter alia, on the ran­
domness of the other players. For example, if one human player
plays in a very strange manner he will affect the other human
players and perhaps also induce them to behave in a strange
manner. The random character of the playing of a game will
then grow with the number of human players involved in the
game, assuming the total number of players (human and robot)
is constant.

c. To test the normative value of a model, one might proceed by
having certain players--robots-who act in accordance with the
normative model. One can then investigate whether their
behavior will have enough impact to induce the human players
to also act in accordance with the normative model. This is one
of many possible ways of testing the normative value of a model
in a game (for further discussion, see Chapter VIII:b). The
important idea here is that one can test whether people who in
some way become informed about a certain theory will under­
stand the idea behind it and then act in accordance with it.

d. Robots provide a route towards a pure simulation model. Simu­
lation that does not involve humans has, in many cases, great
cost advantages: one does not have to involve a large number of
human participants, and one can concentrate computer power
on calculations, rather than providing on-line input/output to
the human players. Therefore one can often run a great number
of "game simulations" at relatively low cost.

Having explained the benefits of using robots in games, we must
point out that the development of robots itself requires repeated game
playing. Experience with experimental gaming and computer simulations
to replicate the outcome of gaming experiments has shown that it is often
virtually impossible to specify any reasonable behavioral equations for
the players, even in very simple types of games, without first having stu­
died a certain number of actual runs of the game. When one has run the
game a great number of times, one is able to specify these behavioral
equations based on how the real players have played in the various ses­
sions. This implies that, for the simulation of systems involving several
players, gaming involving only human players should precede gaming with
robots. It also stresses the need to play the game several times, in order
to get a clearer idea about the relevant behavioral equations for robot
players. The number of times one has to play the game with human
players only is dependent on many factors, inter alia, what specific type
of robot one wants to construct.

Here we shall give a very simple example, from a bidding game we
constructed and used in teaching business administration (see Stahl,
1982). For this game we constructed robots with behavioral equations of
the following type. Player J determines his price in period T, using the
following equation:

Po' =P"r-l + a(S,.r-S,.r-l) + fJ (p-P,.r-l) + tSCr-l

where P =price. S = stocks, P =average price, and C =total capacity.
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On the basis of 20 games. each having 6-9 periods with only human
players, we determined the coefficients ex, p, and 6 using linear regres­
sion and obtained reasonably high correlation coefficients. These equa­
tions were then used in a new game with both human players and robots.

2.2. Small Games and Real Decision Makers

In this section we will present two working hypotheses:

a. In order to obtain the most valuable conclusions as regards an
operational research game, it is preferable to involve real deci­
sion makers rather than students.

b. Real decision makers are generally more likely to take part in a
small game than in a large game.

However, before embarking on a detailed examination of these two
hypotheses, let us first establish who we regard here as "real" decision
makers.

In operational gaming, when dealing with a specific decision and
planning problem, one can in many cases identify a "real" decision maker
as the person who ultimately has to make the decision in question. How­
ever, for many games one cannot possibly involve exclusively the real
decision makers. As an example, take a marketing game, where one
wants to study the reaction of one's competitors to a certain change in
strategy. In this case it is obviously impossible (or at least inadVisable!)
to ask one's real competitors to participate. However, it is very impor­
tant to use people with similar backgrounds, similar ways of thinking,
etc., to simulate the real competitors. In line with this we shall here
define the term "real decision maker" much more broadly, as a person
who, through his background and experience as well as his knowledge of
the role of the "real" real decision maker, is likely to be able to play the
role in fairly much the same way as the "real" real decision maker would. 5

Why Do We WlInt RelIt Decision Milkers?

After having defined relll decision makers fairly broadly, we note that
the main alternative to using such persons in a game is generally to use
university students. The advantage of having students as players is of
course that they can often be ordered by their professor (who is the
experimenter or game constructor) to participate in the game, even if it
is time consuming. Thus the length of the game is generally not a very
critical problem as regards student players. The disadvantage is that stu­
dents, due to their age, lack of experience, and incomplete knowledge
about the problem at hand, are often likely to find difficulty in playing
their assigned roles in the operational research game.

From our own experience we have noted a considerable discrepancy
between the behaviors of students and professional water planners as
regards a game concerning cost allocation in water projects (see Chapter
VUI:b and Stahl. 1980). While the planners focused on coalition formation
and discussion of general division principles, and felt little time pressure,
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the students focused on division of the costs of a given coalition, spent
more time on calculating divisions, and felt more time pressure. The stu­
dents also appeared to behave in a more random fashion. Finally, and
perhaps most importantly, real decision makers appear more aware of
certain social norms or accepted implicit rules of the game that must be
followed: for example, the principle of "good faith bargaining". implying
that if party A has at a certain time said that B shall have X in payoff,
then A cannot at a later time say that B shall have less than X.

Another such accepted practice is "not to fight for the last cent". In
contrast to theoretical assumptions. many parties would, in reality. not
go to extremes to achieve that solution which gives the highest payoff. In
particular we note that the party having the strongest strategic position
frequently will, when reaching the final agreement. make some minor
concession to the weaker party in order to promote some longer term
"good-will". Real decision makers acting in a specific game would tend to
regard this game as belonging to a larger "super game", Le.. a series of
games, most of which are unknown or unspecified.

Against this background it is our opinion that it is generally qUite
worthwhile to make extra efforts to get real decision makers rather than
students to play.

Why Are Real Decisian. MaJce-rs More LiJcely to TrJJce Pa.rt in a Small Game?

The main reason that real decision makers are reluctant to take part
in a large game is no doubt lack of time, Unlike the students, most busy
executives in business or government cannot be expected to spend
several days on a game unless they are absolutely sure that they will get
something substantial out of it.

Another factor that makes businessmen reluctant to take part in a
game during business hours appears to be the connotation of lack or seri­
ousness connected with the words "games" and "game playing", However,
the same people, who are unwilling to play during office hours, are often
prepared to play in the evening, for example for three hours after a
dinner. It is then not regarded as "improper" to be involved in such a
"frivolous" activity as game playing, From our experience we have found
it difficult to get qualified people to play even for a day, during regular
office hours, even when the game dealt with issues that were or interest to
the players. We have, on the other hand. been quite successful in getting
highly qualified people8 to play games in the evening,

Based on this experience we can set up one concrete definition of a
small game: that it should be playable in an evening, Le., that it should
take at most 3-4 hours to play. We have found that for a game of this size
one can fairly easily get the desired persons to play. If the game is any
larger in terms of playing time it would require daytime playing or play­
ing over several evenings. Both of these would, no doubt, cut down parti­
cipation. The problems with daytime playing have already been men­
tioned. As regards playing over more than one evening, there is the prob­
lem that it will often be difficult for the players to find an evening when
they would aU be free to convene again.
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2.3. Testing Small lIodels
Most real problems are quite complex. However, the mental pictures

people have of various complex problems are much simpler. In order to
mentally grasp a problem a person has to make some kind of model of it,
focusing on a small number of factors that he regards as significant. This
model is generally verbal and only very seldom mathematical. Just like a
more formal model, this mental model that a person has can be divided
into two parts: the institutiana.l assumptions regarding, for example, who
the actors are, what the payoffs are, what information is available or can
be obtained. etc., and the beha.viora.l assumptions regarding how the
actors will behave and how they think (see also Chapter UI:a). The mental
model hence includes, first of all, a small set of institutional assumptions
dealing with what the person perceives as the most important aspects of
the complex situation. Furthermore, the mental model contains
behavioral assumptions about how the most important actors will behave.

Gaming can be seen as a way of testing certain behavioral assump­
tions one has for a given set of institutional assumptions. It should be
stressed that we cannot test for behavior in the real situation, but only
for behavior in the model defined by the institutional assumptions (see
Chapter VIU:b). To test the hypotheses that a person has about how peo­
ple will behave when confronting the institutional assumptions of his men­
tal model, one should therefore have a game that replicates these institu­
tional assumptions. Hence, if the person has a small and simple set of
institutional assumptions in his mental model of the game situation, the
game itself should also be based on a small and simple set of institutional
assumptions .7

To make the discussion more concrete, let us give an example. A
corporation is involved in a competitive market and wants to test some
hypotheses about the response of its competitors to a change in its mark­
eting strategy. Even if there are a score of competing corporations in the
market, only four of them really matter according to our corporation's
management. Similarly, although the total product range contains some
fifty items, management regards only two of these to be of real impor­
tance. In their mental model of the game situation, the institutional
assumptions of the corporation's management concern just four competi­
tors and two products, although in the real world there are twenty com­
petitors and fifty products. Since the management's hypotheses regard­
ing the behavior of its competitors are based on this smaller simplified
set of institutional assumptions, an appropriate game to test these
hypotheses should also deal with this smaller set of four competitors and
two products and not with the larger set of twenty competitors and fifty
products.

2.4. 1I0tiYation of Players
The following hypothesis, arlsmg from experience with educational

gaming, concerns not only operational games, but any kind of games.
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Our hypothesis is that players are generally more motivated to play
well in a small game of a couple of hours' duration than in a large game
taking several days. In educational gaming. it is quite common to have
games played over several days. sometimes stretched out over several
weeks. It is also a fairly common observation that. over time. many
players get bored of the game and drop out or at least minimize their
involvement. We do not claim that three to four hours of playing consti­
tutes any rigid upper limit; however. we do believe that. if one does not
constantly introduce new elements into the game. a substantial percen­
tage of players will find the game boring after it has been played for any
longer period without starting again.

Small games also have the motivational advantage of rules that are
easy to learn and that allow the participants to start playing after only a
short introduction. The motivation factor. combined with the deliberate
focus on the most essential aspects. appear to be important reasons why
some small games have been so effective in operational games for
demonstration purposes.

2.5. Start. Small - Get Started Fast
Even if one ultimately aims at developing a large game. there can be

advantages in starting with a small game and successively building it into
a larger game. By starting with a small game requiring a smaller develop­
ment effort, one can make progress faster and get a faster feedback on
one's initial hypotheses. It is quite possible that conclusions can already
be drawn on the basis of the smaller game leading to a decision that there
is no reason to extend the game further. If it is decided to proceed to
build a larger game. the feedback obtained from playing the smaller
game can often be useful by indicating in which specific areas one should
extend the game. for example. in areas where the players have regarded
the smaller game as too simplistic.

2.8. Use of Small Computers
A large number of games are already computerized and the share of

computer-supported games is probably increasing. The cost of computer
support is generally reduced drastically if it is possible to get the game
onto a microcomputer. It is particularly desirable to adapt the game for a
microcomputer in Widespread use. since this increases the portability or
transferability of the game greatly. For the cheapest computers with B­
bit processors, this limits the size of the computer program to roughly
40,000 characters of code (e.g .. in BASIC).8 thus putting another practical
limitation on the size of the game. With the advent of the newer micro­
computers (with la-bit processors) this size will increase, but since B-bit
computers are at the same time going down in price. it is reasonable to
assume that computin& costs for a game that is "small" in the sense used
here will continue to be noticeably lower than those of a larger game.
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For very small games «2000 characters), very low cost and extreme
portability is obtained by using pocket computers. I have two games (one
on cost allocation, one a business game) on a pocket computer (costing
3300 including a printer) which can easily be transported (see StahL
19B2).

3. DISADVANTAGES OF SllALL GAllES

Since my own experience in this field has led to a marked preference
for smaller games, this section is noticeably shorter than the preceding
sections. Nevertheless, two main disadvantages of smaller games can be
identified: those of the games being too simple or appearing too simple.

3.1. The Game Actually is Too Simple

One can first raise the objection that it is impossible to capture all
the most relevant factors of many specific game situations in a small
game (Le., one defined as playable in three to four hours). One might, for
example, first write down the simplest possible set of institutional
assumptions, in the sense that reducing the set further would make the
game meaningless. If this minimum basic set of institutional assumptions
is too large to be covered by a small game (as defined above), then this
obviously speaks heavily against using such a game. The problem of
excessively simplistic institutional assumptions will itself probably fall
into one of the following categories:

A. Number 0/ Players. This category can be subdivided into two ques­
tions, concerning the number of teams and the number of players
per team.

(a) By having too few teams in certain types of games. there is the
risk of making the game unsuitable for investigating the issue of
interest. Take, for example, the question of whether or not
there will be cooperation in a game. By having, for example,
only three or four teams in a game that represents a real situa­
tion with a dozen players, one may bias the game too much
towards cooperative behavior. It would probably be more
appropriate to have at least six teams in this case.9 The problem
of the total number of players can. in some small games, be
relieved by the use of robot players, as discussed above.

(b) By having several pLayers in each team, it is possible to
represent to some extent the various "subgames" that take
place within the main game. Consider, for example, a game
focused on potential cooperation between various nations as
regards a specific issue, such as energy polley. If the teams
represent nations. one cannot, with only one player per team,
represent different interests within each country.

B. Number 0/ Decisions. For those games where decisions are repeated
one can distinguish between the number of rounds and the number
of decisions in each round.
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(a) By having too few rounds, one runs the risk of stopping the game
before it gets "interesting", for example, before it starts to por­
tray cyclical behavior.

(b) By having too few decisions in each round, there is the risk of
excluding decisions that are truly crucial to the problem.

C. Time lor Deliberation on Each Decision. In a small game played very
rapidly, the reduction of time for each decision may be too great,
leading to less "rational" behavior than would have been observed if
more time had been allowed. This disadvantage can, however. be
partly overcome by providing the players with a decision aid, as
described in Chapter XI:a.

D. In/ormation Disseminated to Players. In a small game one is likely
to cut down on the amount of information presented to the players.
for example, on the effects of earlier decisions, and only to inform
the players about one or two broad payoff factors. In games dealing
with situations of multicriteria decision making this more or less
arbitrary aggregation of payoff criteria can seriously decrease the
game's operational research value. Also, the amount of information
on the organizational environment of the game situation, usually dis­
tributed prior to the start of the game, may have to be cut down in a
short game.

E. E:zchange 01 Verbal Messages Between Players. When a small game
has to be played rapidly there may not be time for much exchange of
verbal messages between the teams. This might cut down the
amount of interteam bargaining and lead to less cooperative
behavior than might otherwise have been the case.

F. Foc'US on Rigid Rules. The short playing time allowed in a small
game may lead the game constructor to prefer a rigid-rule game,
Le., one with all the rules given, even in cases when a free-form
game, allowing the players themselves to influence the rules of the
game, would really have been more suitable. The determination of
rules in tree-form games is generally fairly time consuming but the
process can be speeded up somewhat by using the man-computer
dialogue system presented in Chapter XI:b.

G. Special Needs lor Complerity. It should finally be stressed that for
some purposes it is important that the game is complex; examples
include games for testing methods, like decision aids and manage­
ment information systems, designed to help decision makers deal
with complex situations.

9.2. The Game Appears to be Too Simple
Even it the game constructor. according to the criteria discussed

above. considers a certain small game to be of sufficient complexity to
answer the questions posed, one cannot rule out the possibility that the
pLayers themselves may regard the game as unrealistically simplistic.
They may then not take the game seriously and their play in the game
might be affected by this. In such cases it might be better to increase
the complexity of the game to a level that would induce the players to
accept it. Since the game constructor may not be able to determine in
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advance how much complexity one should include for this reason, one
could argue, however, that the best course of action is to start with a
relatively small game, increasing its complexity only as one gets feedback
from the players.

The advocates of larger games may argue that one needs a fairly
complex game with outward credibility in order to attract the most desir­
able types of players. As regards the time-factor, if the game appeared
to be really important to the players, then they would find the time for it.
These arguments possibly hold true for operational games in the strict
sense, Le., those where the games deal directly with specific decisions.
They are, however, less likely to hold for operational research games, Le.,
those where the games do not focus on specific decisions, but rather on
certain types of decision problems.
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NOTES

1. The chapter owes much to the ideas of Rapoport (19B1): however,
Rapoport focused mainly on experimental games without any operational
purpose.

2. For further details see Chapter IILa, Section 7.

3. One can, of course, to some extent dispute the use of statistical
methods as regards this type of gaming activity. It is very often not pos­
sible to choose gaming groups in a truly random fashion.

4. Compare for example the Fisher exact-probability test with the earlier
binomial test. No conclusions on the 0.05 significance level can be drawn
with the Fisher exact-probability test with less than six game runs, with
three runs for each of the two experimental designs (see SiegeL 1956).

5. Hence, we shall in this section, for the sake of simplicity, also include
players that we have elsewhere called "decision maker similar" in the set
of "real decision makers".

6. For instance, the majority leader of a parliament representing several
million people.

7. We can in this connection refer to Figure 2 in Chapter VlII:b. The
"theory" we want to test is the "mental model" of the decision maker, In
order to test Rfj. Le., to what extent players behave according to the
theory (= the mental model) we require that R4~ 1, Le., that the institu­
tional assumptions (JAT) of the mental model correspond to those of the
game (JAc).

B. This is roughly the maximum size of programs in BASIC that one can
get on to an 8-bit computer with a maximum memory of 64 kbyte,

9. This idea is based on game-theoretical investigations of simple games
where four players lead to cooperative and six to noncooperative behavior
(see Selten. 1973).
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THE PURSUIT OF REAIJSM:: THE INTERPRETATION OF GAMING RESULTS
USING THE :METHOD OF DYNAMIC SI:MILARITY

M.A.P. Willmer
Ma.nchester Bustn.ess School, Manchester (UK)

1. INTRODUCTION

Operational gaming has for many years been an important tool in the
exploration of complex problems connected with military, governmental.
and industrial problems. It has been used not only as a teaching device
but also as a means of selecting personnel, as a way of familiarizing per­
sonnel with the operations of complex systems, as a method of demon­
strating new ideas, as well as for general research purposes. As far as
problem-solving research is concerned, operational gaming has been used
to assist in the development of decision models and to evaluate several
possible solutions to the problems that have been modeled. In this way
the outcomes of alternative courses of action can be compared and new
decision strategies discovered,

Gaming can be viewed as a form of controlled experimentation, the
experimental situation being constructed as an iconic or analog model of
real conditions about which information is required, It is well known that
designers of operational games lean towards excessive elaboration in
order to achieve the appearance of reality, Perhaps one reason for this
attitude is that they are sensitive to that most common of criticisms of
the gaming approach: the results obtained cannot be used to tell us
about the real world because they are only games. In their own defense.
therefore, game designers strive to ensure that their creations contain
the "essence of reality". This goal can be very elusive, however, and it is
easy to believe that just one more development will lead to this essence
being captured. Thus in some cases development follows development.
and the construction costs mount. without any worthwhile benefits accru-
ing.

Despite the criticism of operational gaming that the results are only
game results, the method is the only way in which some types of activity
and human decision making can be explored. That a game reqUires some
degree of realism is undoubtedly true, but the actual amount will depend
to a large extent on the purposes for which it is designed and used.
Whether a game is designed with educational, operational. experimental.
or research objectives in mind, the literature provides scant gUidance
concerning the level of realism required in order to make inferences
about real behavior.
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Similar problems have been encountered by scientists and engineers
who have developed their own approach to the question of how accurately
they should copy reality in their experiments. Their work has led to the
development of a concept called dynamic similarity. This chapter
explores the possibility of extending the concept to operational gaming
situations in the management science area.

2. COMPARISON WITH PHYSICAL LABORATORY EXPERIMENTS

In the physical sciences an understanding of the way some natural
phenomena occur is gained by the use of iconic models, usually with a
change of scale. The models represent reality and, by manipulating them
under real or iconically represented conditions, simulations can be con­
structed which generate a motion picture of the phenomena under inves­
tigation. Thus in aeronautic engineering, scale models of aircraft are put
into wind-tunnels where air is blown over them in order to generate inlor­
mation about the pressures on the aircraft and the nature of the air flow.
Such experiments are much cheaper to run than the construction and
flight testing of full-scale experimental aircraft. Similarly, model ships
have been tested in hydraulic tanks to give data about the hydrodynamic
properties of the flows obtained.

The research scientists and engineers involved have not attempted
to make their models perfect replicas of the full-scale with respect to
every possible aspect of the situation under consideration. For instance,
model aircraft are often made of wood, rather than being complex metal
constructions.

In deciding in any given situation what factors should be modeled
seriously and what factors are unimportant, some knowledge of the
nature of the phenomenon under investigation is necessary. If an impor­
tant factor is omitted, data from model experiments are likely to be
grossly misleading. Thus in the case of a wind-tunnel experiment in which
the structural properties of the model are important, one would not
expect a model aerofoil made of a solid hardwood to give results applica­
ble to the full-scale version of flexible tubular construction.

When investigating the nature of some types of physical phenomena,
the number of quantities involved is sometimes so large that it is impossi­
ble to write down the equations connecting them, let alone solve them.
However, by using the method of dimensional analysis it is possible to
derive in formal terms the relationship that must exist between some of
these quantities, thus reducing the number of parameters involved.

Consider, for instance, the motion of a body in a fluid; the main phy­
sical quantities are: (1) resistance, (2) velocity of the body, (3) density of
the flUid. (4) viscosity of the fluid. and (5) compressibility of the fluid.

At medium speeds the compressibility of the fluid can be ignored so
that the resistance on the body can be written as a function of the
remaining four quantities. Each of these quantities is measured in terms
of ditJerent dimensions: velocity is length divided by time, density is
mass divided by length cubed, etc. By considering the force acting on a
typical body and by expressing the above quantities, which all atJect the
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magnitude of the force, in terms of their dimensions, it can be shown that
two or more geometrically similar situations can only be regarded as
"dynamically similar" if a certain nondimensional number, called the Rey­
nolds number, is the same in each case. Keeping the Reynolds number
constant implies that changes in anyone parameter must be balanced by
changes in others. For example, all other factors being equaL if one were
carrying out an experiment on a model of a body that was 1/100 of
full-scale, tests would need to be carried out in a fluid 100 times more
dense in order to obtain dynamically similar flows.

If one were examining flows near the speed of sound the effect of the
compressibility of the fluid could not be ignored. In this case dimensional
analysis would have indicated two important nondimensional variables:
these are referred to as the Reynolds number (mentioned above) and the
Mach number. Hence two flows of this type are dynamically similar when
both the Reynolds number and the Mach number are the same in each
case. The effects of variations in these nondimensional numbers can be
considerable, as a result of fundamental differences in the behavior of the
fiuid. Thus, from the point of view of using the model data for full-scale
design purposes, it is important to know whether the differences in the
appropriate nondimensional numbers indicate a major difference of fiuid
flow.

3. EXPERIIIENTS INVOLVING HUMANS

In the management sciences we are interested in the interaction
between human beings and the environment in which they operate.
Experiments carried out with one active decision maker and with the
environment represented by some artificial construction based on real
life are known as simulations. The decision maker can be viewed as analo­
gous to the model and the artificial environment as analogous to the
laboratory conditions of physical science experiments.

In some cases the artificial construction may be a simplified
mock-up of a real situation, but more frequently it is simply a computer
program. To provide a background for the following discussion two exam­
ples will be presented, one of each of these two types.

An example of the first type of simulation is the air traffic control
simulator originally developed at London Airport around 20 years ago. Its
purpose was to investigate the effects on inbound and outbound traffic
movements of changes in the air traffic control arrangements in the Lon­
don area. Civil air traffic in the London area flows mainly along airways
under the direction of controllers at London Airport. Each airway is
divided into sectors, each of which is controlled by an air traffic con­
troller. From time to time new ideas about how the pattern of airways
should be arranged or new operating procedures would be suggested by
various civil aviation organizations. At the time no formulas were avail­
able for estimating what the effects of such changes would be on the
delays to aircraft, the volume of traffic dealt with, etc.
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It was to give insight into such questions that the simulator was use d
whenever some new idea had gained sufficient popularity with those in
charge. The simulator consisted of a room fitted out to represent accu­
rately the operating environment of a typical air traffic controller in
charge of a sector of an airway. Each participant was given the layout of
a new sector under consideration and appropriate video screens, tele­
phones. microphones, etc. Alternatively, if new procedures were to be
investigated, the layout would be similar to that of a sector in operation.
The calls from ingoing and outgoing aircraft were obtained by having a
group of housewives, playing the roles of pilots, in another ·room. They
were trained to respond in the same way as normal commercial airline
pilots. In this way each participant was able to perform his usual opera­
tional task as though he were controlling a real sector.

In contrast to this type of simulation, where the participant interacts
with human beings, there are others in which the computer is used to
represent all the sociotechnical aspects of relevance with respect to the
operational environment under consideration. An example of this type of
simulation is concerned with the behavior of police officers (Willmer,
1972). A Chief Constable has just returned from a course on modern busi­
ness methods and seems infatuated with the idea of measuring his force's
efficiency in quantitative terms. He has noted that the present clear-up
rate for crimes committed in a particular area is only 35%, which com­
pares unfavorably with the clear-up rate of 45% in the adjacent police dis­
trict. The chief believes the difference to be positive proof of the opera­
tional inefficiency of the officer in charge and has given him the following
ultimatum in no uncertain terms. If his clear-up rate is not up to 45%
within a year, he will be transferred to a dead-end office job at headquar­
ters. It is assumed that the officer in charge has already tried, albeit
unsuccessfully, to persuade his chief that there are good grounds for
believing that the other force's high clear-up rate is not a true indicator
of efficiency.

Each simulated month the participant. representing the officer con­
cerned, is asked questions about how he will deal with:

1. Crimes that look as though they will be impossible to solve but
where an opportunity exists for not officially recording them:

2. Crimes that appear to be solved but which on close inspection
might reveal that no crime had in fact been committed; and

3. Opportunities for good police work which could lead to more
unsolvable crimes being recorded, crimes which in the normal
course of events would stay unrecorded.

At the end of each simulated month the participant is given data relating
to his performance.

When the 12-month task is completed the participant is asked to per­
form a similar task, but this time the measure of his performance is
based on the reduction in the uncertainty about crime in the district
resulting from his detective work. At the beginning of the year he is given
the degree of uncertainty and told to achieve a new target figure by the
end of the year. He is asked the same questions as in the first task and is
given immediate feedback regarding his performance.
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The objective of the experiments using simulation was to compare
and contrast the effects of two different methods of performance
appraisal on the behavior of the participants. Here the participant can
again be viewed as the "model" being tested, with the computer program,
which determines the number of crime reports, arrests, etc., resulting
from the decisions of the participant, representing the environment.

4. APPUCATION OF THE DYNAlIIC SIMILARITY CONCEPT TO SIMULATIONS

Instead of considering the forces acting on the scale model under
test, as in the case of a physical science experiment, attention should be
focused on the participant during a simulation exercise. In a well
designed and well run trial, where the participants take the exercise seri­
ously, it is possible to view the decision maker as a body being acted upon
by a force. Drawing a parallel with the Newtonian definition of mechanical
force--every body continues in its state of rest or uniform, straight-line
motion unless acted on by an external force--one can postulate that a
person's state of mind will remain unaltered unless acted on by a
"psychological force". By analogy with the mechanics example it will be
assumed that the ingredients of this force are:

1. Time;

2. Level of mental stress within the participant; and

3. Degree of complexity of the task under consideration.

When applying the method of dimensional analysis to the air traffic
control simulation, the first step is to determine those quantities which
are likely to have a significant effect on the psychological force acting on
the participant. For the purposes of this paper it will be assumed that
the degree of complexity C will be important. Other quantities to be
included are:

V The rate of change of complexity with time. As the complexity
grows so one can expect the pressure on the participant to
increase and vice versa.

8 The stress level.

Q The rate of change of stress with respect to changes in complex­
ity. This quantity is likely to be important because the partici­
pant will be aware that the safety of people depends on his deci­
sions.

Using dimensional analysis it is shown in Appendix A that the psycho­
logical force is a tunction of the nondimensional parameter (8 I CQ).

In contrast. the assumption is made that the level of complexity in
the police simulation case does not have a major effect on the psycholog­
ical force although its rate of change with time is still significant.
Furthermore. since the time dimension T is considerably shorter in the
case of the simulations, it will be considered as an important quantity in
the force equation. Analysis now shows (see Appendix A) that the psycho­
logical force is a function of the nondimensional parameter (QVT 18).
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Continuing with the analogy with the physical sciences it can be seen
how extraordinarily fortunate scientists and engineers are in being able
to carry out experiments not only to demonstrate the relevance of nondi­
mensional parameters such as the Reynolds number, but also to show
regions where changes in the values of these parameters are important.
These experiments have shown that significant effects due to changes in
the nondimensional parameters indicate some major changes in flow
behavior. In the management sciences, if it were possible to carry out
sufficient experiments and research to be able to obtain the relationships
between the nondimensional parameters and various important quanti­
ties, we might be able to determine the points at which there are funda­
mental changes in human behavior. Furthermore. in those regions where
the effect of the nondimensional parameters are unimportant, simulation
results could be used to predict actual behavior with confidence.

At the present time such developments are limited by a lack of free­
dom to experiment. However, a first step towards increasing our under­
standing of nondimensional parameter effects is to develop a databank
containing details of results of simulation experiments and the results
obtained when any ensuing recommendations have been implemented in
practice.

As far as the air traffic control simulation experiences are con­
cerned, it was observed that when a new sector arrangement is intro­
duced into operational service the actual flow of traffic is about 757. of
that obtained in the simulation tests. These simulations are designed so
that the level of complexity C and its rate of change over time V are the
same as in reality. Unfortunately, very few other data of this nature
seem to exist (McPherson, 19B1).

5. EX."fKNSION TO AN OPKRATIONAL GAIlE

When considering the development of an operational game to
represent a problem in which there are two or more decision makers,
there are two approaches that may be followed.

First,_ one may adopt the conventional approach of building the
environment around the decision makers so that they can interact both
between themselves and with the environment in a way similar to real life.
This situation can be viewed as analogous to the physical science experi­
ments of putting two or more models in a fluid at the same time to exam­
ine the effects that they have on each other. In such experiments, what
should be taken as the characteristic value of a length, etc., is often a
matter for discussion. Until such discussions are satisfactorily resolved
the values of the appropriate nondimensional parameters cannot be
determined, and hence the concept of dynamic similarity cannot be
employed.

The effects of this uncertainty are likely to be more important in
cases where it is the interactions between the decision makers them­
selves rather than with the environment that is the major concern of the
experiments. In such cases as these the alternative approach of replac­
ing human beings with robots, designed to operate in as lifelike a fashion
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as possible, has many advantages. This is the approach that I have been
using in connection with my own research into the superior/subordinate
interface problems within organizations and societies.

Powerful people have difficulty in obtaining the truth from their
subordinates. Subordinates have a strong tendency to tell their leader
what they think he wants to hear. The greater the leader's power the
greater the chance that he will be isolated from reality. Nevertheless. to
be effective and to be able to make correct decisions he needs to know
the truth about matters of importance. In contrast, the subordinate's
aim is often merely to be thought well of by his superior: thus the objec­
tives of the superior and his subordinates are different, a difference which
has many implications for the management control process in an organi­
zation.

To investigate the conflict of objectives at the superior/subordinate
interface I constructed a game of a production situation involving two
principal decision makers:

1. The subordinate, the manager of a factory. who has direct con­
trol over the workforce and the machines, together with a large
measure of control over the information sent to headquarters
relating to the activities at the factory.

2. The managing director of the group, who owns the factory and
who has the authority to nominate the main objectives, lead a
target negotiation process, and reward or penalize the perfor­
mance of his subordinate.

In running the factory, which produces goods called "clunks", the
manager has to make decisions regarding the allocation of men to
machines, the use of maintenance men for production, the allocation of
overtime. the percentage of production not declared but held over to the
following month, and the use of subcontracting money to boost produc­
tion. There are a number of company rules governing the way the men,
money, and machines should be used. However, it is assumed that the
managing director, remote from the factory, takes very little interest in
the day-to-day details of factory management. Thus the manager may
violate these company rules without fear of immediate exposure unless
he decides to bring rule violations personally to the notice of the manag­
ing director. The effect of rule violations, as far as the production of
clunks is concerned, depends on which rules are broken and by how
much; violations can also have both short- and long-term effects on the
state of the factory in succeeding months.

The development of this game, entitled So YO'lL Think That YO'lL Would
MaJce a Managing Director, started by asking people attending courses at
the Manchester Business School to act as the managers of a factory
reporting to a boss with only limited control capability. In these experi­
ments a number of different robots were used and participants were told
that their objective was to be well thought of by their boss. At the start of
the exercise they were told the managing director's main objective and
each month the following sequence of events was followed:
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1. A target was negotiated between subordinate and superior. The
managing director stated the number of clunks that hI'! wanted
manufactured. The subordinate was asked for his view, after
which the managing director announced the final target.

2. The manager was asked to make a number of decisions about
the operations of the factory. The recorded production figure
for the month was then given.

3. The manager was asked how many rules he had broken: his
response depended on the extent he wished to be either honest
or a tactical liar.

4. The manager was given his superior's rating of his performance.

At this stage the behavior of the managing director was based
entirely on assumptions about human beings generally. When sufficient
data had been collected a second computer program was developed but
this time it was designed for participants to act as the managing director.
In this program the computer acted as a robot manager based on an
analysis of the data previously collected. Another set of experiments was
carried out in which participants were asked to supervise two factory
managers, who would act in a way similar to production managers from a
number of multinational companies. It was now the participants' turn to
select the main objective each month (they could choose between asking
for increased production, closeness to the agreed target, or honesty of
information about rule violations), lead the target negotiation process,
and reward or penalize their subordinates depending on their assessment
of the latter's performance. In this set of experiments participants were
told that the objective was both to increase the production and at the
same time to have an accurate appreciation of the rules being broken at
each factory. The results of these early experiments are described in
Willmer and Berry (1976).

This process of data collection, analysis, and program modification
has continued. As this development proceeds so the contribution of
a.ssumptions about human behavior are diminished. More recent results
are described in Willmer (1978, 1980).

Obviously this process could continue almost indefinitely and the
question therefore arises as to when should we consider robots to be
sufficiently realistic. From the point of view of dynamic similarity, con­
sideration should be given first to the basic quantities involved. As far as
time is concerned. this dimension is considerably decreased for both
sides of the interface. At the managing director level, decisions which in
the real case are taken once per month become decisions every few
minutes. This shortening effect will probably not be so severe at the
subordinate level although it will still be very significant. the time reduc­
tion being of the order of days to minutes. From the complexity point of
view, the managing director's task is of the same order of magnitude as a
real-life case in which the boss takes a very detached and only superficial
interest in his company. On the other hand, at the subordinate level the
degree of complexity confronting the factory manager is very much less
than that which faces his real-life counterpart. With regard to stress the
simulation levels are bound to be lower for both roles.
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Remember that it is only when there are no significant effects due to
variations in the appropriate nondimensional parameters that we can use
simulation data as a gUide to real behavior, Further, when the effects of
the nondimensional parameters are significant there is a change in the
nature of the activity under consideration, For example, in connection
with a simulation of a steel production process it was noted: "We built a
mock deck for an arc furnace and drove the dials from a computer to
give changes in power input as the steel making in three furnaces pro­
gressed, This could be influenced by changing the transformer tappings
and therefore the power input to the furnaces",[We found] a complete
switch of decision making logic when the pace of decision requirement
was increased" (Tocher, 1981),

There is, therefore, a clear need for a thorough search of the gaming
literature for data relating to experiments in which levels of stress, com­
plexity, and time have been varied, If there are gaps in this information
then consideration should be given to ways of filling them. In the above
game the computer could be programmed to react more slowly and vari­
ous types of prizes could be given to the winners, thus varying the time
and stress dimensions. Similarly, a renewed and more intensive search
should be carried out to find data on cases where simulations have been
compared to their real-life eqUivalents. In this way it may be possible to
build up an understanding of which of the other quantities are important
so that we may be in a position to determine the nondimensional parame­
ters required to ensure dynamic similarity.

APPENDIX A

Assume that the psychological force F is a function of

V the rate of change of complexity with time,

C the degree of complexity,

S the stress level,

Q the rate of change of stress with respect to changes in complex-
ity,

so that For. (CS / T2) and or. CO yf> SC Qrl. where a ,b ,C ,ct, are numbers to be
determined, and T denotes time. Since the dimensions of Yare C/ T and
those of Q are S / C a comparison of dimensions gives

a =-c
b = 2
ct = 1-c

so that the force can be written as

F = Qve 4I(S / CQ)

In a similar way, if the components of the force ar.e assumed to be T,S,Q,
and V it can be shown that

F = (SV/ T) 41 (QVT / S),
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Chapt.er XI:a

.Ol'EItATlONAL RESEAI~CH ME1'HODS AS DF;Cl:SWN Ams IN GAll.ING

Thomas M. Schuenp.wann
[J71.~veTsity of Hc.mb'L(Tg. Hamburg (PRG)

1. PH.OBI.EI.iS or THE DECISION MAKEH. IN GAJ,flNG

In gaming the d~ci5!on maker ana.lyzes a decision situation and takes
actions, Le., sets decision variables, in order to derive optimum 0:, at
lea~it, f~asible solut.ior,s. Ti'js has to be aone perio(H~ally with changing
decisiou situ1;.tions since typical game s ex~en.d over several periods. To
prevent trivial and bor!r:g decision. situations, multiperiod games SllOuld
be complzx. As in the real world, cornplexlty in gaming is Jsually secured
by inteTcf.epe71.de7l.c2 between the decision variables, unceTtc.inty in the
dedsion situation, and constraints on decision time.

1.1. lnterdepr:ndence

Decision variables are interdependent if there is any direct or
indirect mutual rdation between them. In complex games typically the
majority of the decision variables are'Lo1terdependent. Interdependences
can be functional as well as temporal.

Functional interdependences cover all interdepende::lces between
decision variables that exist at the same point in time or, in gaming, dur­
ing a period that cac,not be interrupted by the decision maker. Func­
tion31 interdependences result from flows of mate:ial, monetary funds,
energy, and information as well as from their joint influences. For exam­
ple, in every period the amount of products to be put into stock or to be
taken trom stock depends on the amount ot products to be produced and
sold.

Temporal interdependences occur between decision variables from
different points of time or periods. In general. the resulting value of any
decision variable being set in a specific situation is automatiec.lly
transferred into the subsequent a.;dsion situation; therefore, temporal
interdependences exist more or less tor every decision variable in mul­
tiperiod games. There are various mea:1S to intensify such interdepen­
d.ences: the introduction of time lags between the setting of the decision
vari?ble and the prod.uction of the resdt. the use of aging processes for
eqUipment and material: and the utilization of environmental changes like
seasonal iru1llences.
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A decision maker without suitable decision aids usually tries to solve
problems in small, sequential steps. When interdependences between
decision variables are weak or negligible this method will result in useful
solutions, but when there are significant interdependences such a method
will generally lead to inferior or unacceptable solutions. Functional inter­
dependences require simultaneous treatment of all interdependent deci­
sion variables of the period concerned. Temporal interdependences mag­
nify the etJort required for solution: not one but several periods must be
considered simultaneously. Thus, a decision maker trying to cope with
interdependent decision variables will probably be overworked and frus­
trated as a consequence. This problem can be avoided by providing suit­
able decision aids.

1.2. Uncertainty

In gaming the decision maker is regularly confronted with the prob­
lem of uncertainty. He is usually uncertain about the reaction of the
game model, e.g., the influence of marketing activities and price upon the
demand for a certain product. Uncertainty is intensified if stochastic
influences are used in the game mechanisms. In competitive games the
decision maker is unsure about the actions of competitors. In general,
uncertainty forces the decision maker to consider different outcomes of
the same action.

The decision maker can cope with uncertainty by various means. A
common method is to calculate alternatives for ditJerent possible situa­
tions and to select the alternative that yields the best results for a given
risk. Another method is, for instance, sensitivity analysis, which informs
the decision maker about the stability of a solution when input data are
modified. ]n any case, methods for coping with uncertainty require con­
siderable efforts of calculation. If the decision maker is not provided with
adequate decision aids he will most probably calculate only one solution
for the most probable situation and apply it, regardless of its value.

1.3. Decision Time

One of the advantages of gaming is the time contraction, Le., the
possibility to simulate the behavior of systems in a short time, a task that
would take much longer in the real world. On the other hand, this time
contraction also puts constraints on the decision time aVailable. There­
tore, the decision maker usually has a fixed amount of time for analyzing
the situation, estimating data, and setting the decision variables.
Because of external constraints, the decision time cannot be prolonged in
most cases.

If the decision maker does not use any decision aid he will often
spend a considerable amount of his decision time in manual calculations,
thus reducing his time for strategic planning and problem solvin&. Par­
ticularly in complex games with interdependences and uncertainties, the
limited amount of decision time forces the decision maker to adopt a
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"muddling through" problem-solving approach. This can be changed sub­
stantially if he is supplied with suitable decision aids that free him from
time-consuming manual calculations and thus give him more time for
planning.

2. OPERATIONAL RESEARCH TECHNIQUC3 AND GAMING

Operational research has developed general and specific methods
and algorithms for the solution of a vast number of different problems.
The applicability of a particular technique for gaming depends on certain
properties required of the decision aid.

2.1. Properties Required of a Decision Aid in Gaming

A vital property that determines the applicability of any decision aid
is its problem-matching accuracy. Le., the correspondence between the
external problem and its representation in the internal model solved by
the decision aid. The internal model usually lacks certain details of the
externaL real-world problem. Therefore, a decision maker cannot apply
the solution of the decision aid directly to the real world problem. Bear­
ing in mind the difference between the external problem and the internal
model, the decision maker has to adjust the solution accordingly. In
gaming the "real world" is the game model. As the game already is an
abstract representation it will very often be possible to represent it
entirely in the internal model of the decision aid. The decision maker is
then able to apply the solution of the decision aid without further adjust­
ment. This is not a suitable procedure if the decision maker has to be
trained to solve problems; it is advisable then to deliberately produce a
difierence between the external problem and the internal model. espe­
cially if the decision aid is able to solve major parts of the game model.

A property of special importance in gaming is the time requirement
of the decision aid. As already mentioned, the decision maker has only a
limited amount of decision time. Since a decision maker in gaming gen­
erally cannot switch to other activities while the decision aids solve his
problem, the solution times of decision aids suitable for gaming should be
low, preferably of the order of minutes.

Similarly, the input requirements of the decision aid have to be low
and not time-consuming. As any input is prone to error, plausibility
checks are compulsory. The correction of errors should be easy and
quick. In gaming there are no special requirements for the output from
decision aids. except that shortage of time warrants that it be minimized.

For complex games and generally for decision situations with uncer­
tainty the decision maker uses the same decision aid several times with
di1!erent data. Such reiterations should be possible without much effort.
Therefore, in successive runs the decision maker should submit only the
altered data items to the decision aid. The reitrration capability of a
decision aid depends mainly on the time it requires to solve the problem.
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In gaming, decision aids should be applied rather than developed.
The decision maker should therefore be provided with a decision aid
already fitted for application to the particular game. This usually
requires the availability 01 an algorithm and an internal model of the
part of the game to be solved by the decision aid. In consequence, the
decision maker provides only the input data and uses the decision aid
more or less as a black box.

2.2. Computer Support

Manual decision aids, including those based on standard printed
forms, cannot cope with all of the requirements mentioned above, since
they usually take up too much time and lack any reiteration capability.
In complex games, computer support has to be considered as the basic
requirement for adequate decision aids. In most cases this requirement
can easily be met, since the majority of the games are computer­
supported themselves.

In contrast to manual aids, more elaborate algorithms can be applied
by the decision maker if the decision aid is supported by a computer.
The results are not subject to the errors of manual calculation. In some
cases, even standard algorithms available from the program library of the
computer system concerned can be used.

Another major advantage of a computer-supported decision aid is the
possibility of sharing the same data base with the game. For gaming pur­
poses the data base contains all information on the actual period. Infor­
mation on past periods is usually also available, making it easy to apply
statistical decision aids, e.g., forecasting and extrapolation methods.
Thus a major amount of the necessary data for a decision aid can be
automatically provided, releasing the decision maker from data input
etIorts. Furthermore, automatically provided data are not subject to
input errors.

In gaming the usefulness of a computer-supported decision aid will
be greatly enhanced if the decision maker applies it in dialogue mode. In
general, the interactive application of a decision aid saves time, but on
the other hand, decision makers usually have no experience in operating
computers. Therefore, a user-friendly dialogue is indispensable. In gam­
ing, user friendliness focuses on the input and output facilities of the
decision aid: the overall handling should be simple, efficient, uniform,
and secure. This can be achieved, for example, by providing special
screen formats for data entry and using the menu technique for selecting
the desired output as well as for program control. If the results are to be
used later-especially in case of reiteration--a hard-copy or printer output
should also be provided.
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2.3. Linear Programming

Linear programming (LP) is one of the oldest1 and commonest opera­
tional research techniques discussed in theory and applied in practice.
Because of its properties regarding problem size and solution capability it
is generally accepted as a decision aid for various real world problems,
e.g., those covering production and distribution planning in the petro­
chemical industries and the mixture of feed in animal nutrition. In LP the
real-world problem is converted to a linear model that is solved by means
ot standard algorithms, e.g., the simplex method. As these algorithms
are generally available and independent of the problem to be solved, the
decision maker has only to supply the linear model and the necessary
data.

To evaluate the benefits of LP as a decision aid in gaming, the general
characteristics and requirements of the method have to be analyzed.
These depend on the elements and their relations in linear models. Ele­
ments are the data to be provided by the decision maker and the decision
variables to be set by the algorithm. Data and decision variables consti­
tute the constraints that determine the feasible solutions and the objec­
tive function to be minimized or maximized according to the problem
concerned. General characteristics and requirements of LP are the
linea.rity ot the relations in the model, the restriction of the decision vari­
ables to real values, and the consta.ncy oJ da.ta.. Additionally, model size
has to be considered.

Linear models imply an additive connection between the variables;
multiplicative connections are permitted only between decision variables
and data. Although this assumption holds for many real-world problems,
nonlinearities exist and have to be represented occasionally in linear
models. A typical nonlinearity in management games is the joint
influence of the decision variables "stored quantity" and "time of storage"
on the result variable "warehousing expenses". In such cases, the non­
linear relation concerned has to be linearized by suitable approximations,
producing a more or less essential difl'erence between the game model
and the linear model.

In real-world problems as well as in gaming some decision variables
are restricted to integer values only. A typical integer variable is the
number of ships to be sent on a certain route or the number of hospitals
to be built in a certain region. Some decisions, e.g., the choice of a plant
location, or decisions implying fixed costs or benefits, e.g., the fixed
charge to be paid if any nonzero amount of an item is to be produced, can
be represented in a model only if integer variables, or in some cases
binary variables, are available. The use of such variables is not permitted
in ordinary LP, since common algorithms are restricted to real variables
only. The use of special integer algorithms leads to enormous solution
requirements even tor relatively small models. Therefore, in gaming the
decision maker usually has to dispense with the availability of integer
variables.
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The data supplied by the decision maker have to be constants.
Therefore, data should not depend on other variables: e.g., if the demand
for a certain product is dependent on its price, different data items have
to be used. Similarly functions cannot be represented directly; they have
to be approximated by several values. Data are regarded as determinis­
tic. Special algorithms, e.g., chance-constrained programming, can cope
with uncertainty, but since they are time-consuming they are again less
suitable for gaming.

The model size depends on the quantity of functional and temporal
interdependences represented in the model and--in multiperiod games­
on the number of periods to be covered. The size of the model influences
the input and solution time requirements. Although LP fares better than
integer and nonlinear programming when models grow, small models are
favored also for LP. Therefore, adequate procedures have to be employed
to reduce the size of linear models, whlle affecting their usability as little
as possible.

These problems usually impair the problem-matching ability of LP
depending on the extent of nonlinearities, integer eXigencies, functional
dependences. and stochastic influences, etc. Although special algorithms
are basically available. their enormous solution requirements usually
prohibit their application for gaming purposes. In some cases, making
alternative runs with different values for the data items concerned can
alleviate these problems. Nevertheless, these characteristics and require­
ments of LP have to be borne in mind. It is a comforting fact, however,
that in gaming a certain inequality between game model and linear model
is desirable, as mentioned above (Section 2.1.).

9. THE TRIIlDI SYSTEM

The TRIMDI System (TRaining in Integrated Management Decisions in
Industry) is a combination of a complex management game and a
corresponding decision aid, linear programming. Both are computer sup­
ported. The system has been in constant use in university education and
management training since 1973 at the University of Hamburg. Its main
objectives are: to increase perceptions regarding business interrelation­
ships; to reduce the gap between methods taught in university and those
applic able in business: to improve problem definitions and solution capa­
bilities as well as the ability to work in groups.

9.1. The JlBIl.Bgement Game

The management game usually is employed by four or five groups,
each having four participants on average. Twelve periods are normally
played. Each group representing one enterprise is involved in highly
interdependent activities concerning purchasing, production, warehous­
ing, investment, marketing, and financing. AIl enterprises have the same
history. Figure 1 shows the material flow of the game model. The game is
described in Scheer and Schuenemann (1978a).
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Figure 1. The TRIMDI game model.

The decisions to be made in each period are listed in Table 1. Func­
tional interdependences result from the flow of materials and the prob­
lems of distributing limited financial funds for different purposes, e.g.,
investment versus sales promotion activities. Temporal interdepen­
dences are enforced by means of time lags for purchasing and invest­
ment, limited storage stability for raw material and products, and sea­
sonal influences on the demand for the products. Uncertainty is caused
not by stochastic elements in the game but by the incomplete knowledge
of the market mechanisms for purchasing and marketing as well as the
lack of information on the marketing activities of other enterprises.

As the full size of the management game can easily over-stretch a
new participant's capability, only a self-contained, small subset of the
game is introduced in the first period. This subset is gradually extended
in the following periods. Therefore, the decision maker spends more and
more time just on coping with the growing complexity of the game. Usu­
ally after having dealt with the full game for one or two periods, the deci­
sion maker calls for a powerful decision aid to relieve him from
time-consuming manual calculations. At this point, LP is introduced.

3.2. The Decision Aid

The decision maker is supplied with a computer-supported decision
aid containing a matrix generator that produces a custom-made linear
modeL access to the data base program, and a simplex algorithm with
reinversion property. The handling of the decision aid is made easy by
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Table 1. Decisions in the TRIMDI management game.

Activity

Purchasing

Investment

Production

Marketing

Financing

Decisions on

Quantity of raw material (3 kinds)
Terms of delivery (prompt, 1-period delay, negotiations

with other groups)

Extension of warehouses (raw material, semi-finished
products, finished products)

Replacement and extension of production capacities
(3 machine types)

Quantity to be produced (2 semi-finished products.
2 tiniBhed products)

Price, sales promotion expenses, quantity of products
to be offered (1 semi-finished product, 2 finished
products) on different types of markets (monopolistic,
oligopolistic, regional)

Purchase of a market report

Raising and granting loans and funds

the dialogue mode. The decision maker uses only one command for data
entry and only one command for the algorithm.

The majority of the data are automatically taken from the data base
of the game model. e.g., interest rates as well as the available stocks of
raw material and products. The decision maker supplies data concerning
the future development of prices for raw material. the amount of money
to be spent on decisions not covered by the game, e.g., marketing deci­
sions and the cost of the market report. Only the marketing data are
compulsory.

The marketing data comprise prices, sales promotion expenses, and
the quantities of products offered for sale. In the linear model it is
assumed that the given sales promotion expenses are paid in any case
and the given price is valid for every product sold. The solution algorithm
is prevented from setting the decision variable "sold quantity" higher
than the given quantity for sale. To allow different combinations of the
offered quantity and the sales promotion expenses in one run, the deci­
sion maker can enter a factor for each product representing the sales
promotion expenses to be spent on one additional unit of the product
concerned. As the marketing data have to be estimated by the decision
maker, this relaxation-limited to a certain percentage of the original
quantity to be offered-can cope to a certain extent with the imminent
uncertainty of marketing data. To investigate the influence of ditrerent
prices, alternative runs have to be made.
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The size of the model varies according to the circumstances of the
enterprise, e.g., the number of machines already invested, and the data
supplied by the decision maker, e.g., the additional market constraints
caused by the relaxations mentioned above. However, the main influence
on size is the number of periods to be considered. The decision maker
can generate models ranging from one to four periods in length. A small
number of periods results in a small model requiring less solution time.
To cover long-range decisions and temporal interdependences several
periods have to be considered simultaneously; e.g., the extension of
warehouses requiring two periods necessitates at the very least a three­
period model. To reduce the solution time for multiperiod models, the
model structure has to be simplified. To affect the problem-matching
capability as little as possible, only later periods are simplified, e.g., by
using only one decision variable for one machine type regardless of the
age and intensities, and by dispensing with negotiations for raw material.
In this way, a four-period model consisting of, e.g., 425 decision variables
and 240 constraints is reduced to 208 decision variables and 161 con­
straints.

Apart from the inaccuracy caused by the simplifications of later
periods, the linear model matches the game model fairly well. Only the
fixed costs linked to the purchase of raw materials and the transportation
costs for the regional markets cannot be represented. In order to
influence the solvency planning in the model, the decision maker may
supply the fixed costs as data.

The use of decision variables with real values for integer purposes is
necessary for the investment in machines. This is not a major problem
because the decision maker can decide whether this variable is a genuine
decision variable to be set in the model or a data item to be set by him.
Therefore, the decision maker, haVing obtained real value proposals in
the tlrst runs of the decision aid. may choose dillerent integer values for
the investment in machines and supply them as input data in subsequent
runs.

3.3. Experience With the System

The TRIMDI System has, as mentioned above, been in use since 1973.
The following remarks are based on a questionnaire given to twenty
groups of players in dillerent games during the years 1977-1982. All
games covered twelve periods.

In the first seven periods the groups developed and applied manual
decision aids. Nearly every group used its own sheet of calculation. Sta­
tistical methods, e.g .• regression and correlation, were used to estimate
the mechanisms of raw material and product markets. Special algo­
rithms for production and solvency planning were applied. Although the
groups reported improvements in their decisions, the manual decision
aids were used generally only once or twice because of the calculation
etfort required.
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LP was applied after the seventh period. The differences in planning
time and results after the computer-supported decision aid was intro­
duced are shown in Table 2.

Table 2. Comparison between manual and computer-supported decision
aids.

Parameter

Planning time per period (minutes)

Planning time per plan (minutes)

Number of plans per period

Number of meetings per period

Decision aid
Manual Computer-

supported

192 218

136 34

1.4 6.4

1.1 1.6

Computer-supported planning reduced the planning time per plan by
757.. In consequence, four times as many plans were evaluated in each
period. The prolongation of planning time per period and the increased
number of meetings in each period were probably due to the higher
motivation of the groups.

As shown in Table 3. data on quantities to be offered, prices, and
sales promotion expenses were entered by all groups. As mentioned
above, the decision aid proposes real values for the investment in
machines. All but one group adjusted these decisions in subsequent runs
by setting the respective input data with integer values. Factors for the
increase of demand and price estimations for raw material were entered
by the majority. These data provide higher fiexibility in the market deci­
sions for the decision aid as well as better problem-matching accuracy.

The groups reported that differences between alternative runs in one
period were generally due to modifications of market and investment
input data. In 487. of the cases only the last run was used as a decision
basis while in 367. of the cases all runs were used. As shown in Table 4.
compared with the first solution the last run revealed minor or major
differences in 607. of the cases. This indicates the significance of the
reiteration capability of the decision aid. The input proposal was
employed with negligible alterations in 477. of the cases; major alterations
being necessary in only 37. of the cases. Furthermore, the applicability of
the decision aid is demonstrated by the correspondence between the
results from the decision aid and the results of the game: negligible or
minor differences occurred in 767. of the cases. Without exception, esti­
mation errors, concerning especially the input data for marketing activi­
ties. were held responsible for the differences encountered by the groups,
rather than deficiencies in the decision aid itself.
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Table 3. Utilization of input data for the decision aid.

Number of groups

Input data Data Data
entered modified

Quantity of products to be offered 20 16

Price of products 20 16

Sales promotion expenses 20 17

Investment in machines 19 13

Factor for the increase of demand 15 a

Fixed costs (purchasing, transport, 10 5
market report)

Price estimation for raw material 12 4

Table 4. DitJerences encountered in the application of solutions.

Items compared

Structure of the first and structure of
the last solution from the decision aid

Input proposal of the decision aid and
actual input to the game

Results from the decision aid and
results of the game

Extent of differences (~)

Negligible Minor Major

20 55 25

47 50 3

53 25 22

The degrees of relevance of the decision variables to the game solu­
tions are displayed in Table 5. As the dominant objective in the game is
to achieve a maximum profit, the groups regarded profit/loss as the most
relevant criterion. The almost identical priorities of production, market­
ing, and financing results indicates the similar degree of difficulty for
these decisions in the game and the general applicability of the decision
aid for these planning activities. Purchasing and investment decisions
received lower priorities, basically because their main ln1luence falls into
subsequent periods and the groups favored short-term decisions.
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Table 5. Relevance of the decision variables to the solutions.

Relevance priority

Decision variables First Other

Profit/loss 16 3

Production 1 12

Marketing 3 9

Financing 11

Purchasing 8

Investment 6

Table 6 shows the advantages ascribed to the decision aid by the
groups. AU groups rated the reduction of the manual calculation as the
dominant advantage. In consequence, given more time for operational
and strategic planning, the groups regarded a better general view as
being another major advantage of the decision aid. The increase of
motivation and the improvement of decisions were considered advan­
tages, too. Being a decision aid for a self-contained game model, its abil­
ity to indicate new problems was not regarded as a major advantage.

Table 6. Advantages of the decision aid.

Advantage

Reduces manual calculation

Provides better general view

Increases motivation

Improves decisions

Deteclll new problems

Average scorell

2.'7

2.1

1.'7

1.5

1.3

ClScale: 0 =no advantage; 1 =small; 2 = medium; 3 = big advantage.
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Looking at Table 7, we see that the groups assessed the disadvan­
tages of the decision aid as generally lower than the advantages. The
increase of estimation errors was considered the dominant disadvantage
but, in spite of that, was rated as being of less than medium importance.
As mentioned above, estimation errors were the main source of
differences between the results from the decision aid and those of the
game. The groups reported that in many cases their first estimations had
been more realistic than those in subsequent runs. Obviously the possibil­
ity of easily modifying estimations can lead to a sort of self-deception, as
subsequent runs with less realistic data apparently yielded better solu­
tions and were consequently adopted. This seems to be a general prob­
lem in the application of decision aids in dialogue mode, especially if the
decision aid does not comment on the usefulness of the estimated data.

Table 7. Disadvantages of the decision aid.

Disadvantage

Increase of estimation errors

Emphasis on the game character

Discrepancies between game model and linear model

lnfl.exibility

Increase of decision time

Reduction of long-range planning

Diminution of the player's proficiency

Average scoreG

1.6

1.2

1.2

1.0

0.5

0.5

0.4

GScale: 0 =no disadvantage; 1 =small; 2 =medium; 3 =big disadvantage.

The remaining disadvantages were considered generally to be of low
or negligible importance. The game character of the decision situation is
emphasized only minimally by the decision aid. The problem-matching
accuracy is sufficient, as the discrepancies between the game model and
the linear model, as well as the inflexibility caused by the preformulation
of the linear model, are not considered major disadvantages. The
increase of decision time pointed out already (Table 2) obviously is com­
pensated for by the increase of motivation. Finally, the long-range plan­
ning activities of the groups were not limited by the application of the
decision aid.

Other experiences reported earlier illustrated the superiority of LP
as a decision aid for the management game (Scheer and Schuenemann,
197Ba,b). For identical game situations and periods the same groups
made independent parallel runs using manual decision aids and the
computer-supported decision aid. To evaluate the impact of long-term
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decisions, e.g., the investment in warehouses and machines, several
periods were played successively. Two tendencies were observed: deci­
sions based on solutions from the computer-supported decision aid had
short-term as well as long-term results of significantly higher quality than
those based on manual calculations. On the other hand, groups that cal­
culated more solutions with alternative input data in one period had
better results than those making fewer runs. These tendencies have also
been confirmed elsewhere in this volume, demonstrating the overall use­
fulness and benefits of decision aids in gaming.

m:FERENCES

Scheer, A.W. and Schuenemann, T.M. (197Ba). TRIMDI--Ein Planspiel­
konzept zum Einsatz von LP-Entscheidungsmodellen. Schrilten zur
Unternehmensfuehru:ng, Wiesbaden, 25:151-167.

Scheer, A.W. and Schuenemann, T.M. (197Bb). Interaktiver Einsatz von
LP-Planungsmodellen in einem Unternehmensplanspiel. In I. Kupka
(Ed.), Techniken des Dialogues. Munich/Vienna, pp. 133-146.

NOTE

1. According to George Dantzig, the method goes back to Joseph (in
Genesis), who, on hearing the dream of the Pharoah, advised him to save
the grain from the seven "fat years" for the coming seven "lean years".
This was the first case of "lean year programming" (Editor's comment.)
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1. INTRODUCTION

In Chapter III:a, Section 7, we discussed the difference between free­
form and rigid-rule games. We defined a rigid-rule game as one in which
all the institutional assumptions of the model of the game situation are
given by the game constructor. In a free-form game, some institutional
assumptions can be determined by the players. In particular, this refers
to the rules of the game defining not only the decisions that players are
allowed but also what payoffs are related to a certain set of decisions.
This latter relationship takes the form of a payoff function that often
works in two steps: first relating the particular combination of decisions
to a specific state of the system, then relating this state of the system to
a value result, Le., a positive or negative payoff.

In a free-form game the players may be able to change the state of
the system resulting from a certain set of decisions (including the ran­
dom decisions of nature) or the value result associated with this state of
the system. Such possibilities of changing the payoff function have the
prime advantage of making the game more realistic, especially in cases
when players actually know more facts relevant to the institutional
assumptions than does the game constructor.

It is often assumed that free-form games have to be very "soft"
games of a discussion type and, in contrast, that all computer games
must be of the rigid type, with the payoff functions exactly defined by the
game constructor. We shall, however, present here a method - interactive
man-computer dialogues - by which the players themselves can in a fairly
simple manner change the payoff functions of a computerized game.

2. Tin: CO2 + COAL GAllE

In this chapter we shall take some examples from a game concerned
with COa emissions and coal trade, developed at I1ASA. 1 The game focuses
on the problem of the potentially negative impact on climate of rising lev­
els of CO2 in the atmosphere caused by the probable increase in the use
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of fossil fuels (mainly coal) in the next century. The game deals with
national decisions on mining, burning, and trading in coal during the next
tilly years. The roles of some twenty countries are played by a mixture of
human players and robots. The major countries, played by humans, can
also cooperate to restrict the burning of coal and thus the emission of
CO2,

Three computer dialogues have been developed for collecting data
and forecasts for each of the countries in the game:

1. A coal mining costs dialogue.2

2. A benefits of burning coal dialogue. focusing on the costs
(including conservation costs) of alternative energy sources
which one would have to utilize if one burnt less coal.

3. A CO2-impacts module, dealing firstly with global impacts, and
secondly with impacts on each country. of increased CO2 levels.

3. 0VERVlEW 0'" THE METHOD

Before going into specific details, we shall first present a brief over­
view of the most important aspects of the dialogue method.

In many games, such as the CO2 + Coal game referred to above, the
total payoff function is a very complicated function of many variables.
The interactive dialogue will divide the total payoff function into many
subfunctions, each of ana variable, and step-by-step obtain the parame­
ters for each such subfunction.

EXamining how this is actually done we must first distinguish
between the fu:nctianal form and the parameters of the (sub)function.
I (%) = ae ,,,. and f (%) = a + b% are two examples of functional forms for
a function f (%), each allowing for two parameters a and b. While the
game constructor himself has to decide on the functional form of the sub­
functions and hence of the whole payoff function, he can allow the players
to change the parameters of the function. To a limited extent he can also
even allow a limited degree of choice concerning the functional form, by
using (sub)functions of the type o.ae'''· + (l-o.)(a + b%). By setting the
parameter 0. to be 0 or 1, the player can in this case choose between an
exponential and a linear function.

To input these parameters a man-computer dialogue is used. It is
oftef unreasonable to ask a player directly about the value of a parame­
ter, particularly in cases when the parameters (or coefficients) are used
to let the function approximate other types of functions.4 Instead. one
asks about the value of Y =I (%) for various values of %. In the case of a
function of two parameters one would ask about the values of y for two
values of %. With, for example. the equations Yl =II + b%l and
Y2 = a + b%2. the parameters II and b can be uniquely determined. For
three parameters, three values of Y would have to be given. etc. As will
be discussed below. it might also be appropriate to allow the player to
specify some values of %.
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In order to make this method more concrete, let us assume that we
want to determine the development of productivity in coal mining over
time in a certain country. The computer might then ask for the produc­
tion per man-shift in two years, t I and t 2- If we assumed an exponential
development of production we would. with the two production levels
1/1 and 1/11' determine the parameters a and b from the relations
1/1 =as'"1 and 1/11 =alICe. In some cases it might be appropriate to let t l
be the present year, and to let the player himself decide on a suitable
year for til. possibly a year in the past for which he has data about 1/.

An important aspect of the method is that the computer, when ask­
ing for a certain value of 1/, will at the same time also suggest a value.
The idea behind this is that it is not always certain that the player knows
the data requested. The player can then accept or reject the data which
the computer already has regarding this parameter, input earlier by
another player or by the game constructor. In the case described above,
the computer would first suggest 1/1' the production per man-shift for
year t l _ The player can accept this value 1/1' or, if he has a better idea,
input some other value. After the player has next stated t2' the computer
will, on the basis of the values of the parameters a and b. calculate a ten­
tative value for 1/2, The computer presents this to the player who can
choose to input this or some other value for 1/2'

The player thus determines some values of 1/ that imply certain
values of the parameters. The question is next, whether the player is wil­
ling to also accept those other values for 1/ that are implied by the
parameter values just determined. In the case described above, the
question is whether the player would accept the implied values of produc­
tion for other years than t I and t 2' In order to check this, the computer
presents a projected level of production per man-shift, based on the
parameters just determined, for certain years (e.g., every fifth or tenth
year) from the present year until some predetermined year in the future.
The player then scrutinizes this projection. In reply to the computer's
question of whether the projection is reasonably realistic. the player can,
by answering no, get a chance to input new 1/ values. In this way he can
continue until he is satisfied with the projection and hence the underlying
parameters. In some cases he will also, as mentioned above, have a
chance to switch to another functional form.

We have just described the determination of the parameters of ane of
the many subfunctions bUilding up to form the total payoff function: This
buildup of the payoff function follows a hierarchical structure. Projec­
tions are given not only for each separate relation or subfunction. but
also at more and more aggregate levels of the payoff function. For exam­
ple, in the coal mining cost dialogue of the CO2 ,,, Coal game. there is. at
the most aggregate level, a projection of total mining costs. On the level
below this. projections are given for costs in old. and new mines. As
regards costs in, e.g., old mines. projections are given of wage costs and
nonwage costs. As regards wage costs, there are. in turn, proJections for
wage rates and productivity. As regards productivity, the projections con­
cern, on the lowest level. changes in productivity due to working more
difficult seams and changes due to technological development. At each
stage, one does not proceed further to a higher level without having first
approved the projections given thus far for all lower levels.
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4. WHO ARE THE USERS OF THE DIALOGUE SYSTEM?

We can distinguish three main categories of users of the dialogue sys­
tem:

1. PLayers in a game. The most suitable use of the dialogues is in a
short session prior to the playing of the actual game. It is, how­
ever, also possible to interrupt the game playing to allow players
to change the payoff functions.

2. Ezperts who are not participating in the game. Although the
main function of the dialogue system is to allow input from the
actual players of the game, one can also use the system for get­
ting input from experts, independent of the game playing. The
use of such experts is of particular interest as regards those
parts of the payoff function for which neither the players nor the
game constructor have much information.

S. The game constructor himself. The constructor can also use the
dialogue system when inputting the parameters of the payoff
function.

5. WHAT ARE THE JlA.IN BENEFITS OF THE DIALOGUE SYSTEM?

We shall suggest six major groups of benefits that can be obtained by
using a dialogue system.

5.1. Obtaining Valid Data and Forecasts

In an operational game it is of particular importance to have data
and forecasts that are as valid as possible. It is, however, often very
difficult for just one or two game constructors to gather the data neces­
sary for specifying the correct form of the payoff functions. This is espe­
cially true for games where conditions in many different countries are
represented and where the subject matter of the game is related to
several scientific disciplines, such as in the CO2 and Coal game. In these
cases it is difficult enough to obtain sufficient data on past and present
conditions in the different countries from the literature, but it is even
harder to find published forecasts of future relationships. It is usually a
better idea to collect the necessary data and forecasts from a large
number of sources, if possible from different countries and with different
disciplinary backgrounds.

More specifically, as regards collecting these data and forecasts for
the payoff function of the game, the dialogue system appears to have the
following six advantages:

a. It is con1Jrmient. The use of a terminal, possibly with a game
assistant to help with the input of the answers, is fast and con­
venient.
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b. It focuses on easily understandable questions. As mentioned
earlier, the computer asks for specific values of variables that
are more understandable than relatively strange parameters. It
then provides projections of different parts of the payoff func­
tion on different levels. Thus, the dialogue method makes it
easier for the player to better understand the concrete meaning
of the payoff function. This understanding can be even further
improved when the dialogue is related to the playing of the
game, and in particular if the dialogues are repeated after the
playing of the game.

c. It motivates the players to answer correctly. The rUnning of the
dialogues in connection with the playing of the game also
increases the motivation of the players to do their best in
answering the questions, since they perceive that the game will
be more realistic if they provide the most correct answers possi­
ble.

d. It helps to Jocus the players on giving the kind of answers that
one really wants. The use of the man-computer dialogue has,
compared to a "man-man" dialogue, the advantage that one gets
only the type of answers that one wants, i.e .. quantitative esti­
mates, not qualitative opinions. When using a "man-man" dialo­
gue for the collection of data from experts. we have encoun­
tered the following problem: The experts want to give only quali­
tative opinions. sometimes of a methodological character, and in
some cases these are not even related to the specific question.
If a human were to behave like the computer, essentially insist­
ing on a certain kind of answer, he would be considered very
rude, and. therefore, probably not be as successful as the com­
puter in performing this task (Stahl, 1980).

e. It allows the data to be recorded in a fast and convenient
manner. Only by using a computer for the dialogue can one
rapidly transform the answers into parameters for immediate
use in the computer game. Since it is generally only possible to
get the players to attend for the playing of a game, it is impor­
tant that the results from the dialogues should be rapidly avail­
able to influence the payoff function of the game.

r. Data from the "best" experts can be recorded. The dialogue
method allows the entire set of parameters to be recorded as a
computer fUe under an individual name (for example. the name
of the expert) at the end of the dialogue process. Having
recorded many such files on the same subject, one can. by scru­
tinizing the expertise of the various players, choose the most
suitable parameter for a standard file (to be used, e.g., as a
basis for the suggested values during a dialogue).
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5.2. Aiding the Preparation of Forecasts

An important problem for any game dealing with future events, such
as operational games for futures research, is that the payoff function will
be based on forecasts or rather "intelligent guesses" about future rela­
tionships. Such guesses are generally difficult to make, particularly if
one has not previously thought through the problems at length. The
guesswork is facilitated, however, by the dialogue system. This provides,
at different levels, projections of what the inputs made thus far imply and
then allows for new answers if the projections appear unreasonable. The
player can thus test a great many arrangements of the parameters.

5.3. Making the Assumptions of the Game Transparent

Even if a player does not change any of the parameters and just
accepts the suggested answers to the questions posed by the dialogue, it
can still be very worthwhile for him to run through the dialogue. This will
in a straightforward way make him aware of the data assumptions behind
the payoff function. The projections will also give him some idea about
the functional form of the functions used. The dbalogue will thus enable
him to understand better how the game functions.

In many cases there is the problem that the players are unwilling to
take the game seriously, because it is a black box in the sense that the
assumptions behind the payoff functions are hidden. This can lead the
players to regard certain reactions of the payoff function as arbitrary. By
prOViding more transparency, the dialogues will help the players to
understand why the payoff function reacts in a certain way and the game
will then appear less arbitrary.

Increased game transparency also facilitates a constructive critique
of the total game structure. The post mortem discussion at the end of the
game will then be more fruitfuL both for the operational purpose of the
gaming session and for the further refinement of the game.

5.4. Gi'ling the Model Face Validity

Transparency is, however, not always enough to make players take a
game seriously. If a player regards a specific assumption, now made
transparent, to be unrealistic, his reaction might in fact become even
more unfavorable. It is then important that he has a chance to change
the assumption. Possibilities of changing the parameters are prOVided by
the dialogue method. The experience of both understanding the assump­
tions and having had a chance to change those payoff assumptions that
appear unrealistic appears to increase the "face validity" of the game and
thus increases the player's degree of seriousness when playing the game.

5.5. Aiding Scenario Generation

When one wants to use the game as a scenario generation tool the
use of the dialogue method can be very helpful. The scenario method
usually aims at the construction of a number of scenarios that are fairly
dUferent with regard to the assumptions used.? By interactive use of
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dialogues one can find suitably different sets of institutional assumptions.
Furthermore, the description of a scenario usually requires a fairly exten­
sive and explicit verbal description of the assumptions behind each
scenario. These verbal descriptions can then, to a considerable extent,
rely on the questions and answers in the dialogue. This makes for a much
more "understandable" scenario than would be obtained by merely stat­
ing the values of the parameters directly (Stahl and Ausubel, 1983).

5.6. Aiding the Game Constnlctor
Finally, it should be mentioned that the computer dialogue method

can be very helpful to the game constructor while he is gradually building
up the game. When making choices as to the general form of the payoff
assumptions, the use of preliminary versions of computer dialogues
proved very helpful, for example, in the CO2 + Coal game.

8. HOW MANY QUESTIONS SHOULD THE DIALOGUE CONTAIN?

Having discussed at some length the benefits of the dialogue method,
we shall proceed to answer some more specific questions regarding the
size of the dialogue (this section), the type of data (Section 7), the word­
ing of questions (Section 8), the number of parameters (Section 9), the
determination of the domain of the subfunctions (Section 10), the con­
struction of projections (Section 11), and the use of the computer (Sec­
tion 12).

The first question concerns the appropriate size for a dialogue. This
is, of course, dependent on the time available for running the dialogue
and the number of parameters one wants to include in the payoff func­
tion. From our experience it appears that one can, in 15-30 minutes, run
through a dialogue with around 30 questions, allOWing for considerable
feedback in the form of different projections. It also appears that, for
most persons, 30 minutes is agout the maximum useful time for running
the dialogue without a pause: if one goes on much longer one risks los­
ing the player's attention. In addition, it see~s that such a dialogue
should not contain more than about 30 questions.

It considerably more questions are required to establish the parame­
ters of the payoff function of the game, several computer dialogues would
probably be needed. It is then appropriate to let different dialogues focus
on different themes, in particular with reference to different persons'
expertise. Players with one kind of expertise should use one dialogue,
while players with a different expertise use another. For example, in the
CO2 + Coal game we have one dialogue on coal mining costs, one on alter­
native energies, and one on CO2 impacts, each suitable for players with
difrerent types of expertise.
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7. WHICH TYPE OF DATA SHOULD THE DIALOGUES INVOLVE?

The type of data used in the dialogues depends first of all on what
type of data one needs in the game: this, in turn, is mainly dependent on
the subject of the game. One important question is how uncertain the
data can be and still be meaningful enough for use in the game and as a
basis for questions in the dialogue. Although, as mentioned above, the
dialogue can help the players in making guesses, it is our experience that
it is wise to avoid guesses about data in cases where different, equally
welHnforwed players are likely to be orders of magnitude apart in their
guesses. 1 If this happens, the players will then tend not to accept each
other's payoff functions and the game's "face validity" will decrease.

Secondly, it is important that the dialogue does not ask for unrea­
sonable data. Sometimes, one can let the computer deduce, on the basis
of the answer to a given question, that it would be meaningless to proceed
to another similar question. 11

Finally, when the game, like our example, concerns many countries
it appears more appropriate to ask about per capita figures rather than
total figures, for example, for energy consumption. This is because it is
then easier to make international comparisons, since per capita figures
generally do not differ so much between countries of similar types. The
actual total consumption is then computed using the country's popula­
tion, which one probably requested anyway. Likewise, instead of asking
for the value of total agricultural production, one should ask about
agriculture's share of GNP.

8. HOW SHOULD THE QUESTIONS IN THE DIALOGUE BE WORDED?

Since an important function of an operational game is to provide an
interface between analysts and decision makers, the actual wording of
the questions in the man-computer dialogue becomes an important issue.
Only if the questions are easily understood by the players is it possible to
use the dialogues for making the assumptions of the game explicit.
Scientists and laymen often do not use the same terms. For the com­
puter dialogue it is necessary to avoid any terms or concepts th~t,

although in general scientific usage, could be confusing to the layman. 1

Another problem in this connection is to what extent hypothetical
questions can be used. Since:we are asking about one relationship at a
time, we have to rely greatly on the ceteris pa.ribus assumption, and this,
in turn, is often hypothetical. In some cases certain simplifications of the
questions, although increasing the layman's understanding, may make
scientists feel less comfortable. There is a delicate balance to be struck
here, particularly if some players have a certain scientiflc background
and others do not.

Finally, a technical point on the wording of questions. Using text
string variables one can allow the players to select not only values, but
also the "names" of certain values. By allowing these names to be also
used in the printout of the g8.Il}~ results one can allow the players further
flexibility in shaping the game.
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9. HOW MANY PARAMETERS SHOULD EACH SUBFUNCTION CONTAIN?

We now turn to a question regarding the functional form of the sub­
functions or relationships: how many parameters should one allow for
each relationship? This is, of course, highly dependent on the relation­
ship that one wants to approximate. There is obviously a tradeoff
between, on the one hand, the simplicity of few parameters, leading to
fewer questions and greater transparency, and on the other hand, the
greater realism of many parameters.

For example, for the CO2 + Coal game we tried to get by with as few
parameters as possible, and used only two parameters for most relation­
ships. For certain relationships in the C02-impacts dialogue we used the
special quadratic function y =ax + bx 2 . In the case of constant marginal
effect. b = 0; if the marginal effect is decreasing, b < 0; if it is increasing,
b > O. The function is thus able to provide a very rough approximation of
linear, logarithmic, and exponential relationships. However, as we used
this dialogue, we found that for some of the functions b is often set close
to O. We were then able to simplify the dialogue by redefining these func­
tions as simply ax.

In this connection it should be mentioned that although the com­
bined function aarebl: + (l-a)(a+bx) presented earlier has three param­
eters, the parameter a can be established in most cases without any
extra question. Having first set a = 1, one first asks for two values. Y 1 and
Y2. establishing a and b. The first projection is thus based on the
exponential function. Only if a person discards this projection does the
computer ask whether the person would rather have a linear relationship.
If the answer then is yes, a is set to O.

10. HOW TO DETERMINE THE DOMAIN OF THE SUBFUNCTIONS

One Important problem encountered when establishing the parame­
ters of a relation or subfunction concerns the choice of values of the
independent variable x. As mentioned in Section 3, for each parameter
one needs to state a dependent value y for a given value of x. The choice
of the values of x will for many subfunctions determine within which lim­
its the function provides reasonable values. For example, if we have a
function with two parameters, established by the two pairs (XI.YI), (X2'Y2)
with.:l: l < Xa. it is possible that the function will appear unreasonable for.:l:
values considerably smaller than .:1:1 and considerably higher than .:1:2.
even though the projected values of Y lying between Y I and Y2 have
appeared reasonable.

One possible solution would be to always allow the player to state
both.:l: I and .:1:2' He could then adjust these values until he is satisfied with
the projections. A problem is, however, that the player might not know
between which values XI and .:1:2 will vary during the game. Secondly. it
may become too time-consuming to ask the player to supply all x values;
the dialogue is speeded up if as many .:I: values as possible are given by
the computer.
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When x denotes time, it is appropriate to have Xl as the initial time.
The player can then decide on X2' This time can, as mentioned, be an
earlier year, so that the player can base his forecast on historical data.
We then obtain a projection. ranging from the present year up to a year
not far away from the time when the game might end. In the CO2 + Coal
game, projections are given from 1982 up to 2030. In the beginning of the
dialogues associated with this game it is stated that it is more important
to have a good forecast for the years 2000-2010 than for the years
towards the end of the game. Hence, if the player does not, for example,
regard the forecast for 2010 as reasonable, he can input a new value pair
(YZ,X2)' now with x2 =2010.

When the independent variable is not time, but some other variable.
like the level of CO2 in the atmosphere, it might be more appropriate for
the computer to supply all the X values. Since the CO2 level is not likely
to decrease, Xl in the CO2 + Coal game is set as the present CO2 level,
while X2 is set at 2.5 times this level. Since one does not envisage that the
game will proceed so far that this level is exceeded. one avoids the prob­
lem of projected levels for X > X2 that are unrealistic.

Finally, it should be mentioned that a dialogue based on simple func­
tional forms, although giving reasonable projections for say 1982-2010,
may lead to some less reasonable projections for 2010-2030. Instead of
going over to more complicated functional forms, which would decrease
the transparency to the player and increase programming problems. one
can proceed as follows. One runs the dialogue first for the period 1982­
2010 and saves this in one file to be used when the period 1982-2010 is
simulated in the game. One then runs the dialogue again for 2010-2030,
(possibly after the simulated time in the game has reached 2010). saving
these new parameters in another file for the simulation in the game of the
2010-2030 period. In cases where some variable other than time. such as
CO2 level. is critical, one can perform a similar division, depending on
when this variable reaches a critical level as regards the reasonability of
the parameters.

11. PROlECfIONS FOR TESTING PARAMETERS

Regarding the projections of the functions, we shall mention here
three ways of making it easier for the player to judge whether or not the
implicitly input parameters are reasonable.

First, in order to allow the players to scrutinize a certain relation­
ship more closely it is often appropriate to print out not only the indepen­
dent and dependent variables. but also a third variable, whic~ in turn has
a pre-established relationship with the independent variable. 4

Second. In some cases the projections are most suitably presented
graphically. The ease with which this can be done is, however, dependent
on the available computer system. If one must rely just on print out of
numerical values in tabular form, it is important to remember not to con­
fuse the players with unnecessary decimals.
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Third, the player can give the computer special information for the
sole purpose of improving these projections. For example, when making a
projection of the development over time of total and average costs in coal
mining, the computer needs to base this development on some rate of
growth of production. It would be much less interesting to get a projec­
tion of these costs only under the assumption of no production increase.
This "forecast" of future increase in production is, however, not used in
the actual game, but only for the projection.

12. COMPUTER ASPECTS OF THE DIALOGUE METHOD

We shall finally discuss some details of specific computer and pro­
gramming aspects of the dialogue method.

The input of data by players of the game is preferably made through
computer terminals directly linked to the computer that handles the
whole game. An alternative is to make the input into a microcomputer
with a floppy-disk drive and after the dialogue to move the disk to the
(micro)computer handling the game. When it comes to obtaining data
from various experts in other countries who are not taking part in the
game, the use of disks is worth investigating, particularly since they can
be sent by mail. A faster alternative is to run dialogues using telecon­
ferencing and thus get the data immediately into the central data base.

Regardless of which programming language one uses it is important
to build up the dialogue program in modules or subroutines. Some such
subroutines, e.g., for projections, can be used many times in a dialogue.
In the case of a game with more than one dialogue, certain subroutines
might also be used for more than one dialogue.

As regards the choice of computer language, the demand for struc­
turing the program into well-defined modules points to a programming
language suitable for structural programming, such as PASCAL (and,
although somewhat less suitable, FORTRAN 77). On the other hand, the
need for flexible testing of the dialogue in many steps might indicate an
interpretative language like BASIC or APL. If one wishes to use inexpen­
sive microcomputers, BASIC is preferable. If one wants to be able to
move the ~rogram to many different computers, standard FORTRAN is
preferable. 5
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NOTES

1. For further details see Stahl and Ausubel (1981).

2. This dialogue is describe d in detail in Stahl (1980).

3. See for example Leontief (1982).

4. Take for example the function y = a.z + bx 2 used in the CO2 + Coal
game for relations between global warming an.d warming in specific coun­
tries. as discussed further in Section 9.

5. Or the most recent year for which a complete set of statistics is avail­
able; this year is generally kept as a constant reference point throughout
the dialogue procedure.

6. For the sake of making the model assumptions more transparent. it
may be appropriate to ask not only about relationships in the future,
which are subject to uncertainty, but sometimes also about fairly certain
facts, just in order to draw the players' attention to the facts on which
the payoff function is based.

7. See. e.g .. Chapter VlI:c in this volume.

B. if. however, one only runs through a dialogue to make the assumptions
transparent. without aiming at changing the parameters. then 30 minutes
is probably sufficient for a couple of dialogues.

9. We refer here to questions concerning specific data. Le .. we exclude
questions of the YES/NO-type and questions of the most suitable years for
data (i. e.. t 2 in Section 3).

10. We have. for example. in the CO2 + Coal game, avoided asking about
the value of flooded property at the end of the next century in the event
of a sea-level rise due to the collapse of the West Antarctic Ice Sheet; this
contrasts with the approach used in other studies (e.g .. Schneider and
Chen. 1980).

11. In the C~ + Coal game the computer asks. for example, what Antarc­
tic warming is necessary for the probability of a West Antarctic Icesheet
collapse to be 0.1. 0.5, or 0.9. If the Antarctic warming deemed necessary
for a 0.1 probability is very high (implying that one regards the collapse
as unlikely) the computer will not bother about asking for the warming
connected with the 0.5 and 0.9 probabilities.

12. As an example from the CO2 + Coal game, a doubling of the CO2 level
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is usually calculated by scientists on the basis of a hypothetical preindus­
trial level. For a layman it appears more natural to think of a doubling
from the present level. The CO2 level is usually given by scientists in ppm
(parts per million); for laymen it is easier, in a game dealing with deci­
sions to burn megatons of coal, to also use megatons to define the CO2
level.

13. For example, in the CO2 + Coal game we allow the players to choose
the name (be it "tourism", "fishing", etc.) for any secondary sector of the
economy affected by climate change.

14. For example, in projecting the relationship between the probability of
a West Antarctic Icesheet (WIS) collapse and Antarctic warming, it
seemed appropriate to also give the corresponding global warming, since
many people appear to relate the WIS collapse directly to global warming,

15. For the CO2 + Coal game we used first FORTRAN 77 (on a VAX-780) and
then BASIC (for APPLE microcomputers) to make the game truly port­
able.
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1. INTRODUCTION

To conclude and summarize this volume we present here an exami­
nation of the prospects for operational gaming. This summary is based
on discussions at the three meetings on gaming held at IIASA (in 197B,
19BO, and 19B1) and at the meetings of the International Simulation and
Gaming Association (ISAGA) over the last few years. Many of these discus­
sions, as well as the summary itself, were themselves inspired by earlier
versions of various chapters in this book.

2. BKNEFITS OF GAMING

A good starting point is to try to summarize the benefits of gaming.
During the 197B IIASA workshop on gaming, various statements regarding
the different benefits to be derived from gaming were collected. Some
had the air of slogans. These statements are presented below, without
comments and without any serious attempt to put them in a logical
order.

1. Gaming is a pre-science of clarifying concepts.
2. Gaming is a suitable brain-storming device.

3. Gaming is a heuristic device for thought experiments.
4. Gaming is the only science which uses humans not only as an

end but also as a means.
5. A great benefit of gaming lies in the self-instruction of the game

constructor.
6. The running of a game with experienced players is a good device

for teaching the teachers.
7. Gaming is a device for two-way learning.

B. Gaming opens lines of communication between the players.
9. Gaming aids communication between the analyst and decision

makers with regard to problem clarification.

10. Gaming can be seen as a means for communication between
analysts.
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11. Gaming changes the nature of feedback loops among informa­
tion preparers and information users.

12. Gaming exposes deep biases in large-scale models.
13. Gaming is the only way of transmitting the "gestalt" of the prob­

lem.
14. Gaming is the only way of pretesting the behavioral assumptions

in decision models; it puts them to the "acid test".
15. Gaming facilitates the understanding of goal setting, the link

between analysis and planning.
16. Gaming is an important research tool for studying the effects of

the variation of policy variables.
17. Gaming is important, not only in determining the "right" poli­

cies, but also for determining what the "right" players should
look like.

18. Gaming catches the attention of the players and is more
efficient for transferring ideas and data than a written report.

3. WHY HAS OPERATIONAL GAMING NOT BEEN USED MORE EXfENSIVELY?

The many advantages of gaming, reflected in the list above, were con­
trasted, at the 1978 IIASA workshop, with the conclusion that the partici­
pants could report very few applications of operational gaming outside of
the military sphere. Later surveys, made by the IIASA Gaming Task in
collaboration with Richard Duke (see Chapter I), have shown that the use
of operational gaming seems to be somewhat wider than the 1976
workshop participants believed. This might be partly due to the fact that
details of many operational games have not been published. It is still true,
however. that civilian operational gaming has not reached the position
that military operational gaming has, for example in terms of the money
spent on each. Also there seems to us to be a very great discrepancy
between what operational gaming could. do in the civilian sector and its
present rather restricted scope. Therefore, the discussion at the 1976
workshop on the reasons for this discrepancy is of some interest.

The following three reasons were given by participants with business
experience for the very limited use of operational gaming in large cor­
porations:

1. Some top managers regard gaming as a nonserious activity and
balk at the very idea of letting gaming influence their decisions.

2. Top managers think that there is nothing new that they could
learn from a gaming exercise.

3. Top managers regard games as too simple and hence too unreal­
istic to depict complex reality well.

Closely connected with these objections was the feeling that many
gaming exercises had the "weakness" of inducing behavior among the par­
ticipants which was felt to be too competitive. The confrontation implied
in many game situations is unappealing to some decision makers.
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The problem of gaming implementation can, however. also be
explained to some extent by factors well known from studies on the
implementation of other operations research or systems analysis
methods. In particular, there is the problem of the outside consultants,
who do not know the actual problem or decision-making structure of the
corporation or organization studied. Outside consultants also often run
into the problem that data are confidential. For similar reasons, the use
of "outside players", such as students, is often impossible, making the
testing of the game more difficult.

It was further noted that the "sponsorship" of gaming models is gen­
erally limited to that of the model constructor who, naturally, wishes to
sell his game. Instances of top civilian managers requesting gaming
appear to be rare. This problem of gaming in the civilian sector was con­
sidered by many workshop participants to be connected with the fact that
operational gaming is a very new and little-known idea, so that there are
virtually no "in-house" experts: very few people working within corpora­
tions have experience of gaming or game construction. This contrasts
strongly with the military sphere where gaming has a century-long tradi­
tion in several countries and where many "in-house" experts are avail­
able.

Another reason for gaming being more successful in the military
sphere than in the civilian sector is the time factor. In peace-time. top­
level military personnel have considerable time for long-term planning
activities such as gaming, whereas people on the civilian side are in a
sense constantly "at war" and generally are forced to tend towards short­
term "muddling through" solutions.

In this connection the importance of getting the "correct" players
was stressed. A very busy top-level executive cannot be easily replaced in
an operational game by a very jUnior employee (who has the time to play)
because the junior staff member has very dissimilar experience and per­
spectives.

The duration factor was considered important in another respect.
Much top-level military gaming is focused on long-term, e.g., five-year
planning, where gaming is used partly as a discussion device, in which
ditlerent branches of the armed forces bargain over their share of a fairly
tlxed "cake". The outcome of this bargaining can, in some countries,
determine the relative sizes of these branches, Within fairly narrow limits,
for the next five years. In private corporations, long-term planning could
seldom be binding to this extent. The existence of a market within which
the corporation can expand (or contract) lessens the importance of this
type of intraorganizational bargaining and hence also the importance of
gaming as a bargaining device for allocation within bureaucracies.

4. HOlf TO INCREASE THE USE OF OPERATIONAL GAIIlNG

Faced with this large discrepancy between the many benefits of gam­
ing (as outlined in the 18 points in Section 2) and the fairly negative
experience as regards the actual use of gaming in the civilian sector (dis­
cussed in Section 3), the question naturally arises as to how the practical
use of operational gaming can be promoted.



- 328-

On the basis of the chapters in this book, as well as the discussions at
the various meetings mentioned above, we can outline the following possi­
ble approaches:

a. Focus on the Most Suitable Situations

Operational gaming is more likely to meet with success if efforts are
made to apply it to the problems for which it is best suited. There are
some reasons to believe that an emphasis on tactical rather than stra­
tegic problems and on middle-management rather than top-management
problems would increase the chances of implementation. Also, gaming is
more likely to be adopted in situations where a well-understood process is
modeled, the players have a clear objective, and real players are playing
their own roles.

b. IJi.sseminate In/ormation about Operational Gaming

Although the literature on gaming in general is quite extensive, there
are very few reports on practical nonmilitary uses of operational gaming
and this material is hardly known at all among decision makers. It there­
fore seems especially important to gather all available information on
uses of operational gaming in practice and to disseminate this informa­
tion in such a way that it reaches the largest possible audience of deci­
sion makers.

c. Strive to Overcome Negative Attitudes

More Widespread implementation of gaming methods cannot, how­
ever, be achieved by merely disseminating more information. A change in
attitudes may also be required. As noted in the preceding section, "gam­
ing" has the connotation of being a less-than-serious activity. In some
cases it may be more appropriate to use the alternative term "multiper­
son interactive simulation". Furthermore, in many cases, it is important
not to O'IJersell the idea of gaming. Gaming should not be presented as the
only tool in the analysis of a problem. Rather, it should be presented as
an important complement to other tools of systems analysis, such as
optimization, simulation, econometrics, etc., since it can reveal critical
aspects inaccessible to these other methods. Furthermore, it might help
to "warm the managers up" for gaming by presenting some very simple
games before the more complicated ones.

d.. Red.uce the Costs 0/ Obtaining a Suitable Game.
The cost of building a new operational game can be very substantial

and this cost may be important for many smaller and middle-sized cor­
porations that now avoid the use of gaming. The costs can be reduced by
(1) increasing the possibilities of using an existing game and (2) cutting
down the actual development costs for a new game.

The possibilities of using an existing game can be increased in
several ways: (a) Setting up better and more comprehensive computer
tlles about eXisting games. In this connection the project within the CMEA
countries on a joint file of all available games is of interest (see Chapter
N:a). (b) The possibilities of modifying an existing game are greatly
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increased if this game is constructed in a suitable way from the begin­
ning, e.g., in a modular fashion (see Chapter V:a). The construction of
"frame games", which with small changes can serve for many purposes. is
an important step towards lowering the cost of suitable games.

The costs of building a new game from scratch can mainly be
reduced by work on more formalized methods for constructing games,
such as those presented in Part IX. Further research on the development
of such methods, more published reports on this work, and an increase in
the amount of university courses on game development methods are all
needed. Particular phases of game development can be improved by
using specific methods; for example, the costs of collecting data for a
game can be cut by using man-computer dialogue methods (see Chapter
XI:b).

e. Red.uce the Cost 0/ Opera.ting the Game
The expense or lack of computer resources with suitable software 1

was previously a problem for the running of games in many organizations.
With the advent of portable microcomputers with substantial memory
capacities, this difficulty will probably decrease, particularly if future
game development focuses on microcomputers.

/. Red.uce the Cost 0/ PLa.ying the Gam.e

As noted above. one of the factors restricting the implementation of
operational gaming in the civilian sphere is the greater difficulty in this
sector to get top personnel with time for game playing. Since the cost of
their time is very high, the total cost of playing for a long time can easily
become prohibitive. Hence small games, playable in an evening, would
(as discussed in Chapter X:a) probably stand a better chance of being
implemented, provided that they have sufficient outward credibility to
satisfy the potential players. Hence, there appears to be a need for
research on the question of how, in a small game, one can achieve reason­
ably realistic modeling (for example, along the lines of the methodology
outlined in Chapter X:b).

The cost of playing the game is dependent not only on the length of
the game. but also on the number of human players involved. This
number can be reduced using devices such as robot players. Further
development in this area could therefore also contribute to lowering the
total cost of playing a game.

5. INTERNATIONAL COOPKRATION

For many of the approaches mentioned above for promoting the
practical use of operational gaming, it appears that international
cooperation would be helpful. This would involve, among other things.
obtaining information on actual uses of operational gaming, establishing
tiles on games suitable for use in other situations (possibly after
modification), developing frame games, developing methodologies for
game construction, teaching game development methodology, etc.
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In the Western countries the International Simulation and Gaming
Association (ISAGA) has held annual meetings since 1970. 2 Within the
CMEA, as described in Chapter N:a, there have been annual meetings of
garners from the socialist countries since 1974. Thanks to the IIASA Gam­
ing Task, the first general meeting between the ISAGA and CMEA garners
will take place in June 1983 in Sofia, in collaboration with Bulgaria's
National Committee for Applied Systems Analysis and Management. It is
hoped that this meeting will be the first in a series that could lead to
further fruitful international collaboration in the field of operational gam-
ing.

NOTES

1. Even if an organization had a computer, it very orten did not have a
compiler or interpreter for a programming language suitable for games.

2. For further information about ISAGA contact Jan Klabbers, General
Secretary of the ISAGA, University of Utrecht, The Netherlands.








