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INTRODUCTION TO THE SERIES

This seri.es consists of a number of hitherto unpublished studies,
which are introduced by the editors in the belief that they represent fresh
contributions to economic science.

The term "economic analysis" as used in the title of the series has
been adopted because it covers the activities of both the theoretical
economist and the research worker.

Although the analytical methods used by the various contributors are
not the same, they are nevertheless conditioned by the common origin of
their studies, namely theoretical problems encountered in practical
research. Since, for this reason, business cycle resEarch and national
accounting, research work on behalf of economic policy, and problems of
planning are the main sources of the subjects dealt with, they necessarily
determine the manner of approach adopted by the authors. Their
methods tend to be "practical" in the sense of not being too far remote
from application to actual economic conditions. In addition they are quan­
titative rather than qualitative.

It is the hope of the editors that the publication of these studies will
help to stimulate the exchange of scientific information and to reinforce
international cooperation in the field of economics.

The Editors
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PREFACE

We should all be concerned about the future
because we will have to spend the rest of our lives there.

Charles F. Kettering
Seed Jor Thought (1949)

The period after the Second World War has been marked by a wave of
information that has flooded many societies, east and west. Information
systems have become indispensable for planning and decision making in
both private and public agencies. Recent advances in microelectronics, in
particular, have offered enormous potential for using information in a logi­
cal and well structured way for handling complex problems of choice and
decision.

Usually, however, information systems in public policy making are
oriented toward either the national level or the detailed local level. So far,
the regional dimensions of socioeconomic development have not been ade­
quately represented in information systems for regional planning.

This book is the result of an endeavor to fill the gap by addressing key
issues of information systems for planning regional development, by
evaluating trends in the progress of information systems, by identifying
the greatest difficulties in their use for aiding long-term regional develop­
ment, and by focusing attention on the possibilities of new operational
tools in modern information systems.

The study, based on a joint effort of several experts on information
systems for regional planning, was initiated by the lntegrated Regional and
Urban Development Group at the International Institute for Applied Sys­
tems Analysis (IIASA) in Laxenburg, Austria and the Department of
Regional Economics at the Free University in Amsterdam. This coopera­
tion led to a network of scholars who were interested in contributing to a
comprehensive survey of the subject. Several results of the project were
also discussed at a workshop held at IIASA in December 1982.

The aim of the book is to show that planning-oriented information sys­
tems are powerful tools in regional decision making and policy making.
Some of the issues discussed are mentioned here:

Is there a. unifying methodology for integrated information systems
that will adequately represent regional systems as a whole, as well as
specific parts and aspects of a regional system?
How can one secure the complete and coherent representation of a
regional economy, so that it may be regarded in planning as a
socioeconomic system interacting with the national (or international)
economy and with other regions?
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How can intraregional socioeconomic, demographic, and political
mechanisms be included in information systems so as to identify the
key forces of change in the structure of a regional economy?
What should be done in the design and use of information systems to
enhance the understanding and cooperation between the "actors" in
regional planning and regional development analysis: the planners,
model builders, systems analysts, statisticians, and data-processing
specialists?
Which new developments in information technology promise to
improve regional information for planning and decision making?

Altogether, this study has a strong methodological and practical bias.
Technical aspects will be touched upon only insofar as they are consistent
with this approach.

Finally, we wish to express our gratitude to Dr. Manfred M. Fischer of
the Department of Geography, University of Vienna for his outstanding
help in making constructive comments on the first draft of the book; to Dr.
Geoffrey J.D. Hewings for his suggestions on parts of the final chapter; and
to Professor Borje Johansson, Acting Leader of the Integrated Regional and
Urban Development Group at IIASA, for his continuous support, especially
after the death of the former Leader, Professor Boris Issaev.

Peter Nijkamp
Piet Rietveld

Amsterdam, May 1983
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CHAPTER 1

Information Systems:
A General Introduction

Peter Nijkamp

1. Introduction

3

Since the Second World War almost all countries of the world have
experienced an information explosion. The introduction of computers,
microelectronic equipment, and telecommunications services has paved
the way for an avalanche of information, not only for scientific research
but also for use by a broader public and by planners and policy makers
(Burch et at. 1979, De bons and Larson 1983).

There are several reasons that may explain the information explosion
in planning and policy making. First of all, the complexity of modern
society has led to a general need for adequate insight into the mechanisms
and structures determining intertwined societal processes.

Secondly, to avoid the enormous risks and costs incurred by taking
wrong decisions today requires careful judgment, based on sufficient infor­
mation about the consequences of all alternative courses of action.

In the third place, public policy institutions themselves adopt compli­
cated positions arising from conflicting interests. In negotiations between
such agencies information can be used as a powerful tool.

Next, in recent decades many statistical offices (national, regional,
and urban) have produced a great deal of data that are available for
further treatment or analysis.

Another factor that has stimulated the present information wave is
the progress in statistical techniques and in econometric modeling, which
has permitted data of different kinds to be manipulated to suit the needs
of planners, decision makers, or politicians.

Finally, modern computer hardware and software (decision support
systems, for instance) have made possible the quick and flexible treatment
of a wide variety of data relevant to policy analysis. The data storage capa­
city that is available today favors a much better organized use of
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information than was possible previously.
All these factors have led to the widespread use of appropriate and

manageable information for decision making, not only by the individual
but also at the level of social and economic organizations (Sowell 1980). In
the developed world and in developing countries, proper and systematic
information is regarded as a prerequisite for successful planning (Casley
and Lury 1981).

It should be emphasized here that, in principle, there is a substantial
difference between data and information (Burch et at. 1979). Data are
numerical representations, or other symbolic surrogates, that character­
ize people, organizations, objects, events, or concepts. Information
means data that are structured (by way of modeling, organizing, or con­
verting data) so as to improve insight or knowledge regarding a certain
phenomenon. Thus an information system is based on a systematic data
transformation that aims at providing analytic support to planners and
decision makers (Rillel 1982). An information system should be judged by
its contribution to solving, organizing, or rationalizing complex choice and
decision problems.

The purpose of this book is to present a scientific reflection on infor­
mation systems for planning and policy analysis. Because of the informa­
tion explosion, there is a need for a closer investigation of information sys­
tems for public policy making. The following arguments may justify this
endeavor.

Firstly, information systems (especially those having many kinds of
information) may provide an integrative framework for multidisciplinary
work, since they include the features necessary for communication
between such disciplines as geography, planning, economics, ecology,
demography, regional science, and public management.

Next. data and information systems contribute to the foundation of
operational analysis. Without this empirical and testable foundation, we
may run into misinterpretations of complex mechanisms, especially if the
long-term dynamics of social or spatial systems are to be taken into
account.

Thirdly, data and information systems determine the actual relevance
of scientific analysis for society. for planning, for management, and for
policy making. They act as a filter for identifying and specifying empiri­
cally a precisely demarcated policy or choice problem.

Furthermore, data and information systems are also a prerequisite
for building, testing, and using models. Data are necessary for judging the
validity of a model and provide an empirical test of model behavior. A
model does not have absolute validity, for its purpose is to describe a sub­
system of a complex reality. Consequently, a "good" model derives its
value from its empirical basis; it cannot be used to test the reliability of
data. In a provocative article published recently, Leontief (1982). the
Nobel Laureate in economics, discussed the friction between theory and
application in social sciences. He found that, at least in economics. only a
small proportion of scientific analysis was rooted in reality and empirical
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observations. The majority was just theory. He strongly criticized this
"theorizing on non-observed facts." In his view, many scientists are mak­
ing assumptions instead of collecting data and using them. He showed
convincingly that a substantial operational foundation based on facts is
necessary for mature scientific analysis.

Finally, public policy making is increasingly evolving into conflict
management, in which each interest group or decision agency uses its own
arguments based on a specific information system. A careful analysis of
information systems may provide a rational framework for judging
different, sometimes conflicting options.

Clearly, there are many trade-offs involved in collecting data and
developing information systems: accuracy, adaptability, and availability
have to be weighed against the consequences in terms of financial benefits
and costs. In this regard, special attention has to be given to the benefits
and costs of user-surveyor interactions A necessary condition for
manageable exchange of information is a permanent user-surveyor
dialogue that will guarantee meaningful coordination of t.he various tasks
in a planning process.

Because of the wide variety of urgent problems in the world (from glo­
bal to local), there is a need for a coherent framework for information sys­
tems, as almost all technological, socioeconomic, spatial, and environmen­
tal processes develop together. The provision of reliable, manageable, and
up-to-date information, structured according to a sound methodology, is
essential in order to understand and to influence such processes in a
rational and systematic way. Coherent information systems for regional
planning should contain the necessary data on the elements of a
socioeconomic system, on their properties, their linkages, and their
dynamics. But, as will be indicated later, the spatial dimensions of
socioeconomic development have not yet been considered adequately in
information systems for public planning and decision making.

In general, information is the integrative basis to all planning and
decision activities. The inadequacy of information often renders economic
models ineffective or inoperable, leads to a misunderstanding of the real
mechanisms of socioeconomic systems and to inconsistent decisions, and
hampers communication between planners and model builders. It is,
therefore, important to determine whether current trends in planning­
oriented information systems are promising and, if they are not, to indi­
cate the steps to be taken to adapt them better to the needs of planners.
It may be particularly useful to identify bottlenecks and failures in the use
of information systems, so that new strategies for designing and applying
coherent information systems can be developed. In this process the atten­
tion of persons and institutions responsible for the design of decision sup­
port systems for planning may be directed also to various qualitative
issues crucial to development planning. Such issues can often be included
in modern information systems, because entirely new possibilities for data
storage and data treatment have arisen. Therefore, information systems
may act as a vehicle for identifying systematic patterns in a complex,
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dynamic world.
Our era is indeed the era of information. But, at the same time, the

identification of meaningful structures and patterns in the mass of infor­
mation that confronts us is fraught with many problems. The need for
better information for planning has evolved into the need for better plan­
ning of information.

2. Information as a Process

As stated in the introduction, information is more than a set of data,
as its aim is to provide analytic support to a decision maker. An informa­
tion process takes place when the insight of the decision maker into a
choice problem is improved by access to logically organized data. This
process can have two effects, namely an increase in knowledge about a
phenomenon, or a decrease ("misinformation"). The latter aspect is
extremely relevant, as very often scientific analyses may lead to a removal
of certainty that a decision maker had regarding the expected outcomes
of his decisions. Thus, a rise or a decline in the degree of certainty about
the occurrence of a particular phenomenon may be called "information"
(Rittel 1982). Information in a planning framework may have an impact
(positive or negative) on various types of knowledge (Rittel 1982): concep­
tual (theoretical), factual (descriptive), deontic (normative), explanatory
(causal), and instrumental (goal-oriented).

A specific kind of uncertainty emerges if different information sys­
tems (e.g. models) lead to different outcomes. In that case, a decision
maker might use the contradictory results of two information systems to
create more public uncertainty (i.e. confusion) so as to achieve an expan­
sion of his own decision space. This so-called strategic uncertainty may
emerge especially if the foundations, definitions, data, and purposes of the
information systems are not clearly specified.

Information can thus also be linked with surprise. A message con­
tains more information as the discrepancy between prior (expected)
results and posterior (realized) results increases. TheiJ (1967) used the
latter viewpoint to develop his conception of information theory, in which
Shannon and Weaver's classic measure of information is one of the ele­
ments used for judging the relevance of information for decision making.
The input of organized data (information) brings more order to an other­
wise less organized complex system (Scheele 1983). Raising the informa­
tion content (or negentropy) removes uncertainty and reduces the
entropy of a system. This information process will depend on the capabil­
ity of the system to incorporate the extra information (Webber 1982).

As mentioned before, a restructuring and interpretation of data is a
prerequisite for generating information. This treatment may be for vari­
ous purposes (Burch et al. 1979). Examples are:
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capturing
verifying
classifying
arranging
summarizing
calculating
forecasting
simulating
storing
retrieving
co mmunic ating

recording data systematically
confirming the validity of data
sorting data into specific classes
placing data in a predetermined sequence
aggregating data into new sets
manipulating data arithmetically
extrapolating data into the future
assessing and manipulating lacking data
placing data on to storage media
selecting data from storage media
transferring data to other users.

All these operations are determined by the contribution of the information
system at hand to solving planning and policy problems. The choice of
operations very much depends on the related costs arising inter alia from
personnel requirements, the modularity, flexibility, and versatility of the
information system, and the processing speed and control. The benefits of
an information system depend inter alia on its accessibility, comprehen­
siveness, accuracy, appropriateness, timeliness, flexibility, verifiability,
freedom from bias, and quantifiability.

Clearly, a system with redundant information may result in inefficient
decisions, to which lack of information may also lead. Theoretically, an
optimum level of information will be reached if the marginal value of infor­
mation equals its marginal cost. In reality, such costs and benefits can
hardly be expressed by one common denominator, so this marginality rule
has only a limited practical relevance. The various aspects involved in
judging the value of an information system normally require to be treated
in a multidimensional trade-off (to be discussed later).

An information system may also be useful for identifying the
minimum requirements for making a decision. If the information level is
too low, it may be appropriate to postpone a decision in order to collect
more reliable data, unless the costs of postponing would be higher than
the expected benefits of gathering better information. This principle of
trichotomous segmentation is extensively discussed by Roy (1981). In con­
clusion, information systems may not only serve as decision support for
making actual choices, but may also indicate the margins within which
choice may be justified on scientific grounds.

3. The Nature of Data

The importance has already been mentioned of the trade-off between
the costs of producing relevant information and the benefits of using it
effectively in planning procedures and policy decisions. Therefore, we
should pay attention to the nature of data that are appropriate for infor­
mation systems.
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Phenomena that are studied using social sciences can be described in
various ways; for instance, by means of theoretical constructs (e.g. the
level of welfare or the quality of life) or by means of operational concepts
(e.g. the level of inc ome or the amount of pollution). In the phase of theor­
izing on problems to be analyzed, the theoretical constructs are usually
called latent variables. These variables do have a certain (sometimes
intuitive) meaning, but cannot be directly measured. However, during
hypothesis testing, empirical analysis, or model building one needs obser­
vations of operational variables, which are often proxy measures for latent
variables. The literature on latent variables is fairly rich (e.g. Goldberger
1972, Goldberger and Duncan 1973, Aigner and Goldberger 1977, Folmer
1983) .

More recently a great deal of attention has been given to explanatory
analyses of latent variables; for instance, by means of indirect methods,
like path analysis (e.g. Duncan 1975, Leitner and WohlschUi.gl 1980,
J6reskog and Wold 1982), or by means of partial least squares (e.g. Wold
1975, 1983) or by means of linear structural equation models (J6reskog
1977). The state of the art demonstrates that both latent and observable
variables can be dealt with in empirical statistical and econometric anal­
yses.

It should be added, however, that even operational and measurable
variables may pose validity problems, as they have to be adjusted to
specific analytic issues. For instance, if one has to examine the relation­
ship between regional value added and the availability of transport infra­
structure, the variable representing transport infrastructure has to be
standardized in a meaningful way, for instance by relating it to the actual
use of infrastructure, to the number of regional inhabitants, or to the
regional activity density (Nijkamp 1983). Thus, each standardization
includes a certain arbitrary or subjective value judgment that may have a
substantial impact on the final results. In conclusion, even apart from
measurement problems per se, defining an operational concept or variable
in data analysis is far from easy.

Data for use in planning can be collected at various levels and accord­
ing to various viewpoints. From an ideal point of view, the nature of data is
determined by the aims of the analysis (e.g. impact analysis or plan
evaluation), but in reality one very often has to use an existing data base
in the most efficient way to extract t.he most relevant information for a
specified use. For instance, it appeared from a recent international survey
of multiregional economic models that specific data bases were not
developed for the majority of the models, but instead the existing data
prOVided by various statistical offices were employed in most cases (Issaev
et al. 1982).

In general. data can be measured on different scales (Harvey 1969,
Roberts 1979). Two major measurement scales are the qualitative (non­
metric) and the quantitative (metric) scale. (A thorough formal treat­
ment of measurement theory can be found in Roberts (t 979).)
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A qualitative scale can be either nominal or ordinal:

9

• Nom.inal scale: a classification of attributes of observed vari­
ables into distinct groups (e.g. green or red) or into distinct size
classes (e.g. small impacts, large impacts); a binary system can
be a special case of this class of scale.
Ordinal scale: a ranking of events or effects in order of magni­
tude (e.g. 1,2,3, ...); a difference between ordinal figures has no
quantitative meaning.

A quantitative scale can be based on either interval or ratio:

• Interval scale: a measurement system that allows a calculation
of metric distances between figures, though the figures them­
selves do not have an absolute meaning.

• Ratio scale: a measurement system in which figures have an
absolute numerical meaning, so that they can be represented in
a normal metric system.

These four scales can be described more formally as follows. If e is an
empirical system, N a numerical, real-valued system, and X a homomor­
phism for any relation (or operation) in e, then a scale may be defined as

X: e->N.

X is therefore a variable representing a homomorphic mapping from an
empirical to a numerical system. If now X and X' are both homomor­
phisms of e mapped into N (i.e. scales for a given e), then the four scales
can be classified according to the kind of admissible transformation
between X and X'.

Nominal:
Ordinal:
Interval:
Ratio:

if and only if X' preserves the identity of X.
if and only if X' preserves the order of X.
if and only if X' =eX + b ('deE' !real numbers j. c > 0).
if and only if X' =eX('dc E' !real numbersl.e >0).

In the past, the majority of concepts, attributes, or variables in the
social sciences have been defined on a quantitative scale, but recently
much effort has been put into the development of qualitative (or "soft")
data methods (e.g. Wrigley 1980, Brouwer and Nijkamp 1981, Nijkamp and
Rietveld 1982, Nijkamp et al. 1983). Nonparametric statistical tools (such
as rank correlation methods), multidimensional and homogeneous scaling
methods, log-linear analysis, logit and probit analysis, contingency table
analysis, soft modeling, and linear structural equation models with latent
variables have contributed to a valid and operational treatment of qualita­
tive data. Similar developments can be found in plan evaluation methods
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(Nijkamp 1980, Rietveld 1980, Voogd 1983). However, one of the crucial
problems is that of mixed data (measured on different scales), which leads
to the question of scale conversion.

The above-mentioned approaches in qualitative statistics and
econometrics may be used for various purposes: measurement of the per­
formance of a system, even if only qualitatively measured variables are
available; detection of associations between qualitative variables; and
modeling of causal patterns, for instance by designing a behavioral model
for qualitative variables.

In various research fields (e.g. transportation behavior, housing and
migration analysis, and mental maps) these modern analytic tools have
already demonstrated their abilities. It should be emphasized that impre­
cise data, even when expressed qualitatively (e.g. linguistic statements in a
fuzzy-set context), may provide meaningful information and hence should
not be omitted.

Production of data is a problem in itself. Normally data are collected
for several purposes, so it is usually difficult to obtain data that have a dis­
tinct focus on a particular research or planning problem. They often have
to be manipulated, (dis)aggregated, or adjusted to suit the nature of Lhe
problem (Batty and Sikdar 1982).

Data can be collected at various levels of aggregation, for instance at
individual levels (e.g. household income) or at aggregate levels (e.g. aver­
age regional income). Such data may result from interviews, question­
naires, censuses, samples, surveys, remote sensing, or other techniques.
The choice of data collection technique and level of aggregation will be
determined by the aims of the planners and will also depend on the trade­
off between costs and expected usefulness (Park et al. 1981). The loss of
information due to an aggregate representation of disaggregate variables
can be represented by the entropy, which measures the degree to which
microscale variables are ignored when one knows only a macroscopic vari­
able (Gokhale and Kullback 1978). An intriguing problem of consistent
aggregation and of information loss emerges if data are to be used at
different spatial levels of aggregation (discussed in Chapter 13).

Another important problem is of course that one is usually interested
in measures describing not only the state of a system but also its evolu­
tion. The latest data on complex systems, however, are normally hard to
obtain because of the high costs of a permanent filing system, although
modern monitoring and retrieval systems may be very helpful. Sometimes
interpolation or extrapolation techniques are used to cope with the lack of
data in a time series. Other common techniques for updating (spatial)
data sets are biproportional RAS techniques (for input-output tables) and
entropy techniques (for spatial interaction data). It is clear, however, that
none of these techniques will be able to reflect sudden shifts in a system.
In view of all the uncertainties in dealing with data corresponding to vari­
ous spatial scales, a systematic investigation of the characteristics and
uses of regional information systems would be valuable. This will be
touched upon in Chapter 2.
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4. A Systems View of Information Systems

11

Information systems for planning purposes serve to provide insight
into the feasibility and desirability of various strategies that may be dis­
tinguished in choice problems. Since planning is a complicated activity,
with many stages, it is important to obtain a distinct overall view, other­
wise uncoordinated decisions may be taken. Therefore, a systems
approach can be extremely valuable (Chadwick 1971), for it may offer a
comprehensive picture of all information requirements. In general, the
object of a systems approach is to portray the processes and relationships
between the system components, which are connected by functional,
technical, institutional, or behavioral linkages and which can also be
influenced by changes in parameters or controls from the environment of
the system (Sage 1977).

A formal systems representation of an information system can be
made as follows. The set of profiles characterizing the successive parts of
the system is denoted by P = !p 1' .. ,PNI. while the set of attributes of each
profile Pn (n =1, ... ,N) (SUCh as lhe set of goal variables) is denoted by
An = lan l"" '~Ij· The set of all attributes over all profiles may thus be
represented by A = !A 1, ... ,ANl. This is essentially a set of impacts.

We may also introduce a set of exogenous policy fields and auton­
omous forces, E = lEI"" .EJl, which constitute part of the environment of
the system. The specific policy measures associated with each policy field
Ei (j = 1, ... ,J) can be included in a set Bi = 1bi l' ... ,biMj; the set of all bi is
represented by B = lB 1 , ... ,BJI. Thus B may be regarded as a set of impact
generators. Altogether the components of the whole system are denoted
by lA,BI.

The processes and relationships can be dealt with in a similar manner
by means of intermediate variables and parameters. If s;:;i' represents the
relationship between elements ani and ~'i' within the system, then the set
of internal relationships can briefly be represented as S =!s;:t; "v'n ,n',i,i'l.

If r~i' represents the relationship between any element ani within the sys­
tem and any element bim outside the system, then the relationships
describing the impacts of (external) policies upon the elements of the
(endogenous) profiles can be denoted as R = lrtI'; "in,i,j ,mi. The following
representation of an information system U can then be given:
U =!A,B,S,Rj. This expression can be seen as a formal definition of an
information system. The sets of relationships and interactions, Sand R,
may include all kinds of relationships (series, parallel, feed back, com­
pound). The structure of such a system is shown schematically in Figure
l-

It is evident that such an information system requires data on sets S
and R, as well as on sets A and B. These relationships might be
represented by means of a formal economelric model (estimated by
means of time series or cross-section data) or by means of graphs or
arrows (Brouwer and Nijkamp 1983). The latter approach is more modest,
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Figure 1 Simple representation of an information system.
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as it does not require the construction of a comprehensive econometric
model. In such cases, however, frequently only qualitative statements
about the responses of the system to policy measures can be made.
Nonetheless, less precisely measurable impacts may constitute useful
components of a planning information system (Kahnemann et al. 1982).

5. Information Systems and Policy Analysis

It was argued earlier in the chapter that information systems provide
a coherent and empirical basis for planning and decision making. If one
defines policy analysis as a systematic investigation of elements, features,
structures, linkages, conflicts, and effects inherent in choices or COUrses
of action, it is clear that information systems are part of this. Also, such
systems, ranging from a systematic presentation of data to advanced sta­
tistical and econometric modeling techniques, are necessary for policy for­
mulation (Bauer 1968). Thus, policy orientation and problem orientation
are key concepts in information systems.

In the present study, policy making refers to decision-oriented plan­
ning (Bahrenberg and Fischer 1981). Examples of this can be found in
synoptic planning and rational comprehensive planning, while related
approaches can be found in incremental planning and mixed-scanning
approaches. Nevertheless, other kinds of planning (e.g. the social cyber­
netics and political economy approaches) need information systems to
provide the' necessary input, throughput, and output for complex social
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choice problems. In this respect, information systems may also form a
unifying frame of reference in empirical planning problems.

In general, a series of stages may be identified in any policy-making
process (Mayer and Greenwood 1980), as shown in Figure 2. In almost all
stages, data and information playa central role. This scheme is useful for
both ex ante policy analysis (which course of action is most sUitable?) and
ex post policy analysis (has the actual choice been most suitable?).

figure 2 Stages of policy making.

Figure 2 contains a conflict between generality and specificity of
information systems. It is sometimes claimed that it is appropriate to
design general comprehensive information systems that can serve all the
various needs of planners and decision makers. This, however, might
imply a waste of resources, since the costs of a large amount of software
and of collecting the necessary data might easily exceed the benefits of
having all relevant information available in case of emergency or neces­
sity. This is a matter of risk aversion, in which the costs of an uncertain
future have to be traded off against the costs of a waste of resources.

In contrast, one might design specific information systems that are
able to help planners and policy makers on specific problems. In such a
situation, the information analyst has to make sure that he can provide
adequate and flexible support on time. Specific information systems are
easier to handle and less expensive, but they may have an ad hoc nature
and may not always be available when needed.
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Between these two extremes has appeared in recent years a new kind
of information system, the adaptive information system. There are vari­
ous reasons why this may be more appropriate than the other kinds. First
of all, the assumption behind adaptive information systems is that plan­
ning and policy making are processes, so that a certain problem orienta­
tion with regard to a specific situation is placed in a long-term and
coherent perspective, taking into account interactions between decision
makers, individuals, and interest groups, Secondly, adaptive information
systems can easily be linked to a systems view of planning, in which feed­
back effects provide a flexible frame of reference. In addition, an adaptive
view provides more possibilities for establishing a scientific foundation of
information systems, for instance by including notions from decision
theory, conflict theory, economics, political science, geography, and plan­
ning theory. All these disciplines may also be important for identifying the
principal mechanisms of social, economic, and spatial developments that
may make up the central components of an information system. Finally,
adaptive information systems may be more future-oriented, being based
on past trends and because they may include a prospective view of obsta­
cles and opportunities involved in new developments.

Clearly, a wide variety of problems are of concern to regional
planners, statisticians, and regional scientists. For example, are we in a
position to predict how the regional economies in western societies are
reacting to the current structural and technological changes in industrial
activity? In what sense are regional development strategies hampered by
the absence of data? How have the demands for (regional) policy monitor­
ing and evaluation been precluded by inadequate (regional) information
systems? There is, of course, a danger that certain areas of planning may
be covered more than others in a systematic investigation because certain
data are available. Information systems should try to fill the information
gaps as much as possible in order to achieve a balanced provision of
relevant data for a comprehensive planning effort (Chadwick 1971).

There may be .a discrepancy between a planning-oriented and a
future-oriented view of information systems because the topics of interest
to the planner may not match those emphasized in a given information
system; in particular, if there is a long time lag, there will be less overlap
between the information system and the planning activities (Figure 3).
Problems that are hard to foresee can also lead to a lack of overlap. For
instance, the sudden emergence of the energy crisis at the beginning of
the 1970s revealed a basic weakness in energy information systems. Even
now behavioral analyses and modeling of energy problems are hard to
undertake because of a lack of detailed time series on energy demand
and/or supply. The same holds true for the current interest in innovation
policies; reliable data on industrial innovations (e.g. patent statistics) are
hard to obtain.

These examples illustrate that information systems should not just be
built according to current planning interests, but should include new com­
ponents that are not yet receiving much attention but may become
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(a) (b)

Figure 3 Overlap of planning fields (P) and information systems (1) in the case of
(a) short-term planning and (b) long-term planning.

important in the future. Examples are: consequences of pollution, matters
of conflict between different public agencies, regional influences of multi­
national companies, impacts of industrial reorientation, spatial aspects of
the growing importance of agriculture, and consequences of microelec­
tronics. It may be important to concentrate also on longitudinal discrete
data, as they may reveal patterns of structural change and may offer more
perspectives for behavioral analyses.

This future-oriented view of information systems requires an integra­
tive framework for analyzing a complex socioeconomic system. Not only
direct stimulus-response patterns, but also the conditions (social, politi­
cal, institutional) under which certain policy stimuli may become effective,
are important elements to identify (Dye and Gray 1981).

Wilbanks and Lee (1983) mention five bottlenecks in the application of
results of scientific analysis to policy making:

• the lack of tailor-made scientific tools for various policy issues,
caused by the time constraints prevailing in policy making;

• the discrepancy between basic scientific research and the needs
of planners and politicians;

• gaps in our knowledge (e.g. about interaction effects across dis­
ciplinary boundaries, institutional uncertainties, and unforesee­
able events);

• the lack of integration in scientific research, leading to piece­
meal production of information; and
insufficient learning from experience (especially from past
failure).

It is evident that user-surveyor communication would help to remove the
bottlenecks. It is important that the user or client is not disconnected
from an information system, but it is equally important that an analyst is
informed about the way a certain policy issue or problem is structured.
Modern communication technologies provide, no doubt, enormous
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potential, although they cannot replace the contacts between user and
analyst. In several choice situations, however, interactive simulation
experiments and computer graphics, designed by experts, can nowadays
be used directly by decision makers and planners, bringing policy and
analysis closer together. This issue will be treated further in Section 7 on
information and decision theory.

6. Use of Information

Information as organized data systems can be used in three stages of
the planning process: description, impact analysis, and evaluation.

6.1. Description

A description means a structural representation of the data relevant
to a system. For instance, the work on social indicators may be regarded
as an attempt to represent relevant features of a social system in a sys­
tematic way. The same holds true for environmental quality analysis.

In general, it appears meaningful to represent the main characteris­
tics of a system by multidimensional profiles, each profile comprising a set
of indicators (Nijkamp 1979). For instance, a regional system may be
characterized by means of the following profiles:

Economic: production; investment; labor market; consumption, etc.
Housing: quantity of dwellings; quality of dwellings; quality of neigh­
borhood; prices and rents, etc.
Infrastructure: accessibility (public and private transport); dis­
tance; mobility (migration, recreation), etc.
Fina.nces: taxes; subsidies; public expenditures; distribution, etc.
Facilities: health care; cultural; social; recreational, etc.
Environment: air pollution; noise; sewerage systems; congestion;
segregation; density, etc.
Energy: consumption; insulation of dwellings; central urban heating
system; tariff system, etc.

Depending on the aim of a specific analysis, a choice has to be made from
these profiles (including the level of measurement) in order to obtain an
integrated view of the system. Such a descriptive view implies a transfor­
mation of data into structured information classes.

Profiles with detailed elements are relevant not only in regional
economics but also in many other disciplines, such as environmental sci­
ence, geography, and demography. In all of these disciplines there is a
basic need for systematic storage and treatment of data (Blitzer et at.
1975, Hordijk et at. 1980, Rees and Willekens 1981).
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The impacts of decisions and actions of public agencies may be far­
reaching. In the last decade several types of impact analysis for planning
and policy purposes have been developed: environmental impact analysis,
social impact analysis, input-output analysis, technological impact
analysis, urban impact analysis, and so on. Their main aim is more com­
plete, systematic, and comprehensive information on the effects of public
policy decisions or of exogenous shifts in the parameters of a system.
Impact analysis will be defined here as a method for assessing the foresee­
able and expected consequences of a change in one or more exogenous
stimuli that exert effects on the elements of the profiles characterizing a
system (Pleeter 1980, Finsterbusch and Wolf 19B1, Nijkamp 1982). In gen­
eral, impact analysis necessitates a transformation of first-order informa­
tion into new information categories.

The need for impact analysis stems from various sources:

• A systematic inventory of consequences of public policy may lead
to more justifiable policy decisions.

• An integrated impact analysis may prevent the omission of
(potentially important) indirect or unintended effects from con­
sideration.

• A comprehensive view of the organization of a system is required
because of possible spillover effects and interactions between
several components of the system.

• The hierarchical structure of many planning systems indicates
the need for a multilevel impact analysis that can trace all
relevant consequences at various levels.

Owing to the diversity and complexity of industrialized countries,
coherent and balanced public policy strategies are usually fraught with
difficulties. For instance, the integration and coordination of various
aspects of physical-economic planning (SUCh as public facilities, communi­
cation and infrastructure networks, residential housing programs, and
industrialization programs) are often hampered by administrative friction,
narrow, disciplinary approaches, lack of information, and political
discrepancies. An impact analysis may help to generate more integrated
and coordinated planning strategies, since such analysis describes sys­
tematically the effects of changes in control variables on all other com­
ponents of a system. Consequently. an impact analysis should examine the
variety, coherence, and institutional framework of the system in question.
This means that economic, spatial, social, and environmental variables
should be included as components of the system. PreferablY, an impact
analysis should be based on a formal model (Glickman 19BO, Cavalieri el al.
1982). The demand for a broader frame of reference for policy decisions,
based inter alia on private economic, socioeconomic, environmental,
energy, equity, and spatial criteria, is a logical consequence of the
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elaborate structure of advanced societies.
The grouping of variables in an impact analysis may be based on simi­

larities in effects (Friedrich and Wonnemann 1981). Examples of such
effects are changes in spatial accessibility, changes in urban residential
conditions, changes in social structure, and changes in the attractiveness
of urban employment. Such responses may result from several stimuli
(changes in control variables), such as urban housing programs, energy
conservation programs, and construction of an infrastructure network.

Formally, the relationships between policy controls and their impacts
may be represented by a (qualitative and quantitative) model that shows
the structure of the system. In this way. indirect and multiplier effects
can also be taken into account (Nesher and Schinnar 1981). Such models
can be used for forecasting and simulation. Because of the diversity
among the components of most social systems. the above-mentioned mul­
tidimensional profile approach is often a useful analytic method for con­
sidering systematically many different aspects of such systems.

Policy measures

Regional/urban system

Scenarios

Regional/urban profiles

Figure 4 Stages of a regional/urban scenario analysis.

AI··· AN

8 1

8J

Yigure 5 Impact structure matrix.
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Any information system may be extended with a scenario analysis. A
scenario analysis investigates the impacts of (hypothetical) policy meas­
ures by comparing these impacts with (or by judging them on the basis of)
a reference profile based on policy targets or general objectives (Figure 4).

Sometimes it may be useful to employ an impact structure matrix
(Figure 5) to represent the effects of policy controls (B l' ... ,BJ ) on the
systems components (AI' ... ,AN)' An example of a spatial interaction sys­
tem that might provide the information necessary for an impact structure
matrix is shown in Figure 6.

It has to be added that the dynamics of such a (spatial) impact sys­
tem may be the result of several forces: autonomous developments (e.g.
capital formation), exogenous developments (e.g. a rise in oil prices), and
policy measures (at or above the systems level).

6.3. Evaluation

Evaluation consists of analyzing plans, proposals, or projects to find
their comparative advantages and disadvantages, and of setting down the
results in a logical framework. Thus, the essence of evaluation in planning
is the assessment of the relative merits of different courses of action, so as
to assist the process of decision making (Lichfield et ai. 1975). Prior to
the evaluation process it is necessary to perform the descriptive analysis
and impact analyses, as described above. Evaluation essentially implies a
comparison of structured information categories with policy and planning
views.

Evaluation can take various forms: social cost-benefit analysis, cost
effectiveness analysis, planning balance sheet analysis, multiple-criteria
analysis, linear programming analysis, multiple-objective programming
analysis, and so forth. A whole spectrum of evaluation methods has been
developed (many of these appeared in the 1970s) to assess the pros and
cons of various courses of action (see Section 7 and Nijkamp 1979).

For an evaluation it is necessary to define a set of operational judg­
ment criteria (efficiency criteria, equity criteria, environmental criteria,
etc.), a set of alternative actions or strategies (including information on
their technical and economic feasibility), and a set of (implicit or explicit)
preference parameters expressing the relative importance attached to
each outcome of a given action or strategy. Sometimes scenario analyses
are also used to deal with hypothetical, reasonable policy preference pat­
terns. Figure 7 (which can be seen as an extension of Figure 2) shows the
evaluation-associated linkages between the various stages of the planning
process (Lichfield et al. 1975).

In order to make full use of information in evaluation and decision
making, it is also necessary to indicate precisely the nature of the vari­
ables included (target variables, instruments, exogenous data), for each
profile mentioned in Section 6.1. In general, it is also useful to specify how
a certain desired result should be reached (cf. the golden section and
turnpike rules). In order to prevent decision makers from taking
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Figure 6 Illustration of a spatial interaction system (source: Nijkamp 1979).
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infeasible courses of action, threshold analysis and bottleneck analysis
may provide useful information about the conditions under which a certain
new state of the system might evolve.

Stage 1 Preliminary recognition and definition of problems

Stage 2 Decision to act and definition of the planning task ,

~ Stage 3 Data collection, analysis, and forecasting

Stage 4 Determination of constraints and objectives

Stage 5 Formulation of operational criteria for design

rl Stage 6 Plan design r

l r Stage 7 Testing of alternative plans I
! !

L.......::;l Stage 8 Plan evaluation I

!
I Stage 9 Decision taking I

I Stage 10 Plan implementation I

Stage 11 Review of planned developments through time

Figure 7 Linkages between stages in the planning process. Full arrow: formal
evaluation-associated linkage; broken arrow; informal evaluation-associated link­
age (based on discussion and liaison) (source: Lichfield et al. 1975, p. 40).

7. Information and Decision Theory

It has been shown in previous sections that information systems can
provide the necessary input for all stages of policy making (Figure 2). The
mosl intriguing is the decision stage, where a decision maker (or decision
agency) makes a choice in favor of a certain course of action.
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Information systems are meant to supply the decision maker with all
information necessary for taking a rational decision. The concept of
rationality does not imply that a rational decision is automatically a good
(or even an optimal) decision; it only implies that a decision maker who
has once taken a decision on the basis of a set of criteria would take the
same decision in the future if all circumstances for taking the decision
were the same. Thus rationality in decision making can only be tested in
an ex post way, given the conditions of the choice problems at hand.

It is often assumed that decision making has a strict zer%ne char­
acter: a decision maker may accept or reject a certain course of action.
However, with information systems this strict assumption may be relaxed.
In many situations it turns out that the available information is just
insufficient to warrant a certain 0/1 choice because of the lack of
knowledge of political priorities and expected consequences of some
choice options. In addition to the yes/no option, another option enters the
picture, namely to collect more information before a choice can be made.
This trichotomous segmentation strategy implies that critical levels for
the availability of information can be identified, below which no rational
decision can be justified (Roy 1981).

In a decision framework, information systems are often considered
only in terms of cost, against which one compares the improvement in the
quality of decision. This is, however, only a partial view. Information sys­
tems may also have many benefits, as they may lead to avoiding the costs
of taking wrong decisions. Thus the worth of an information system cannot
be judged without evaluating the costs and benefits of all relevant courses
of action.

There is, however, a problem in judging the outcomes of all choice
actions because there is usually no common denominator by which one can
compare all outcomes of alternative courses of action. Traditional evalua­
tion methods, such as cost-benefit analysis, have failed to incorporate
intangible effects, so that no integrated evaluation could take place. In
this respect, modern multiple-criteria methods and multiple-objective
decision methods are more promising (surveys have been published by,
among others, Nijkamp 1979, 1980, Rietveld 1980, and Voogd 1983). These
multidimensional choice models will be briefly discussed here in the con­
text of information systems.

Let us imagine a set of decision criteria wI' ,wN (w in vector nota-
tion) , each of which has a set of arguments x I' 'Xl (z in vector nota-
tion). The vector z consists of endogenous variables and is determined by
a set of exogenous variables v and a set of policy instruments z. Thus the
following decision problem may be formulated:

maximize wI(z), ... ,wN(z)
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:z: = / (z ,v)
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This multiple-objective method is based more on "optimizing" than on
"satisficing" concepts (Simon 1960). In such cases, an information system
should give more insight into:

the precise definition of each decision criterion
• the components of :z:

• the components of z
the components of v
the response function of z and v to :z:

• the political priorities attached to the decision criteria
• the set of feasible and efficient solutions.

The level of detail of the above-mentioned impact model and of the
decision criteria depends very much on the specific choice problems and
on the available data. Mode rn statistical tools (like logit analysis and con­
tingency table analysis) are able to deal with very disaggregate data. Usu­
ally only the poorest information on political priorities is available,
although these variables are strategic parameters in a decision problem.
Knowledge of these parameters is therefore of crucial importance, espe­
cially because the parameters will also determine the use that is made of
results emerging from an information system. The selection of such
results is mainly based on such priorities. One may even claim that, in the
view of the decision maker, information systems should sometimes pro­
duce uncertainty. Depending on the issue and on the weights attached to
the successive judgment criteria, a decision maker (or decision agency)
may prefer more or less certainty.

These considerations confront the analyst with the problem of manip­
ulation. In general, one may assume that a piecewise approach increases
the probability of abuse of scientific analysis. Therefore, a suitable strat­
egy may be to strive for an integrated and complete information system.

The problem of incommensurable decision criteria has also a positive
aspect, as it increases the need for communication between decision
maker and analyst, especially if there is too little information on political
weights. In such cases, interactive strategies may be effective for reaching
a compromise between conflicting decision criteria. This can be illus­
trated for a two-dimensional case, characterized by conflicting decision
criteria WI and Wz. The feasibility spectrum (Pareto frontier or efficiency
frontier) is represented by Figure 8.

In general, only points on the "efficiency frontier" are assumed to
represent good solutions. This is a valid theoretical assumption, although
in many practical cases decision makers appear to prefer less efficient
(interior) solutions (Leibenstein 1978), because of lack of political insight,
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WI

W2

Figure 8 Feasibility spectrum for two conflicting decision criteria.

insufficient empirical data, or strategic considerations. (In the case of an
efficient solution a policy failure can always be proved; in addition, an
efficient point allows no further flexibility.)

If no information on political weights is available, interaction between
analyst and decision maker may lead to a compromise decision on the
conflicting criteria. Such a procedure is normally based on a dialogue
between the analyst and the user, while a computer may serve to make the
nece ssary quick calculations. The following steps can in general be dis­
tinguished:

(1) The analyst calculates a feasible trial solution.
(2) The user indicates whether or not he is satisfied with this propo­

sal and suggests also in which direction a final compromise solu­
tion may be found.

(3) The analyst includes the latter information as a constraint in his
analysis and calculates a new trial solution.

(4) The whole procedure is repeated until a converging compromise
solution is obtained.

Interactive multidimensional choice analyses have demonstrated
their potential on many occasions, in both private and public planning
(Spronk 1981). In combination with a computer, they form valuable ways
of employing information systems in user-expert communication.

Several classes of multicriteria and multiobjective methods can be
distinguished, depending on the problem and on the precision of the data:

• discrete or continuous policy problems;
• qualitative or quantitative policy problems: qualitative problems

include nominal or ordinal information on impacts of alterna­
tives or on priorities/weights, whereas quantitative problems are
based on metric information;
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• static or dynamic policy problems;
• multiperson (or multicommittee) or single-person (or single­

committee) policy problems: in multiperson or multicommittee
problems one has to take into account the variation in prefer­
ences, while one may also consider the possibility of a multilevel
decision structure;

• evaluation problems based on the generation of efficient alterna­
tive solutions or on the selection of one ultimate alternative: in
the first case the procedure aims at identifying only "nondom­
inated" solutions, for which the value of one policy objective
cannot be improved without reducing the value of a competing
objective; in the second case the aim is to find one alternative
that is considered satisfactory after the description of prefer­
ences. An intermediate problem is one based on a ranking of
alternatives or on the identification of a set of dominating alter­
natives.

• single-step or process evaluation problems: the first category
consists of finding the most satisfactory soL.ltion immediately at
a certain point in time; the second category considers policy
making as a process during which one may add successively
more information so that the ultimate solution is identified in a
series of successive steps.

Process planning often requires the use of interactive policy pro­
cedures. Interactive evaluation procedures are based on information
exchange between the analyst and the decision maker, and are especially
useful when the decision committee has not specified its preferences or
weights. As mentioned before, this leads to the need for adaptive informa­
tion systems.

In many decision situations one has to take a hierCLrchical decision
structure into account. For example, a state government may influence
the maximum share of a city budget spent for urban renewal. Multilevel
decision problems have received much attention in the past, but thus far
have not often been treated using multicriteria and llluitiobjective models
(Nijkamp and Rietveld 1981).

Clearly, the size and content of the information systems depend very
much on the specific nature of the planning problems. This will be dis­
cussed in the next section.

8. Inlorm.ation Systems and Management 01 Uncertainly

The decision maker should have adequate knowledge of the expected
consequences of all courses of action. In general, however, there are many
uncertainties involved in making choices. These uncertainties are related
not only to the policy system itself or to its external environment (the
"policy problem"), but also to the direct and indirect impacts of policy
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measures (the "analytic problem").
A basic part of an information system should be the assessment of

uncertainties or risks associated with the outcomes of selected alterna­
tives. '" The probability of occurrence of a successful decision has to be
judged against the anticipated net benefits of this decision (Figure 9). In
particular, in a free market system, introduction into the market will lead
to low benefits for promising decisions (characterized by a high success
rate). In a formal sense the probability of success of a certain decision
can also be approximated by means of the (reverse) variance of a probabil­
ity density function for the outcomes of a decision. It is clear that deci­
sions with a higher uncertainty or risk will only be taken if they are com­
pensated by higher expected benefits. Consequently, risk and uncertainty
analysis can also be an important component of an information system.

Benefits of
decision in
case of success

o
Probability of success of decision

Figure 9 Revenue as a function of probability of success.

In general, the provision of information can have two consequences:
the expectation of the outcomes of a decision (the anticipated benefits)
and the variance of these events (the probability of failure) can be more
precisely assessed; and, in the course of time, the expectation may be
increased and the variance decreased. The latter observation is in agree­
ment with the view of Braybrooke and Lindblom (1979), who have investi­
gated the relationship between the impact (or depth) of a certain decision
and the required information level (or level of knowledge). Figure 10 illus­
trates their conclusions.

• Formally, a risk situation implies lhal at least lhe probabilily density function or the out­
comes or decisions is known, while uncertainly means lack of knowledge regarding the
probability density function ilself.
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Figure 10 Relationship between information requirement and impact of a deci­
sion.

The notions of incremental and integral change from Figure 10 are
often closely related to unique and repetitive choices. A unique choice
situation means that a certain decision has not been taken before, so that
the "actor" cannot rely on previous experience. Examples of such stra­
tegic choice situations are construction of a new airport or a new mass
transit system, introduction of a new social security system, and imple­
mentation of a new energy-saving policy. In such situations it is extremely
important to have information on all expected (direct and indirect)
impacts in order to reduce uncertainty. Often the information has to be
built up from nothing. In a repetitive choice situation, however, the deci­
sion maker may have information based on previous experience. Examples
of such operational and managerial choice situations are daily operating
decisions, and adjustments in a tax system. Repetitive choice situations
do not require the construction of an entirely new information system,
since a decision maker may use an existing data base, an available opera­
tional model, or an existing retrieval system. Thus, with the boundaries
set by the choice problem. a unique choice situation leads to an integral
change. whereas a repetitive choice situation normally implies only margi­
nal (or incremental) changes.
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The needs of actors in private and public institutions for information
systems will thus depend very much on the nature of lhe problem. In gen­
eral, their needs will be higher as:

• the frequencies of the choice situations are lower;
• the range of impacts is larger;
• the number of spillover (distributional) effects on other systems

is larger;
the number of conflicts is larger;
the financial implications are more substantial;

• the time horizon of the impacts is longer;
the number of decision agencies or actors is larger;

• the outcomes of choices to be made are more uncertain.

Figure 11 Demands on information systems according to the nature of the choice
problem: +, high demand; -, low demand.

The previous remarks can be illustrated by means of Figure 11, which
shows the demands on information systems as a function of these factors.
Between the perimeter, representing maximum demand, and the center,
reflecting minimum demand (e.g. routine decisions), is the actual situa­
tion, shown by the broken line.
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The trade-offs between policy analysis, decision support, and informa­
tion provision assume three objectives:

• maximum accuracy of input data (time series, disaggregate sur­
vey data, longitudinal data, etc.)

• maximum quality of the information system (efficiency, flexibil­
ity, coherence, etc.)

• the best possible organization of the choice problem (coordina­
tion, conflict management, public participation, etc.).
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Figure 12 Trade-otIs between the three objectives in a choice problem.

The trade-offs can be illustrated by means of a "flask model," in which
three flasks are connected by glass tubes (Figure 12). The flasks are filled
with water, while the three conflicting objectives are measured on the
necks of the flasks. With a given amount of effort (a given quantity of
water) it is seen that low accuracy of data will either demand a high­
quality information system or will otherwise lead to a less organized choice
situation. To design a good information system one must enhance the
efficiency of data use and the effectiveness of policy choices, based on a
well structured transformation of data into manageable policy information
(by using inter alia man-machine interactions, knowledge-based systems,
connecting networks, and decision support systems). Several of these
issues will be discussed in other chapters of the book.
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9. Outline of the Book

P. Nijkamp

Part A of the book addresses general questions of spatially based
information systems from the point of view of the planner. Chapter 2
(Nijkamp and Rietveld) pays special attention to the spatial element. This
dimension gives rise to specific issues, such as the choice of spatial units,
the description of spatial interactions, and the activities of planning agen­
cies at various spatial levels. In Chapter 3, Peters discusses social and pol­
itical aspects of regional information. He emphasizes that participants in
the planning process may sometimes use regional information systems to
resolve planning conflicts to their own advantage.

In Part B, the planning context of regional information systems is
elaborated. In Chapter 4, Batey describes how the evolution of regional
planning gave rise to a need for well developed information systems.
Brown (Chapter 5) examines the relevance of information systems to the
activity of monitoring in regional and urban planning. Hinloopen and
Nijkamp give an account in Chapter 6 of methods to deal with uncertainty
in planning. In Chapter 7, Dujnic, Issaev, and Slimak discuss the role of
regional information systems in centrally planned economies. They point
out the need for integrated information systems in countries where
regional development is highly dependent on central planning. In Chapter
8, Lakshmanan presents a framework for multiregional information sys­
tems, and discusses its relevance as a basis for regional information sys­
tems in developing countries. For these countries he advocates develop­
ment of information systems in stages because of limited budgets.

The contents of regional information systems receive more attention
in Part C. Chapters 9 and 10, by Rietveld and by Harsman, are devoted to
two main components of regional information systems: the labor market
and the housing market. The next three chapters are concerned with the
role of modeling in regional information systems. Chapter 11 (Courbis)
discusses multiregional economic models, both as consumers and as pro­
ducers of information. In Chapter 12, Bianchi, Johansson, and Snickars
give a similar treatment to integrated regional modeling. In Chapter 13
(Nijka.mp, Rietveld, and Rima), attention is paid to the level of spatial
detail in regional models. It is shown that the choice of spatial scale is by
no means trivial.

In Part D, technological aspects of data input, data storage, and infor­
mation output are discussed. Johansson and Marksj6 (Chapter 14)
describe interactive computer programs for regional analysis of industrial
sectors, taking into account confidentiality rules. In Chapter 15, van Est
and de Vroege discuss the use of geocoding for manipulating data at a very
high level of spatial detail. Peters, in Chapter 16, stresses that the spatial
dimension gives rise to specific difficulties in data storage and retrieval
and information production (e.g. cartographic output). Chapter 17 (Wigan)
describes the rapid developments in information technology in recent
years. The new opportunities that they offer have certainly not yet been
fully exploited in the normal design of regional information systems.
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Part E contains analyses of regional information systems in six coun­
tries. A general framework for the comparative study is given in Chapter
18 (Nijkamp and Rietveld). Chapters 19 to 24 describe regional planning
and information systems in Sweden (Guteland and Nygren). France
(Muguet), the United States (Garnick), the Netherlands (van Est, Scheur­
water, and Voogd), Czechoslovakia (Drozd). and Finland (Janhunen). These
national reports are reviewed by Hinloopen, Nijkamp, and Rietveld in
Chapter 25.

The purpose of the final chapter, by Nijkamp and Rietveld, is to syn­
thesize and summarize the contents of the book. The prospects of infor­
mation systems for integrated regional planning are also discussed.
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CHAPTER 2

Spatially Oriented Information Systems

Peter Nijkamp and Piet Rietveld

1. Urban and Regional Policies and Information Systems - A Preface

35

During the seventies, local and regional governments became increas­
ingly aware of the problems of urban decay and regional inequality, and of
the inadequacy of urban and regional policies to combat the adverse
effects of urban and regional development. In general. urban and regional
policies are diverse, as far as targets, instruments, and institutional con­
texts are concerned. In general. such policies aim at realizing a supply
profile of urban and regional facilities and services that is consistent with
the perceptions and priorities of the people whom it concerns. Further­
more, these policies must take account of the positions of cities and
regions in the total spatial structure (Nijkamp and Rietveld 1981).

Usually, urban and regional policies have a wide variety of objectives,
which may sometimes be represented by a target profile. Normally, there
are also several policy instruments (revenues and expenditures such as
taxes and subsidies; prohibitions, etc.) that can be related to various
urban and regional sectors, such as industry, the housing market, the
transportation system, the quality of life, social welfare programs, and the
energy system. The policy objectives and instruments should relate to
both residential and entrepreneurial activities, as well as to mobility. The
diversity of urban and regional development requires a multidimensional
view of urban and regional policies that is much broader than a purely
efficiency-oriented, monetary policy analysis (multiple-objective decision
making is discussed in Section 7 of Chapter 1).

There are many interactions between developments in cities and
regions, as well as between urban and regional policies. Regional growth
policy, for example, may have tremendous impacts on the urban system in
the region concerned; regional industrial incentives may have strong
impacts on urban labor markets; a growth-center policy may, on the other
hand, exert a substantial influence on regional growth. Therefore, the
interaction of the urban and the regional economy has to be taken into
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account, so that several spatial scales (e.g. intraurban, interurban,
intraregional, interregional, and national) have to be considered in urban
and regional policy analysis. Under these circumstances the coordination
and integration of regional and urban policies is a complex matter. Owing
to spatial spillover effects, dynamic interactions, and increasing uncertain­
ties, a spatial system of regions and cities shows an intricate and often
unpredictable behavior. Th" control of this behavior via public policy
measures is obviously difficult. Furthermore, one has to take account of
different systems effects associated with bottom-up or top-down policies.

Clearly, a systematic and coherent insight into the complex patterns
and evolution of a spatial system requires the design of an up-to-date,
accessible, and comprehensive spatial information system. Information
systems for urban and regional planning should contain organized data on
actual development patterns, their properties (e.g. stability), and the links
between them. Frequently, however, information systems concentrate on
the national level or specific sectors. The geographic dimension of infor­
mation systems as a decision aid in urban and regional development plan­
ning has too often been neglected. More attention should be given to
design and development of information systems reflecting socioeconomic
processes so that they better represent spatial systems and are better
adapted to the needs of urban and regional planners (Blumenthal 1969).

The major aim of this chapter is to present in a systematic way a set
of considerations that should underlie the design and use of information
systems for urban and regional planning.

In general, spatially oriented data have two components, an image
and an attribute. The image component represents the coded values
describing the spatial position of an object or event, while the attribute
component describes its other properties. Image data identify point loca­
tions, line segments, or boundaries in either a nominal or a metric code,
whereas attribute data are usually coded by means of a measurement
scale (nominal, ordinal, interval, or ratio, described in Chapter 1). It has
become common practice in processing spatially oriented data to treat the
image data and attribute data separately. Various types of spatial data
and their representations can be distingUished in spatial information sys­
tems, such as features of attribute data, areal unit information, natural
topological data, surface information, sampling data, graphic symbol data,
and label text information.

As mentioned before, spatial systems are rather diverse in nature. A
profile approach may thus be a useful way of producing an operational
framework for a spatial information system by representing the elements
of a planning structure in a coherent manner. Three kinds of profile may
be distinguished.

• A spatial profile represents the geographic subdivision of cities
and regions in a spatial system; for instance, the follOWing profile
may exhibit both a bottom-up and a top-down structure: region
1, including city A and city B; region 2, including city C. This
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profile is essentially an operational representation of the above­
mentioned image component.
A sectoral profile represents the fields of urban and regional
planning. Examples are the labor market, education, transporta­
tion, and housing.
A facet profile represents the aspects and judgment criteria of a
certain urban or regional sectoral policy. Examples are financial
aspects, land use, environmental effects, and energy effects.

Both the sectoral and facet profiles are quantitative representations of the
above-mentioned attribute component. The spatial, sectoral, and facet
profiles can be incorporated in a three-dimensional block matrix.

Thus far, the sectors have been treated independently of each other.
This is, however, not realistic: sectors often have a mutual influence (e.g.
transportation policy and urban renewal policy will affect the labor
market). In addition, there are spatial impacts (e.g. urban renewal in a
city will influence the transportation systems of the whole region and
maybe those of surrounding regions). This interwoven pattern of develop­
ment calls for an integrated and coordinated spatial policy.

The best way to describe such a complex pattern of regions, cities,
sectors, and facets would be to construct an integrated spatial model. As
this is usually impossible, at least in the short run, it may be more
appropriate to assess the effects of separate or compound facet policies to
be implemented in certain regions or cities, based on reliable information
systems.

In the context of the present study, the following features and issues
of a spatially oriented inrormation system deserve special attention:

• the relevance of the systems view of information for regional
development;

• the geographic division of a spatial system into many com­
ponents (e.g. regions, cities);
the use of models and statistical-econometric methods in
regional planning;
the power of modern computer approaches for regional planning;
and
the need for general conclusions and observations on informa­
tion systems, based on an international study.

2. Geographic Information Systems

A wide variety of geographic information systems were designed in
the 1970s, and the increased use of computers has favored systematic
storage and processing of large amounts of data in these systems. More­
over, various cartographic techniques have been developed in recent
years, such as color display and choropleth mapping (e.g. Tobler 1979,
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Steiner 1980). These techniques have to deal with such questions as the
level of aggregation of objects for planning and policy issues, selection or
elimination of data for solving a specific problem, the required degree of
homogeneity or heterogeneity of attributes, and the design of similarity
measures and significance tests (e.g. X2 distribution) (Sibert 1980, Grim­
meau 1981, Thelander 1981). The level of detail (or aggregation) is some­
times a major problem in the design and use of geographic information
systems.

Hermansen (1971) has formulated several criteria for a system of geo­
graphic data identification. Some of these are stated below:

• The system should be neutral with respect to particular real­
world situations.

• The system should be flexible enough Lo permit both general and
specialized subsystems of spatial units. It should allow transfor­
mations from one subsystem to another and the formation of
new subsystems within the general system.

• The system should contain possibilities for the hierarchical or­
dering of units, i.e. the formation of vertical subsysLems.

The criteria do not give precise guidelines for systems of geographic cod­
ing. Barraclough (1964) distinguished two systems of geographic data
identification:

The name method attempts to classify elements localized in space
and hence divides space into regions or areas that depend on the charac­
teristics of the elements, for example the response to a questionnaire
marked by the location of the respondent.

The location method establishes principles of spatial subdivision, by
which the spatial system is then provided with geographic coordinates
referring to any location within it.

If the name method is judged according to Hermansen's criteria, the
following observations can be made (Willis 1972). (1) This method is
unlikely to be spatially "neutral," because particular users spatially organ­
ize the data for their own special purposes. (2) The method has limited
flexibility because the boundaries are determined in advance of any
analysis. Transformation between one spatial subsystem and another can
only be achieved with considerable effort and with a certain loss of infor­
mation. (3) Each alternative aggregation of spatial units, though possible
on the basis of individual spatial units, would require a lot of work. Spatial
aggregations are possible but only with considerable effort. In conclusion,
the name method is noL very suitable for spatial data identification.

In general, location methods are regarded as more appropriate, espe­
cially one method called geocoding. The main goal of a spatially oriented
information system like a geocoding system is to improve the organization
of data and the display of information (Chapter 15). The geocoding system
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is fairly flexible, as it provides information on objects and attributes at any
desired geographic scale within an area. Geocoding has been developed
especially lor detailed geological and cartographic work, but it has poten­
tial in regional planning. Its advantage is that the boundaries of aggregate
areas can be drawn after the data are collected and processed. The data
can be retrieved according to not just one set of boundaries, but according
to several.

Geocoding appears to be a fairly flexible way of dealing with detailed
geographic data. It may be an accessible tool for expert-user dialogue,
while it may also be linked with computerized cartographic approaches.
Its major strength is its strong spatial orientation, though a weakness is its
static nature: a structural change in the spatial configuration will have a
drastic impact on the information content of geocoding.

A very interesting and wide-ranging review of computer software for
geographic information systems has been issued recently by the Commis­
sion on Geographical Data Sensing and Processing of the International Geo­
graphical Union (1980). The survey, published as three volumes (full geo­
graphic information systems, data manipulation programs, and cartogra­
phy and graphics), was based on a systematic typology of many data and
information systems and is a rich source of information and references on
spatially oriented information systems.

The basic aim of the present study, however, is not to review spatially
oriented information systems per se but to concentrate on the methodol­
ogy, decision-making aspects, and the policy use of such systems for
regional planning.

3. Regional Dimensions of Information Systems

Any spatial system can be subdivided into smaller spatial entities
(regions, counties, cities, districts, etc.). However, the demarcation of
these subdivisions is usually not unambiguous, since this can be deter­
mined by:

• the institutional-administrative structure of the system,
• the functional economic interactions and intensiveness of the

system, and
• the availability of a spatially oriented data base.

In reality, the spatial demarcation for information systems is often based
on a mixture of these influences.

From a systems view, one may characterize a spatial system by
means of nodes and edges. The nodes represent the entities in the system,
while the edges represent the various interactions. Nodes and edges may
represent stocks and flows, respectively. A simple scheme of a spatial sys­
tem is shown in Figure 1, which includes both top-down and bottom-up
structures, the effects of external developments and of policy measures,
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and horizontal (regional) interdependences. In this sense, it has a mul­
tilevel, multiactor, and multiobjective planning structure (Chapler 1).

National
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Figure 1 Nodes (circles) and edges (arrows) in a spatial system.

It may now be worth while to specify some general judgment criteria
for an information system for regional planning.

Availability. The relevant information should be available during suc­
cessive stages of the planning process, to guarantee an adequate picture of
the system (including, possibly, longitudinal data).

Timeliness. The information should be based on recent data, to pro­
vide a representative and up-to-date picture of the complex real system.

Accessibility. The information should be accessible to both model
builders and users (including policy makers and planners).

Consistency. The information should represent a set of coherent and
uncontradictory data on regional processes and patterns.

Completeness. The information should take into account all impor­
tant (intended and unintended) effects and implications of policies for the
system.

Relevance. The information produced should be in agreement with
the aims of regional (or urban) management and planning.

Multiformity. The variables in an information system should reflect
the variety and multidimensionality of a multiregional system.

Comparability. The various data should allow a comparison with
other data measured at different periods or in different areas.

Flexibility. The information systems should provide comprehensive
information that can easily be adjusted to the needs of users or to new cir­
cumstances.

Measurability. The information system should accommodate the
available regional data measured on any meaningful scale (including
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qualitative information).
COTTLprehensiveness. The various components of the information sys­

tem should together provide an integrated picture of a multiregional sys­
tem.

Effectiveness. The information should allow a comparison with
regional policy targets set a priori so that the effectiveness of policy meas­
ures can be gauged.

Versatility. The information should also be usable for other planning
purposes in the same region or elsewhere.

Validity. The reliability of the information and of the related statisti­
cal inferences should allow a judgment to be made from a statistical or
econometric point of view.

This long list of criteria is normally not fulfilled in practice, but it may
serve as a reference for designing or adjusting spatially oriented informa­
tion systems.

In addition to these general methodological criteria, some specific
regional or multiregional elements of a spatially oriented information sys­
tem can also be mentioned (Willis 1972, Bowman and Kutscher 1980, Gar­
nick 1980, Torene and Goettee 1980).

Integration. The information system should attempt to present
relevant data for each relevant spatial level and spatial unit, to guarantee
both comparability of data between regions and coordination of planning
aclivities in different agencies.

Interregional interaction. The information system should reflect the
interdependences within a spatial system by indicating the volumes of
interregional commodity flows, migration flows, capital flows, etc.

Spatial spillover effects. The information system should pay atten­
tion to spillover effecls in a dynamic multiregional open system, including
spatial diffusion patterns through which new technological, social, and
economic activities evolve.

SpeCific regional bottlenecks. The information system should indicate
whether or why important regional information is lacking (e.g. the fre­
quentlack of insight into monetary flows between regions).

Multiregional decision making. Various decisions affecting a regional
economy are made in headquarters of corporate decision-making bodies;
in addition, flows of income and profits are hard to attribute to a specific
region. The information system should try to disentangle such complexity.

Standardization. For data to be comparable between regions, taking
into consideration the different kinds of basic spatial units, they should be
standardized (e.g. by relating them to population size or size of area). The
information system should provide a sound basis for such a standardiza­
tion and should also indicate the sensitivity of the results for a particular
standardization (depending, among other things, on the social and demo­
graphic structure).
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Many countries have developed spatially oriented information systems
for regional development planning, though there is an enormous variation
among information systems in different countries. A good example of an
integrated multiregional information system can be found in the USSR
planning system (Issaev 1982a). A condensed version of a multisectoral,
multiregional planning system is shown in Fig ure 2, which gives the general
configuration of SMOTR, the sectoral and regional model coordination sys­
tem (Baranov and Matlin 1982). This configuration describes a
sectoral-regional, top-down-botlom-up structure for the USSR economy.
A spatially oriented information system should provide the basic informa­
tion for such a planning system.

---------l
,--------

2.1

Figure 2 General configuration of SMOTR (sectoral and regional model coordina­
tion system). Full lines: direct links; broken lines: feedback links. 1.1, Overall
macroeconomic indicators; 1.2, goal indicators for national ec.onomic develop­
ment; 1.3, simulation dynamic input-output model (18 sectors); 1.4, interindus­
try flows model based on sectoral production functions; 2.1, dynamic model deal­
ing with balances of interindustrial value flows (260 products); 2.2, "center"
model; 3.1. models of separate industries and industrial complexes; 3.2, model for
construction of industrial complex; 3.3, module of regional models; 3.4, module of
transportation complex; 3.5, models of supply with intermediate goods (source:
Baranov and Matlin 1982).

Other good examples of the contents of regional and urban informa­
tion systems can be found in Hagerstrand and Kuklinski (1971), Kuklinski
(1974), Perrin (1975), Benjamin (1976), Guesnier (1978), and Elfick (1979).
A survey by Hermansen (1971) describes a fairly complete representation
of an information system for regional development planning. The planning
structure, shown in Figure 3, is a multidimensional, multilevel interactive
representation of an integrated planning information system.
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REAL-WORLD OPERATING SYSTEMS
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State of
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Figure 3 A comprehensive information system for regional development. planning.
Broken arrows ( - - - ), information flows; chain arrows ( - . - .), control sig­
nals; full arrows, relationships in the real world (source: Hermansen 1971, p.31).
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4. The Spatial Scale in Information Systems

P. Nijkamp and P. Rietveld

In many situations the necessary information on economic, industrial,
ecological, agricultural, energy, or social aspects of a complex spatial sys­
tem is not available on an appropriate temporal or spatial scale, although
in this respect substantial progress is being made (see Chapters 15, 16 and
Peters 1981). Clearly, information on the appropriate scale will aid
analysis of a complex system.

As mentioned before, regional planning activities may take place at
several levels, each activity influencing others. Figure 4 indicates that an
integrated planning system may combine a bottom-up and a lop-down
structure. This structure may be analyzed by means of functional
economic relationships (e.g. those included in a formal econometric
model) while taking into account the prevailing institutional structure.

From an analytic point of view, spatiaL deTTtarcation of a system (in
terms of cities, regions, etc.) might be based on functional linkages
between the spatial entities of the system, although lack of data very often
hampers the application of this method of designing a spatial framework.
From a planning point of view, spatial demarcation might be based on the
existing administrative scheme, although here also data problems may
emerge (Hermansen 1969). This problem has evoked the need for spatially
disaggregated information systems (Chapter 15).

An interesting example of an integrated and spatially disaggregated
information system can be found in Petzold and Heineke (1982), who
designed a geographic information system for assisting soil scientists and
hydrologists in ecological planning. Using thematic maps on various
scales, they developed a computer-assisted geographic information system
for storing and retrieving data at any desired spatial scale. The output
could be produced on plotter-drawn maps, based on isolines, Thiessen
polygons, and spline functions. Lacking data were generated by means of
sampling points from a nonsystematic spatial distribution (using autopro­
jective, nonautoprojective, or autoprecessive methods).

Frequently. information systems for regional planning have been
developed in close connection with multiregional models. Multiregional
models, as an extension of traditional econometric modeling, are intended
to yield consistent, coherent information to help identify the main driving
forces and the mechanisms behind multiregional systems (lssaev et aL.
1982). The aim for consistency and coherence will, in general, lead to a
rejection of economic models that do not take into account the openness
of a region. Thus, if interregional and national-regional links are not con­
sidered, there is no guarantee of consistency for the spatial system as a
whole. Usually, there are various kinds of direct and indirect cross­
regional linkages caused by spatiotemporal feedback and contiguity, so
that regional developments may have nationwide effects. National or even
international developments may also exert significant impacts on a spatial
system; this is especially important because such developments may affect
the competitive power of regions in a spatial system. For instance, a
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International c
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Figure 4 Illustration of various planning levels.
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general national innovation policy may favor areas having large agglomera­
tions. Because of the diversity of an open spatial economic system, plan­
ning activities need to be coordinated on the national and regional levels.
Hence multiregional economic models are required in attempts to include
regional profiles in national-regional development planning.

Let us now take a multiregional planning model focusing on one
specific problem area (i.e. one specific profile) or on an integrated regional
development pattern (including multiple profiles). We may then assume
the following general framework for a multilevel information system,
shown in Figure 5. The right-hand side of the figure represents the
expected results in terms of the values of objectives, goal variables, and
other relevant endogenous variables. In fact, two main questions may be
studied by means of F'igure 5:

• What is the optimum use of a given data input']
• What is the optimum data input to the information system for a

given set of uses']

It is clear that the second question is the dual to the first. Also, the versa­
tility of local data is much higher than that of regional or national data,
since they can be used to build three types of systems model and to assess
two different types of profile.

Furthermore, the output of this information system displays some
interesting features. Local profiles can only be obtained by means of local
data and a local model, whereas a national profile can be assessed in many
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ways, for instance by using local data in a multiregional model. All such
combinations of ways of composing the relevant profiles should be studied
carefully. However, not all data are necessarily observable at the most
disaggregated (local) scale.

Data input

Local data

Regional data I " ~I

National data I ~I

Systems model

Local model

National
model

Output

Local profiles

Regional
profiles

National
profile

Figure 5 Structure of a multiurban, multiregional information system.

An associated problem is that of information loss caused by aggregat­
ing a system from a micro level to a meso or macro leveL as the loss may
occur in each of the three stages: data input, modeling, or production of
final profiles. Similar problems may emerge in attempts to disaggregate
existing data. These questions will be addressed more extensively in
Chapter 13.

Finally, the related problem of adopting a bottom-up or a top-down
approach may be eased by using information systems, not only from an
institutional point of view but also from an analytic point of view (Nijkamp
and Rietveld 1982).

5. Data Problems

Information systems for regional planning often suffer from a lack of
reliable data, which significantly affects the authenticity of results from
(multi)regional planning models. Unsatisfactory performance of regional
models is often ascribed to a weak data base. Although unreliable data
may affect the quality of the results, it is at the same time true that the
structural and econometric aspects of many models presuppose a data
base that is not really complete. Model users have to accept that there
are inappropriate information systems and gaps in statistical data.

One way of compensating for lacking data is to incorporate qualitative
data (Chapter 1), which are too often left out of consideration, although
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they may contain substantial information. Recent developments in quali­
tative (and fuzzy) spatial data analysis may help to extract as much as
possible from all available relevant information, including the qualitative
kind (Nijkamp et. al. 1983).

Examples of information that is often lacking in regional modeling are
(Issaev et al. 1982):

Economic variables: stocks and flows of wealth, real and financial
assets, and liabilities; scale and agglomeration advantages; capacity con­
straints; the value of public overhead capital; distributional effects.

Spatial variables: spatial interactions such as disaggregate migra­
tion and commodity flows; spatial spin-off and spillover patterns.

Process and state variables: technical progress, innovation, research
and development, infrastructure, communication, energy productivity.

Sociopolitical variables: power groups, decision structures, interest
groups, policy controls.

Basic variables: demographic structures, long-run regional dynamics.

Various spatial in leraction models were developed in the 1970s to cope
with the problem of limited spatial information (Smith and Slater 1981,
Issaev and Umnov 1982). Solid model calibration is a necessity in the case
of a weak data base.

In general, well ordered information systems are a prerequisite for
the construction of appropriate regional models. Input-output matrices
(especially of commodity-by-industry or rectangular form), capacity and
bottleneck variables, social overhead capital, and interregional interac­
tions are the basic ingredients of a satisfactory spatial information sys­
tem. Absence of up-to-date information limits the ability of modelers to
represent regional systems. The construction of input-output models
based on very old data is not a satisfactory activity, although several
models sometimes use 10- to 15-year-old data. Of course, data availability
varies from country to country, and often within countries, but one of the
crucial gaps is in information on regional stocks and interregional flows.
Apart from measuring these factors, a major problem is that the responsi­
bility for collecting and organizing data is sometimes shared by several
offices, so that incomplete data bases may be created. Data bases some­
times include investment data for manufacturing, but very little else
(except in some countries, such as Japan (Kitamura 1982)). This situation
is regrettable, especially as movements of capital are very important in
long-term regional developments in market economies.

A similar situation exists for interregional monetary flows (social
insurances, old-age pensions, entrepreneurial profits, etc.). These flows
have a direct, distributive impact on a system of regions, but they are
neglected in many regional models.

It is not the intention here to design an information system that
satisfies all the conditions mentioned above, but it is a useful exercise to
analyze existing spatial information systems in their geographic,
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socioeconomic. and institutional contexts. Therefore. the present study
aims to produce:

• a general evaluation of international experiences regarding the
association of information systems with (multi)regional planning;

• an inventory of recent trends in designing operational regional
and multiregional information systems; and

• an assessment of the prospects of spatially oriented information
systems designed for regional and multiregional planning.

These aspects will be explored in subsequent chapters. Reference may
also be made to Henrichsen and Wagtskjold (1982). who discuss the design
of a joint European data base.

Apart from data problems as such, the use of data in an integrated
spatial system has to be discussed. The integrated system represented in
Figure 6 deals with a multicomponent structure for regional impact
analysis. Regional information systems normally have to provide assess­
ments of the expected consequences of alternative policy measures. Vari­
ous questions have then to be addressed in order to build up an effic ient
information system for regional planning:

• What are the relevant variables for the profiles?
• What is the best model specification for the particular purpose?
• Which data are needed to estimate the model?
• Which kinds of impact analysis and evaluation analysis are the

most appropriate for the particular purpose?
• What is the best way of storing and updating this information in

order to fulfiJJ the criteria for information systems mentioned in
Section 3?

AJJ these questions imply certain trade-ofTs, for instance between the
expected benefits of an information system and the costs of data coJJection
and storage. or between the expected benefits of an information system
and the costs of building a model (Figure 7).

Therefore, building an information system involves a compromise
between conflicting criteria. At present, systems of information (statistics
and specialized operative systems) are incomplete. inconsistent. and
insufficiently oriented for an analysis of geographic aspects of
socioeconomic development planning. The results are a lack of data for
models, inadequate use of information for the decision-making process.
and difficulties faced by users in making consistent decisions and in imple­
menting models. How can the needs for information for planning
integrated regional-national developments be fulfilled? The development
of computerized information systems supporting regional and national
planning and management has been marked by much progress in recent
years and has led to a variety of valuable experiences, the accumulation of
which could greatly contribute to the solution of this problem. Therefore,
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Modeling costs

Figure 7 Trade-offs between benefits and costs.

a rigorous endeavor has to be made to develop a coherent and systematic
framework for effectively using spatially oriented information systems in
regional planning. The last section of the chapter will take up this issue
further.

6. Regional Planning and Information Systems

The increased demand for regional statistics is shown by the large
number of agencies involved in the production of data series. Unfor­
tunately, many data are not comparable between series because, apart
from statistical and measurement reasons, each administrative body has
an interest in particular data (Garnick 1980). Theoretically, spatially
oriented information systems should be developed from decision theory as
applied to regional systems, in which goals, tools, actors, and institutional
management patterns are integrated (Chapter 1). In practice, however,
information systems and planning systems have been developed relatively
independently. Coevolution of both kinds of systems would require an
adaptation of information systems to regional planning issues and an adap­
tation of planning systems to available spatial information, but in short­
term and often ad hoc planning such coevolution is difficult (Schmitt
1980) .

In the long term more possibilities for integration of information and
planning systems do exist. Issaev (l982b) indicates that in long-term plan­
ning of regional development two issues are crucial: (a) long-term struc­
tural adaptation of the region to external changes, and (b) reconciliation
of regional-national conflicts by integrating sectoral and regional
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approaches to national planning. Within the national system, the region
operates through mechanisms of homeostasis. But how does this function,;>
And who supports regional interests at the nationalleveP What is the sys­
tem of values through which economic agents perceive and respond to
changes';> What are the laws governing their behavior';> Such questions are
fundamentally important in long-term planning, which requires informa­
tion on all elements of a regional system, their dynamic properties, and
their mutual links. In addition, data are needed on elementary spatial
units within which decision making is based on specific interests and
behavioral rules. Even though macroregional information may exist in sta­
tistical and specialized agencies, its micro or meso components (Perrin
1975) can only be partially covered by local administrative information
systems. The whole area of social behavior, which finally determines the
system of social values, is not adequately covered by regular information.
Much of the research into developing regional information systems is
directed toward filling this gap, but ils success is certainly not overwhelm­
ing.

On the other hand, some countries (e.g. Sweden and the USSR) have
succeeded in designing integrated information systems for regional plan­
ning. For instance, the USSR has programmed and designed a state
automated information system for planning and managing the economy of
the USSR. This information system, named OGAS, is a computerized infor­
mation system, in which data are slored and processed in a network of
computing centers accessed by telecommunications lines. The regional
dimensions of this system are covered by territorially based subsystems
that store and monitor information on socioeconomic relations and activi­
ties as well. Such spatially oriented information systems include data on
natural resources, population, labor markets, technology, settlement pat­
terns, investments, production, environmental quality, and living stan­
dards. Needless to say, monitoring of such complex structures is a far
from easy task.

Monitoring regional plans is, however, a logical consequence of advo­
cating a procedural model of regional planning (Faludi 1973). A com­
parison of monitoring systems should, therefore, take into account the
differences in underlying planning systems and processes (Masser 1981).
Monitoring systems may also playa crucial role in strategic decision mak­
ing. A thorough analysis of such information and monitoring systems in
the framework of strategic urban and regional decision making can be
found in Scheele (1983). In general, the major shortcomings of current
information systems for regional planning appear to be the lack of user­
friendliness, the impossibility of taking inlo account dynamic structural
changes, the lack of coherence and reliability, and the lack of orientation
toward a specific planning style or a specific institutional setting.

There is evidently no uniform and unambiguous definition of a spa­
tially oriented information system for regional planning, though its aims
and contents in a specific context can be delineated. It may be possible,
however, to indicate some general features and components of a spatial
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Regional planning system

Description of regional system
Policy objectives and measures
Constraints and exogenous impacts

1
Information use

Research
Regional planning
Decision making

T
Information processing

Data acquisition
• primary data
• secondary data I
• survey data -+
• image data, etc.

Data input
• conversion to machine records
• geocoding
• image processing, etc.

Data storage
• basic disaggregate data
• time-period summaries, etc.

Information analysis

Retrieval and analysis
• retrieval
• statistical tests
• modeling, etc.

Information output
• mapping
• graphic display, etc.

Figure B A spatially oriented information system for regional planning.

information system. According to the Commission on Geographical Data
Sensing and Processing of the International Geographical Union (1980), an
"ideal" geographic system comprises six major subsystems:

(1) Management
(2) Data acquisition
(3) Data input and storage (control processes, encoding, filing, etc.)
(4) Data retrieval and analysis (data comparison, statislical opera-

tions. etc.)
(5) Information output
(6) Information use (e.g. interface between user and system).
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This analysis gives rise to the simplified structure in Figure 8, which shows
the major components. Other important features, such as spillover effects
and multilevel patterns, have been neglected. Several of these features
will be discussed in subsequent chapters.
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CHAPTER 3

Political. Social, and Technical Bottlenecks
in Computerized Spatial Information
Systems

Aribert B. Peters

1. Introduction

55

In the 1960s and early seventies computers of high speed and large
storage capacity became generally available and were rapidly adopted by
big firms and administrations. The expected breakthrough of computers
and quantitative models into planning, especially regional planning, did not
occur, however. Even today, computers are not used at all in most plan­
ning applications. This is astonishing because a broad variety of facts have
to be assembled in a plan, and data retrieval and preparation. exactly the
type of work that is efficiently performed by computer, are thus very
important.

This chapter will investigate which organizational and technical fac­
tors have inhibited the general use of computerized information systems.
It will be argued that the political nature and the irrational features of
planning have to be respected in the design and implementation of infor­
mation systems. These aspects, together with improved technology, favor
small-scale regional information systems. The term "information system"
in this chapter refers to a data base and its use for planning purposes.

Computers are adopted most rapidly for applications with highly
standardized working patterns. In contrast, spatial planning is in many
respects routinely unique and novel. Therefore, the ease with which com­
puterized information systems can be introduced depends crucially on
how they are implemented and on the adaptability of such systems to
different needs and tasks. The gain in efficiency must exceed the human
and organizational inertia that tends to damp out the intended benefits of
innovation.
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2. The Unavoidable Complexity of Spatial Information Systems

A.B. Peters

Spatial information systems differ from other kinds of information
systems in several ways. Firstly, space as an additional dimension
increases the amount of relevant data by a multiple of the number of spa­
tial units. This may raise problems of storage capacity and computing
time and costs. To solve these problems the software has to be improved.
Moreover, in order to make analytic use of the spatial properties of data
for planning it is necessary to connect the relative positions of each spatial
unit (Weber 1979). This complicates the process of creating models and
theories, as well as the data storage and referencing system.

Other problems arise both in spatial and nonspatial information sys­
tems but are more critical for spatial systems. (a) The spatial scale deter­
mines the size and also the possible uses of the system. (b) In almost
every practical application the definition of the spatial units is altered over
time because of changes in administrative boundaries. (c) Data are not
measured in the same way for every spatial unit or every point in time.
However, the procedures for making the necessary a.d hoc corrections are
hard to standardize. (d) Flexibility presupposes the possibility of looking
at already available data in different ways. The higher the degree of aggre­
gation of the stored data, the harder it is to introduce new criteria for
aggregation. To have a flexible system requires that the most disaggre­
gated data are stored. Flexible data evaluations thus cause overloaded,
inflexible technical storage procedures. For these reasons spatial informa­
tion systems are much more expensive than their nonspatial counterparts.

So far we have concentrated on the data base of the information sys­
tem, but most of the arguments can be applied to other components of the
system, such as the communication language, which needs to be more
refined when reference to space or cartographic output is introduced.
Also, spatial models are much more complicated than nonspatial ones.

The size of the information system is of critical importance for its
efficiency. The size depends on the area covered by the system, the
degree of spatial detail (the scale), the number of aspects included in the
system, and the degree of spatial referencing (spatial connectivity of the
data). Each of these determinants depends on the organizational frame­
work in which the system is developed.

3. Information and Power: Data as Political Resource

The control of information is a key source of the ability of the planner
to exert influence (Forrester 1982, p.68). One reason for this is that infor­
mation supplies solutions to technical problems (e.g. in civil engineering).
Some people see only this technical aspect of information. They overlook
the political judgments involved and the political environment of planning
organizations.
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Information is a source of power because iL responds to organizational
needs. People need to know who to go to for information, and how to have
a project approved, for example. Informal communication networks and
steady contacts keep the planner "in the know." Information can also be
used to legitimize or rationalize the maintenance of existing structures of
power, control, and ownership.

Finally, information can be used by underrepresented or relatively
unorganized groups to enable them to participate more effectively in the
planning process.

In a dialectic sense the lack of information and misinformation are
necessary counterparts to information as power. The exchange of informa­
tion is therefore less a technical problem than a political problem of power
distribution. The confidentiality argument is often used to justify the par­
simony of information monopolists to obscure their true motivations.
Sharing power by means of shared information is as important in the bar­
gaining process between the public and the administration as between
different administrations or even within one administration. This explains
why comprehensive spatial data banks are difficult to establish through
the exchange of information among different administrations.

The very nature of information systems requires that people or organ­
izations give away their private information to the system, which implies
that they might give away their power to take part in bargaining processes
and to influence decisions. It would be hard to convince people about the
advantages of such an information system without giving them any formal
or informal guarantee that they would also benefit from the system. This
requires that each participant takes part in the design of the system, thus
ensuring his influence; knows how lo manipulate lhe information system;
gains power because he can use his own data more effectively with the help
of other data; and is allowed to control the information lhat he brought
into the system.

Since all these requirements are hard to fulfill, a comprehensive spa­
tial information system is difficult to esLablish, even if technical problems
are not considered. If such a "supersystem" were possible, its information
would be difficult to control and to monopolize. With individuals as its
basic uniLs, the system would present an opportunity for "Big Brother"
power and conlrol over all individual actions. This explains much of the
resistance against supersystems on the part of emancipated citizens and
parliamentarians.

To avoid resistance and to ensure that data are conlemporary, a sam­
pling approach can be followed. Microcensuses are conducted at short
intervals in most countries anyway. They can be used to update census
data at a regional level with appropriate techniques. The microcensus
information might be further improved if the samples are thoughtfully
drawn and panel techniques are used.

Because planning as a comprehensive task comes into conflict with
each planning area (traffic, construction, etc.) and because planning lakes
place at different spatial levels, often in an inconsistent way. lhe problem
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of administrative competence gains relevance in the design of a spatial
information system. A common information base would be a step toward
consistency and will therefore conflict. with the claims for responsibility of
different parties involved in planning. Many agents and units in organiza­
tions obtain influence and aut.onomy from their control over information,
and will not readily give it up. In many instances new information systems
represent a direct threat, and they respond accordingly.

4. The Limited Relevance of Information in Decision Processes

As a corollary, formalized information systems are often threatening
and unnecessary. They are an intrusion into the world of the users, who
see these unfamiliar techniques as irrelevant and a criticism of them­
selves. Almost every descriptive study of a complex decision process sug­
gests that. formal analysis of quantified information is, at best, a minor
aspect (Keen 1981). Negotiations, habit, rules of thumb, and muddling
through (Lindblom 1959) have far more force. The point is not that.
managers and planners are stupid or information systems irrelevant but
that decision making is multifaceted, emotive, conservative, and only par­
tially cognitive.

Formalized information technologies are not as self-evidently
beneficial as technicians presume. Simon's (1957) concept of bounded
rationality stresses the simplicity and limitations of individual information
processing. Not the supply but the evaluation of information is the critical
bottleneck in the planning process (Ganser 1974, p. 214).

5. Implementation Strategies

All existing experience shows that it is of major relevance for the use
and the success of a system that the users have taken part in its creation.
A so-called participative or consensus system design (Mumford 1979) is a
precondition for a system that is shaped after the users' needs in the
design phase and that is generally used after its implementation.

Implementation is possible but it requires patience and a strategy
that recognizes that the process of change must be explicitly managed
(Keen 1981). Keen developed a tactical model for successful imple­
menters:

(a) Make sure you have a contract for change.
(b) Seek out resistance and treat it as a signal to be responded to.
(c) Rely on face-to-face contacts.
(d) Become an insider and work hard to build a personal credibility.
(e) Co-opt users early.
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Bardach describes implementation in terms of a game played by the
implementer's party against the counterimplementers (Bardach 1977,
Keen 1981). For practical tasks it might be essential to identify the moves
of the counterimplementers:

(a) Lay low.
(b) Rely on inertia.
(c) Keep the project complex, hard to coordinate, and vaguely

defined.
(d) Minimize the implementers' legitimacy and influence.
(e) Exploit their lack of inside knowledge.

6. Regional Information Systems in Practice

As a matter of fact many urban and regional information systems
have functioned quite well for a long time. They are operating more as
data bank systems than as planning devices. Their analytic capacity in
most cases does not exceed cross-tabulations. They are used by planners
in a similar way as are statistical publications. Examples are the highly
developed information systems at the author's own institute and at
different regional statistical offices in the Federal Republic of Germany.
Such experiences are reported in most western countries. Integration is
only performed through providing information about different subjects. In
the same large computers it is often also possible to run models and to
draw maps. More relevant for physical planning are automatic registers of
assessments that are developing in several cities.

Most of the mentioned projects are based at mainframes, Le. on very
large and expensive computers. The manpower requirements are of com­
parable size, so that only statistical offices and large nationwide planning
institutions with their own computer departments could establish such
systems (Wegener 1978). Furthermore, a large number of small-scale proj­
ects and local agencies have set up their own data bases. A further major
increase of such systems can be expected in the next few years (PAre
1979, Urban Data Management 1979, Lewis 1982).

7. Concluding Remarks

Planning is a political process because it is directed by the desires,
perceptions, and values of people and because the implementation of plans
is a political process. The use of computers and of rational models does
not necessarily increase the rationality of the planning process. Only if
the political nature and the irrational aspects of planning are reflected in
the design of systems (Le. language, data, structures, etc.), as well as in
the circumstances of their implementation, will integrated information
systems be of use in the future. There is little hope and little need to
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integrate urban, regionaL and national planning information systems
because of different problems, models, data requirements, organizations,
and institutional responsibilities.

The decrease of hardware prices has made powerful computers avail­
able to smaller offices. The obstacles to comprehensive systems will favor
the use of small systems and lead to an atomistic spread of simple,
special-purpose information systems providing considerable technical sup­
port to planners at different levels. Improved technology will also partly
resolve the trade-off between flexibility on the one hand and simplicity of
use in spatial information systems on the other hand.
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CHAPTER 4

Information for Long-Term Planning
of Regional Development

Peter W.J. Batey

1. Introduction

63

Compared with other fields of public administration, regional planning
stands out in its attempts to relate policies and proposals to a long time
horizon. Whereas in most fields seven or eight years may be regarded as
long-term and an upper limit on the period to which consideration should
be given, in regional planning it is likely that such a period would be
viewed as medium-term. The periods adopted for regional planning pur­
poses are broadly 0-5 years as short-term, 5-10 years as medium-term,
and 10-20 years as long-term.· This longer policy time scale reflects cer­
tain features of the processes of change in which regional planning seeks
to intervene: the long lead times for development projects, the long life of
infrastructure (particularly housing, industrial, commercial, and educa­
tional facilities, and highways) and the long-term benefits sometimes asso­
ciated with these development projects.

The purpose of this chapter is to provide a survey of the range of
information that is required to support the long-term strategic planning of
regional development. We begin by examining some of the principal
characteristics of the regional planning process and show how this process
influences the need for information. We argue that the vast majority of
information requirements stem from the desire, widely expressed by
regional planners, to make this process systematic, comprehensive, and
continuous. Using six varied examples of the application of information
systems in long-term regional planning, we try to emphasize the particular
contribution that each information system can make to the regional

• This in itself is a shortening of time scales that were used in several of the early regional
planning exercises. In British advisory regional plans of the 1940s it was not unusual to set
the time horizon at thirty or forty years.
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planning process - in setting the context for intraregional planning, in
analyzing specific topics such as transport, the local economy, or popula­
tion, in integrating partial analyses, in generating and evaluating alterna­
tive strategies, and, finally, in gauging the impact, upon existing policies as
well as the study region itself, of major development proposals. The exam­
ples are drawn from a number of different countries and deal with qualita­
tive as well as quantitative information.

2. The Information Requirements of Regional Planning

Regional planning is no exception to the general movement in public
policy making during the last twenty years toward greater rationality. The
loosely related combination of survey, analysis, and plan, which exerted a
strong influence on planning for more than half a century, has given way to
a more systematic and explicit process based on rational decision theory.
The most important elements of this process are an explicit statement of
planning objectives or problems, the generation, elaboration, and evalua­
tion of alternative packages of policies designed to meet these objectives,
and the choice of a preferred set of policies. Policy making usually
proceeds in a series of cycles, each cycle including some or all of the
stages in the process, and the planner is expected to learn as he moves
from one cycle to the next. The policies that emerge are not to be seen as
static, but are expected to be updated by continuous monitoring and
review.

British development plans of the last ten years provide a good exam­
ple of an attempt to introduce a regional planning process embodying
these features. In the late 1960s a two-tier system of planning came into
effect, with upper-tier, strategic or "structure" plans intended to provide a
broad and integrated policy framework, in the form of a written statement
of policies and proposals for the future development of a region· over a
ten- to fifteen-year period. Detailed, map-based planning would be the
subject of lower-tier, local plans set within the policy framework.

The information requirements of a planning process of this kind are a
product of the efforts to make regional planning systematic, comprehen­
sive, and continuous. In the case of structure plans, policies and proposals
had to be supported by analysis and reasoned justification: the need for a
particular policy or proposal had to be shown in relation to the aims of the
plan, to explicit assumptions about underlying social and economic factors
influencing development, and to the likely availability of financial
resources. It was expected that each topic covered by the plan would be
the subject of a detailed internal analysis, including some consideration of
past trends, the present relationship between supply and. demand., and an

• Here "region" is equated with "county," since 1974 the upper-tier administrative unit of
local government in England and Wales.
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attempt to forecast future activity levels (Department of the Environment
1970). The integration of analysis across several topics was also felt to be
an important means of achieving consistency among policies and activity
forecasts, although, as Barras and Broadbent (1982) found in a review of
twenty structure plans, in practice the analysis of these linkages is seldom
more than cursory.

The strong tradition of comprehensiveness in regional planning is
reflected both in the range of topics addressed by the plan and in the
variety of agencies expected to playa part in implementing the policies
and proposals that it contains. Typically the scope of the plan would
include population, housing, the economy, services, transport, and the
environment, with other topics added where they are felt to be of local
significance. In structure planning, the depth of treatment of each topic
has been the subject of some debate. Initial attempts to cover all topics-in
a similar degree of detail have proved to be overambitious, in terms of
staff time and data availability, and more recently it has become almost
standard practice to adopt an approach focusing upon selected topics with
major implications for policy or for short-term investment programs."
MinOT topics, of secondary importance, would be pursued in later cycles of
policy making (Drake et al. 1975).

The policies in the plan can be expected to cover the relevant activi­
ties of all agencies in the region, including private companies, nationalized
industries, central government, and households, as well as those of the
regional authority itself. Because many of these agencies will themselves
be involved in strategic planning or strongly affected by its results, it is
vital that those engaged in preparing and implementing the regional plan
maintain a close dialogue with these agencies. In any case, the implemen­
tation of regional planning policies by other agencies will usually depend
more on mutual trust, bargaining, and persuasion than on coercion and
legal controls. Inevitably this means that there should be a steady flow of
policy-related information between the various bodies involved in planning.

The third requirement for information arises from attempts to estab­
lish a continuous regional planning process based on monitoring. The
activity of monitoring - the regular, deliberate, and systematic collection
and analysis of information (McLoughlin 1975) - is sometimes interpreted
in rather narrow terms as the detection of departures from the planned
course of development. Such a view ignores the enormous amount of
uncertainty associated with regional planning policies and tends to suggest
that the "planned course of development" is something that is fixed and
completely understood. A second, more broadly based approach concen­
trates on three main themes: targets (are policies effective in achieving
objectives?); achievements (have policies resulted in unintended conse­
quences?); and assumptions (are the underlying assumptions and objec­
tives of current policies still relevant?).

• In Britain these programs would include transport and housing investment.
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This last theme, the monitoring of assumptions, reflects the fact that,
with the passage of time, policies can be expected to "decay" until they
are no longer appropriate and must be either modified or replaced (Thor­
burn 1975, Parker 1978). The decay of policy is likely to be the result of
changes in value systems (and therefore in priorities, e.g. as a result of a
change in political administration), changes in the external environment
(e.g. a major shift in a basic assumption such as the rate of economic or
demographic growth), and changes in the policies being pursued by other
planning bodies (e.g. central government or another local authority). The
role of monitoring in this case is to harness information to reduce uncer­
tainty about these changes so that obsolete policies can be quickly
identified and discarded.

The information base reqUired to reduce uncertainty includes both
qualitative and quantitative components. Describing the Hampshire struc­
ture plan monitoring system in Southeast England, Francis (1981) makes a
further distinction between hard and soft qualitative information. Hard
verbal information might include information on policies approved, com­
mitments made, and events that have occurred, while soft information
would embrace information on emerging policies, proposals under con­
sideration, assessments of a problem, and public attitudes toward certain
issues. + Information of this kind can be acquired from a wide variety of
sources, such as published reports, internal papers, the press, personal
contacts, and committee members. Francis (1981, p.183) points out that
the organization and retrieval of qualitative information can be very time­
consuming and much more difficult than for quantitative information.

Quantitative information has tended to attract greater attention and
a substantial literature has developed over the last ten years, dealing with
data capture, organization, and linkage (e.g. Willis 1972, 1974). In a moni­
toring context, its main purpose is to enable selected trends to be estab­
lished, to facilitate the linkage of data, and to allow sets of forecasts and
projections to be revised. Among practitioners, however, there is some
scepticism about the feasibility of measuring the performance of planning
policies by defining a set of standard quantitative indicators (Parker 1978),
because of the difficulties of isolating the effects of policy from other
influences beyond the planner's control.

In the next section, we move on to consider specific applications of
information systems in the long-term planning of regional development.
Drawing on examples from Britain, the Federal Republic of Germany, the
United States, and Australia, we demonstrate the broad range of informa­
tion systems available and the stages in the regional planning process to
which these systems can most usefuHy contribute.

• Francis uses the term "soft information" to denote subjective information based on pro­
fessional judgments and lay opinion. A different interpretation can be found in the
econometrics literature, where soft information relates to ordinal, categorical. nominal. or
fuzzy information (Nijkamp and Rietveld 1982).
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3. Information Systems and the Long-Term Planning
of Regional Development

3.1. Scenarios and the Structuring of Qualitative Information
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An important element in the qualitative information base of regional
planning involves making a series of assumptions about the impact upon
regional development of broad economic, social, and technological trends
that are generally beyond the control of the regional plan. Although these
trends may be a reflection of national and world-scale developments, they
will nevertheless have direct implications for the population, economy, and
physical environment of the region being planned. The great variety of
possible outcomes of such trends makes the production of regional activity
forecasts extremely hazardous and rules out the use of a single, best­
estimate projection upon which regional planning policies can be baS€d.
An alternative approach to managing this uncertainty is to focus upon
scenarios, which combine a group of related changes and possible
responses so as to allow comparison of their different implications for the
long-term planning context (Thoenes 1977). Scenarios will help to estab­
lish the range of possible futures with which a plan might need to contend.
Thus proposals and policies can be formulated in such a way that they
could be adjusted or amended to take account of changing circumstances
within this range.

The scenario approach has been adopted in South Hampshire, gen­
erally regarded as one of the growth areas in Southeast England (Linecar
et at. 1981). Here the central concern was to establish possible courses of
change in South Hampshire and to consider how these would influence land
requirements over a fifteen-year period. Time and manpower restricted
the study to the use of secondary sources - studies and reports by
researchers and futurists, supplemented in some instances by published
statistics to establish the present situation and immediate past trends. It
was evident that to concentrate on regional trends would be both difficult,
because of a shortage of relevant information, and unrealistic, because in
the long term regional trends would be affected as much by national
trends as by local factors. Similarly, national trends cannot be seen in iso­
lation from world events, particularly in view of the vulnerability of
national economies to international trade and politics. It was also felt that
many of the future trends, in technology for example, appeared equally
applicable to any of the industrialized countries and that experience in the
more advanced countries could indicate possible developments in Britain.

The analysis of trends and identification of a set of realistic scenarios
were therefore approached by taking a "step down" from world trends to
national trends, and then assessing the possible implications in South
Hampshire. Each level was considered separately in turn, taking into
account the implications of one for the other. The creation of three levels
proVided the broad structure for sorting and analyzing facts and opinions,
as shown in Figure 1. Three "world futures" or scenarios were defined,
each describing a gradual long-term movement from the present situation



68 P.W.J. Baley

but in different directions. Space does not permit a full description of the
scenarios but they can be summarized as follows (Linecar et al. 1981).

(1) A technological scenario envisages concerted action to use tech­
nology, largely techniques that already exist, to solve the world
agricultural and energy problems and sustain continued
economic growth.

(2) An adaptable scenario envisages a partial solution of the world's
problems by adapting existing economic, political, and social
structures to minimize the use of energy, maximize food produc­
tion, and establish a spirit of cooperation between the developed
and less developed countries, recognizing that the world's prob­
lems can only by solved by improved economic and political
interdependence of countries.

(3) A trend scenario envisages the continuation of the present world
problems, including continuing energy supply problems, food
shortages, and sluggish growth in world trade and output.

The three scenarios provided a basis for assessing how strategic
trends at the national level might develop. A list of critical areas was
specified at this level (Figure 1) and then, in the final stage, an attempt
was made to interpret the effects of possible national trends on South
Hampshire, with special reference to a series of factors relating to land­
use planning. As the authors of the study point out, this last stage
required a greater degree of reasoned speculation by the planning team,
as there were few other studies against which their judgments about the
long-term effects on land-use planning in general, and South Hampshire in
particular, could be compared.

3.2. Information on the Impact of Interregional Fiscal Flows

The economic and social development of a region is inevitably condi­
tioned by the level and distribution of public expenditure in that region.
Particularly important is the pattern of fiscal flows between individual
regions and central government (or any other upper-level public body).
Some of the fiscal flows entering a region may be the outcome of a
"regional" policy on the part of central government to discriminate in
favor of certain regions in its allocation of funds. Other incoming flows,
however, will merely reflect the regional incidence of intersectoral alloca­
tion decisions, taken with only limited knowledge of their regional conse­
quences. To complete the picture, ·there are outgoing fiscal flows made up
of various kinds of taxation: here too, decisions on the level of taxation are
likely to have been taken without considering regional impacts.

It is clearly important, therefore, at both inter- and intraregionallev­
els of planning, to have detailed information about fiscal flows. Such infor­
mation will be valuable in assessing the efforts made by public bodies in
addressing a region's needs in the past and may also be helpful in
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Figure 1 A structure for analyzing trends: the South Hampshire example
(source: Linecar et al. 1981).

determining the broad priorities for public expenditure (and policy) in the
future. An example of an information system created specifically for these
purposes is that for the Northern Region in England (Northern Regional
Strategy Team 1977). At an early stage in its work, the planning team
decided that the main thrust of its strategy Ior the region (consisting
largely of declining industrial centers) would be economic, but it was
recognized that existing government statistics on public expenditure were
not sufficiently comprehensive at the regional level. Working with civil ser­
vants from central government, the team produced breakdowns of public
expenditure by sector and taxation for a system of eleven regions covering
the United Kingdom (Short 1981). Public expenditure was defined to
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include only expenditure that was "regionally relevant": that is, expendi-
ture that generates benefits that are regional in character. Expenditure
that was regarded as national in character, and could not therefore be
allocated to a region, was excluded from the accounts. *

Table 1 Selected items from the regional distribution of fiscal flows (DM per capi-
ta, 1975) for the Trier region and reference regions in the Federal Republic of
Germany (source: Zimmermann 19BO).

Fiscal flow Trier region Reference regions

Agglomerated

Total County Ludwigs- Mainz Rural State of
of hafen region county Rheinland-
Bitburg- region of Pfalz
Priim Kusel

Incoming
I. Intergovernmental:

State grants to local
governments 2B2 414 73 99 255 172
Federal grants for
transportation 17 7 B2 44 4 21

II. State and federal
expenditures:
Nonmilitary
personnel 7B2 511 459 1,405 422 777
Buildings 92 12 70 133 - 125
Nonlocal roads 240 - 105 158 - 194
Rent subsidy 16 13 21 16 9 1B

Outgoing
(Income tax
on wages) (434) (243) (1,672) (1,211) (92) (1,004)
(-Local share
income tax) (-148) (-101) (-248) (-237) (-153) (-193)
=Federal and state

share of income taxt 2B6 142 1,424 974 -61 811
Federal and state
share of
business tax 65 60 162 152 46 9B
Motor vehicle tax B7 92 84 90 56 8B

t The federal and state share is actually higher, but figures for the assessed part of the in­
come tax are not available for the smaller subregions. This unreported part explains the
negative sign for the county of Kusel, where (assessed) agricultural income is important.

Information systems based on interregional fiscal flows also have a
useful role to play in assessing the impact of regional policy. At a detailed
level, the direct effect of individual fiscal flows on quality-of-life indicators
can be measured and interregional comparisons can be made: an example

• Examples of "national" expenditure include defense, overseas services, and prisons.
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would be the effect of hospital construction grants upon hospital bed pro­
vision per capita, an indicator measuring the quality of health services.

It is possible in addition, as Zimmermann (1980) points out, to make a
more general assessment of regional policy by using to the full the infor­
mation contained in the fiscal flow account. Zimmermann puts forward a
method for estimating the impact of fiscal flows, both incoming and outgo­
ing, upon regional development objectives. The indicators chosen to meas­
ure progress toward these objectives are very broadly defined and include
income per capita and the quantity and structure of employment oppor­
tunities. Zimmermann's method has three main stages: the construction
of an information system containing data on the regional distribution of
fiscal flows (Table 1 is an example prepared for the region of Trier in the
Federal Republic of Germany and for several "reference" regions, to enable
interregional comparisons to be made); a stage in which "shifting
processes" are taken into account (because if the person receiving a pay­
ment or paying a tax loses this payment to, or gains it from, another per­
son in that region, then that other person is the decision maker, whose
decision influences the policy objectives and thus should be analyzed (Zim­
mermann 1980, p.141)); and a final stage in which the impact upon the
regional development indicator is calculated (here it is necessary to take
account of indirect, as well as direct, effects upon the indicator and so
regional input-output analysis would be appropriate). Zimmermann sug­
gests that when the overall effects of fiscal flows upon regional indicators
are known, it may turn out that regional policy expenditure is
overwhelmed by other fiscal flows, possibly to the extent that the effects of
regional policy are more than canceled out. Information of this kind will
clearly be of great value to the regional planner in arguing for future re­
allocation of public expenditure.

3.3. InJormationJor Analysis oj Individual Topics within the Regional
Plan

The two types of information system considered so far are both likely
to be useful in elaborating the context within which the planning of individ­
ual regions can be carried out. We turn now to the information require­
ments arising from the analysis of specific topics within a given region. In
the first instance, the purpose of such analysis would be to define the
regional (strategic) planning issues that require some kind of policy
response. The range of topics to be considered in this way will obviously
vary from region to region: it is likely, however, that in all cases the
sources of data will include a mixture of published census data, specially
commissioned surveys, and model-generated data. Much of the data will
be spatially defined although the level of spatial resolution will change
according to the topic being examined.

The information system for a particular topic is the product of efforts
to bring these data together in a systematic and logical manner. To illus­
trate this, we consider the example of the analysis of transport within the
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plan for Greater Manchester, a metropolitan region in Northwest England.
The organization of analytic work on this topic is shown in Figure 2, which
indicates how the various strands of work were linked together (Greater
Manchester Council 1975, Nickson and Batey 1978).

Past

r - - - - - - - - -...,
I Recent trends in factors I
I affecting travel demand: I

Demand I population, employment, I
I income, car ownership. IL r- ...l

Present

Interaction of supply
and demand. Detailed
study of spare capacity,
congestion, accessibility
in Greater Manchester
in 1976.

Future

Long-term land-use
scenarios. What would
happen if travel demand
increased without corre­
sponding improvements
to the transport network?

r----- --,
: Identification :H of strategi~ I
I transport ISSUesJL ...J

Supply

i ~;n-;-i';p~v;m~t; - i
I deterioration in provision I
I made for travel, including I
I review of implementation I
1 progress in earlier :
L-t~n~~t ~a~. -.J

r-----------,
I Review of inherited pro- I
I posals and definition of I
I commitments. Consideration I
J of prospective changes in I

transport technology and
I organization. Estimates of I
I finance likely to be available I
I for future implementation. I
L- J

Yigure 2 The organization of analytic work in the Greater Manchester Structure
Plan Report of Survey on Transportation (source: Nickson and Batey 1978). Full­
line boxes: model-based studies; broken-line boxes: other studies.

The main focus was on current transport problems, such as spatial
and sectoral variations in accessibility, and spare capacity and congestion
in the highway and public transport networks. In the absence of con­
sistent and up-to-date survey information on these indicators, a transport
model, calibrated mainly on 1960s data, was used to simulate information
for the base year, 1976. This model operated at a "fine zone" level with 368
zones but, because of doubts about its reliability at that level, model
results were aggregated initially to 86 coarse zones. Even at this level, the
volume of output was potentially overwhelming and so to make the results
as informative as possible, because of the need to define broad planning
issues, it was decided to use a series of summary measures to indicate
major spatial variations in network performance and potential accessibil­
ity.
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Pasllrends in supply and demand were sludied wilh lhe aid of census
dala (on variables influencing lravel demand, such as population, income,
and car ownership) and special surveys (including dala on lhe implemenla­
tion of proposals in earlier plans and on lhe evolulion of lhe bus and rail
nelworks). Olher sections of lhe analysis were fulure-orienled: in lhe case
of demand, lhe lransporl model was used lo lesl lhe sensilivily of lhe
eXisting nelworks lo exlreme changes in land-use and olher variables
influencing lravel demand; while on lhe supply side an invenlory was made
of "committed" lransporl proposals lo eslablish which of lhese would be
binding lo a fulure regional plan. Fulure changes in lransporllechnology
were considered and lhe sludy also included eslimations of lhe level of
finance likely lo be available for fulure implemenlalion of lransporl propo­
sals.

3.4. Integration of Analysis at the Regional Level

There is a marked lendency in regional planning exercises lo pay
more attention lo lhe analysis and forecasling of individual lopics lhan lo
the linkages between them. An approach of this kind fails to recognize the
inlegrated nature of regional development processes (Barras and Broad­
bent 1982, ch.2). It ignores, for example, the linkages between demo­
graphic and economic activity or between energy and transport, and the
competition within the region for the use of basic resources such as land,
labor, and finance.

Several attempts have been made to develop regional accounting sys­
tems thal enable at least some of these relationships to be represented in
formal. mathemalical terms (e.g. Leven et al. 1970). Frequently, though,
the developmenl of lhese accounts has not been carried forward to the
empirical stage because of a shortage of suitable dala. Even if this shor­
tage were eliminated, it is questionable whether these accounting systems
would be sufficiently comprehensive for the purposes of intraregional plan­
ning. Inslead of measuring all flows in financial terms, as most accounting
systems do, it is desirable to maintain some flexibility so that the unit of
measurement can be varied to include, for example, people or jobs.

A promising attempt to provide a solution to this problem can be
found in the work of Barras and Broadbenl (1975; Barras 1978; see also
Booth and Palmer 1977, Batey and Madden 1981). This involves the gen­
eralization of economic activily analysis so that a given region or urban
area can be characterized as a system of interrelated "activities," such as
residential, manufacturing, and local governmenl activity, each producing
and consuming one or more of a set of "commodilies," such as land, labor,
floor space, and finance. These commodities, or resources, are the basic
physical entilies of the system, and it is through their consumption and
production (lhese terms are interpreted in a broad sense) that the
differenl activities are interrelated (Barras 1978, p.298). The level of detail
is flexible so that, for example, residential activity could be dis aggregated
by location and households by social group or employment status.
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In its most basic form, the activity-commodity framework is a
resource-based accounting framework that records the relationships
between activities in terms of commodity flows. This type of framework
can be used as a data structure, ensuring consistency between data sets
for different topics (e.g. matching economically active population to
employment, by skill category). It is also possible to convert the frame­
work into a linear model, suitable for use in forecasting and impact
analysis, by expressing each activity as a vector of coefficients,
corresponding to the quantities of commodities it consumes and produces
at a unit level of activity.

Activity-commodity frameworks have yet to be widely adopted in
regional planning. There are examples, however, of cases where the exist­
ing data of a planning study have been "reworked" to construct such a
framework for use in impact analysis. Booth and Palmer (1977) describe
an application of activity-commodity frameworks to Cleveland in
Northeast England. A notable feature of their framework is its use to
model spatial interaction between activities in four subregions, so that
effects of a change in one subregion upon other parts of the same region
can be measured.

3.5. Information for Establishing Regional Land-Use Options

In regions experiencing rapid urbanization, a major problem that fre­
quently confronts planners is the location of future urban development.
Policy guidance is needed on which areas of land should be developed to
satisfy immediate requirements, which land can be reserved for release in
the long term, which land is physically (or otherwise) unsuited to urban
development, and so on. The traditional approach of the land-use planner
would be to construct a sieve map, a series of detailed map overlays, each
containing information about areas that should be excluded from develop­
ment according to a particular criterion. The land that passed through
the sieve, and thus carried no restrictions, would be regarded as that most
suitable for development (Keeble 1969). This approach is open to a
number of serious criticisms: Are the exclusion criteria equally important,
as the approach assumes? Is not the level of detail used in the maps spuri­
ously precise?

Land capability studies have progressed considerably since the sieve
map was first introduced forty or fifty years ago. Particularly important
advances have been made in the storing and handling of spatial data
related to development potentiaL For example, in the British subregional
planning studies of the late 1960s, it became almost standard practice to
carry out a land development potential exercise based around spatial
information systems known as "potential surfaces." Like the overlays in
the sieve map approach, each potential surface was used to represent a
particular development factor. The basic spatial unit making up each sur­
face was the kilometer square: for each surface a score was assigned to
each grid square. A composite score measuring overall development
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potential (usually for residential development) was then calculated by
weighting the surfaces, according to some measure of their relative impor­
tance, and adding together the scores for each grid square (Coventry, Sol­
ihull, Warwickshire Study Team 1971).

The choice of the grid square as the basic unit for spatial information
was justified on the grounds that it was a "neutral" spatial unit well suited
to the integration of physical and socioeconomic development factors, and
that, because it was of uniform size, a consistent assessment of land could
be achieved across the entire region. There is no general consensus on
this matter, however, and more recent studies have advocated point
referencing (Forbes 1972: quoted in Tivy 1980); and the use of irregularly
shaped "functional" units,· adopted by the Commonwealth Scientific and
Industrial Research Organization in a demonstration project in New South
Wales, Australia (Austin and Cocks 1978). Much of CSIRO's earlier research
was focused on systematic approaches to land description and led to the
development of a two-tier "land system," based on recurring, biophysically
homogeneous land areas ("units" and "facets") that could be identified on
air photographs, which provided a method for the rapid survey of large
land areas.

Functional units were created by overlaying the biophysical land units
(defined on the basis of geology and terrain, vegetation, and location: fac­
tors thought to impose major "natural" constraints on general land-use
possibilities) with boundaries appropriate to tenure, planning zone, and
development status (e.g. built-up, cleared, and uncleared). CSIRO argues
that the functional units that emerge (ranging in size from 51 ha in coastal
areas to 297 ha in the mountains) are sufficiently homogeneous with
re spect to their definition criteria as to be distinguished internally by the
same land-use potentials and limitations. Other data assembled by func­
tional unit include data on the coastal environment, fauna, and
socioeconomic characteristics. The CSIRO study proceeds to develop
methods by which exclusion rules are established and applied to identify
and locate those land uses that should be discouraged. For example,
"exclusion maps" were prepared for forestry, urbanization, agriculture,
re creation, conservation, and resid ue assimilation (e .g. landfills and
septic-tank disposal) and show areas on which the particular use should be
excluded and where option space is available. The rules are not intended
to define how land should be used, but rather to limit the range of possible
uses that need to be considered and thereby, it is argued, simplify the
planning process (Tivy (1980) presents a fuller discussion of the CSIRO
study.)

• Harvey (1969) (among others) discusses the relative merits of grid squares and other
methods of spatial representation.
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3.6. The Environmental Technical Information System

P.W.J. Batey

The final example of an information system to be considered here was
originally developed by the US Army Corps of Engineers as an aid in the
preparation of Environmental Assessments and Environmental Impact
Statements associated with the planning and location of army installa­
tions, such as military bases. The information system is known as the
Environmental Technical Information System (ETIS), an umbrella term for
a series of three subsystems, to be described below. ETIS contains infor­
mation, much of it stored at a county level, for the entire United States
(US Army Construction and Engineering Research Laboratory 1981).
Because it provides a consistent and comprehensive source of local
environmental, economic, and social data, ETIS has obvious nonmilitary
applications, and is potentially a useful regional planning tool: in fact, it
has recently been made available for use on a contract basis to this wider,
nonmilitary clientele. The three subsystems of ETIS will now be described
briefly.

The first subsystem, the Environmental Impact Computer System
(EICS), given certain information about a proposed activity, builds a "need
to consider" matrix of all likely environmental problems associated with
this activity. Environmental factors are divided into thirteen "technical
specialties," e.g. air quality, and for each specialty is produced a list of
attributes that are specific to the locality being considered. Attributes are
available at two levels of detail: a "review level" containing generalized
categories and suitable for most applications where a large number of
different localities are being scanned; and a detailed level to assist in cases
where the choice of locality has been narrowed down to a short list. The
"need to consider" matrix compares proposed activities against these
environmental attributes, indicating the extent of the impact by a score.
Information is also available on possible ways of mitigating adverse
environmental impacts (Fittipaldi et al. 1979).

The Economic Impact Forecast System (EIFS) can be used to gain a
broad impression of the economic impact resulting from a proposed
activity. It consists of a series of eleven descriptive profiles available for
each of the counties (or aggregations of counties) in the United States,
together with a simple predictive model that builds upon the standard
economic base technique. The information held at county level is very
comprehensive and includes, for example, demographic, government and
business statistics and historical trends in income, employment, and popu­
lation (Hamilton and Webster 1979).

The Computer-Aided Environmental Legislative Data System (CELDS) is
a collection of current federal and state environmental regulations and
standards in abstracted form. Abstracts are written in a straightforward,
narrative style without the use of legal jargon, the aim of the system being
to provide quick access to current controls on activities that may
influence the environment.
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The broad scope of ETlS means that it is difficult to define precisely
the part it can be expected to play in long-term regional planning. Its
main application would seem to be in assessing the ramifications of large­
scale developments. Proposals for developments of this kind can, of
course, arise at any time during and after the preparation of a regional
plan.

4. Conclusions

This chapter has explored the role of information in long-term
regional planning. In a series of examples we showed, firstly, how informa­
tion systems can be used to define the context for long-term planning in
individual regions. We examined a procedure for the development of long­
term scenarios based on a combination of informed opinion and factual
information, and we drew attention to the importance of information con­
cerning interregional fiscal flows. We next considered the systematic
analysis of individual topics within a region, focusing on the example of
transport, before proceeding to describe a resource-based accounting sys­
tem designed to integrate the analysis of these topics. In the fifth exam­
ple, we turned to the question of land use and reviewed several information
systems concerned with development potential and the specification of
land-use options. Finally, we described a general-purpose information sys­
tem suitable for the assessment of major environmental and economic
impacts.
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CHAPTER 5

Moni toring and Regional Information
Systems under Uncertainty

Peter J.B. Brown

1. Introduction

81

This chapter reviews various aspects of the activity of monitoring in
urban and regional planning and the ways in which it is possible to
approach the problem of handling uncertainty in the course of this
activity. Particular emphasis is placed upon the roles of and requirements
for different types of information and information system technology, both
crude and sophisticated, in performing these tasks.

The first section outlines the evolution of thinking concerning the
nature, importance, and operation of monitoring in the planning process of
which it forms a crucial part. The main features of alternative modes of
planning and associated approaches to monitoring are briefly described
before attention is focused on the approach that has emerged as being
most appropriate for application at the regional scale. This is followed by
a description of the range of activities that contribute to the monitoring
function and the particular requirements demanded of this function in
order to accommodate various forms of uncertainty. Finally, the discus­
sion turns to a number of problems encountered in monitoring under con­
ditions of uncertainty, some of which are highlighted for further investiga­
tion.

Throughout the chapter examples and lessons learned from experi­
ence are drawn mainly from recent British planning practice. In Chapter
4, Batey has described various aspects of the structure plan system intro­
duced in 1968, and has outlined some of the ways in which the advent of
this system represented an attempt to develop a broad and integrated pol­
icy framework for regional planning. Attention has been drawn to the
information requirements generated by efforts to make such a system
rational and comprehensive and to how monitoring contributes to the
establishment of a continuous regional planning process.



82 P.J.B. Brown

In practice the implementation of the structure plan system has
taken longer than some expected and, following an initial intensive phase
of plan preparation and submission to central government for approval, it
is only more recently that county authorities have been preoccupied with
the task of monitoring and reviewing their structure plan policies. With lit­
tle guidance forthcoming from central government as to how this activity
should be carried out, of necessity many authorities have displayed initia­
tive and innovation in devising frameworks within which to conduct their
monitoring programs. Stemming from this recent heightened concern
with structure plan monitoring and review, there have emerged a number
of useful reviews of underlying concepts and principles of monitoring, and
a growing body of literature recording experience in the practical opera­
tion of monitoring systems, to which reference is made below.

2. Monitoring and the Planning Process
2.1. Introduction

The function of monitoring and the nature of the tasks it embraces
vary considerably according to differences in the responsibilities, struc­
ture, and level in the planning hierarchy of the agency concerned. The
demands placed on monitoring are also determined to a great extent by
the mode of planning employed. In this respect, the nature of monitoring
is related to a number of fundamental technical, organizational, and politi­
cal issues.

It is possible to draw a useful distinction between monitoring and the
process of "review," with which it is often closely associated (Department
of the Environment 1975). Monitoring can be assumed to be more con­
cerned with the continuous assembly of information and reassessment of
aspects of planning policies rather than with periodic, comprehensive
reevaluation that is implicit in the review process. In these terms moni­
toring can be viewed as a continuous "managerial" activity, whereas review
is taken to imply a more discrete, fundamental, and independent activity
within a planning agency, with its own information reqUirements. However,
in parts of the discussion that follows, some blurring of this distinction
may be evident as it has not been recognized explicitly in much of the
literature to which reference is made.

Popular perceptions of what monitoring involves and of its role in the
planning process have changed in response to the evolution of thinking
about the nature of planning. Emergent theoretical and conceptual
representations of the planning process have themselves reflected parallel
developments in a wide range of fields, such as operations research,
management science, information science, systems theory, and cybernet­
ics, each of which has contributed to the understanding of aspects of mon­
itoring (as described in some detail, for example, by Haynes (1974)).

It has been argued that the more recent preoccupation with monitor­
ing and review activities is as much a practical consequence of the in-
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ability of plans and policies to cope with change and uncertainty as it is a
result of advances in theoretical understanding (E.A. Rose 1979). However,
much of the motivation behind this new emphasis, and behind the univer­
sal acceptance of the need for planning to be viewed as a continuous pro­
cess, can be attributed to recognition of the reasons why plans and poli­
cies become obsolescent. Four reasons were identified by Cowling and
Stee ley (1973):

(a) It is impossible to keep track of all the assumptions that go to
make up a forecast.

(b) The effectiveness of planning controls varies over time.
(c) Planning controls are slow to take effect, while social and

economic change may take place quickly.
(d) The values of society may change over time, resulting in a need

to change the objectives of the plan.

In Britain the increased attention devoted to monitoring in recent
years can also be explained, in part, by the fact that the county "structure
plan" machinery involves the formal submission of a plan for central
government approval. The necessity of meeting this requirement created
an impression of end-state planning, an impression reinforced by the
lengthy process of plan preparation and approval. As a result, most coun­
ties gave little thought to how the statutorily approved plans would be
monitored and reviewed until after the plans had been "completed" - and
only then started to examine more closely the contents of the mysterious
and long-neglected box labeled "monitoring," so often tacked on to
schematic diagrams of the planning process.

2.2. Monitoring and Control

The traditional view of the role of monitoring within the planning pro­
cess is that it serves as a "control" function, where by the outcomes of
planning and development procedures are observed, typically using "indi­
cators," such as population or employment change, to detect departures
from the planned course of development. Attempts are then made to iden­
tify how policies or implementation require amendment to bring the plan
back "on target." This view is consistent with many features of the
comprehensive-rational model of the planning process and owes much to
the notions of control drawn from systems engineering and cybernetics, in
particular through the treatment of monitoring as part of a process of
continuous feedback, appraisal, and control to achieve specified goals
(McLoughlin 1973a,b). The general process is represented in Figure 1 (Ben­
nett 1978), based on the systems engineering approach developed by, for
example, Jenkins and Youle (1971), Riera and Jackson (1971), and Harris
and Scott (1974), and reflects applications of management science tech­
niques in the planning field as described by, for example, Glendinning and
Bullock (1973) and Gillis et ai. (1974).
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Figure 1 The "control" function of monitoring in the planning process (source:
Bennett 197B).

This view of monitoring provides a useful initial frame of reference.
However, familiar criticisms of the comprehensive-rational model have led
to the adoption of a more flexible and responsive paradigm that places less
reliance upon impractical assumptions of complete information, singular
objectives, exhaustive consideration of alternatives, and rationality of
decision making. As a compromise between this extreme and that of the
incrementalist model. with its short-term, problem-oriented emphasis
(Lindblom 1965), the adoption of the "mixed scanning" approach proposed
by Etzioni (1967) has offered a much more pragmatic model, which embod­
ies principles applicable to both the process of planning and decision mak­
ing and to the operation of monitoring procedures. This model
differentiates between levels of decision making and seeks to combine a
broad, low-resolution scanning of issues that are likely to continue to be of
planning relevance, and a narrower, high-resolution examination of those
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issues judged to be of greatest importance.

2.3. Levels oj Decision Making

85

The influence of the level of decision making on the choice of
appropriate monitoring procedures is also reflected in the classical
categorization of approaches to monitoring attributable to Anthony (1965),
based upon his examination of the three levels of planning and control
activities in business systems that he describes as operational control,
management control, and strategic planning. The associated approaches
to monitoring that serve these three levels can be described as (i) imple­
mentation monitoring, (ii) impact monitoring, and (iii) strategic monitor­
ing, respectively. These three types of monitoring activity relate to
different conditions, with respect to both the degree of uncertainty about
the planning environment and the degree of control that can be exercised
over the issues to which the plan is directed.

Implementation monitoring is seen as simply checking that imple­
mentation takes place according to plan in conditions that are well under­
stood and stable and in which a high degree of control may be exercised.
Impact monitoring, on the other hand, is associated with managerial con­
trol and involves the assessment of whether implementation is achieving
the aims of a plan, and checking the reliability of forecasts upon which it is
based. Again, a fairly high level of control is assumed but some flexibility is
allowed in enabling adjustments to be made to bring the system back in
line. In many respects this level accords most closely with the traditional
"control function" model outlined above, whereby plan and policy perfor­
mance are assessed in terms of whether specified targets have been
reached. In contrast, strategic monitoring is viewed as being much
broader in scope. It is concerned with attempting to anticipate possible
future developments and coping with a "dynamic, imperfectly understood,
and imperfectly controlled environment encompassing an unlimited field
of interest" (Wedgewood-Oppenheim et al. 1975).

This involves the review of underlying aims and objectives of a plan or
policy and is directed toward the assessment of their continuing relevance.
It is this approach to monitoring that is seen as being most appropriate at
the regional scale. The strategic emphasis suggests an activity that is
extremely wide-ranging in terms of both the issues t.o be examined and the
information requirements it generates. Given the potential complexity of
this task, it is likely that a mixed-scanning approach will be important in
dealing with the problems of issue identification and information selection.

Figure 2 illustrates how the mixed-scanning approach within the three
levels of monitoring, coupled with information about the requisite magni­
tude of control action, can be employed in establishing the point at which
the adoption of a new policy target appears to be justified (Bennett and
Chorley 1978).

Although this representation of how monitoring might be performed
incorporates some of the concepts adopted from other fields, it still b;:;,'l's
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a strong resemblance to a semimechanistic control function, in which the
use of key indicators of plan performance and "action thresholds" of these
indicators plays a crucial role. In practice, efforts to implement
approaches that place reliance on such indicators have met with limited
success by virtue of the fact that it is extremely difficult both to identify
appropriate key indicators and to establish their critical threshold values.

2.4. Handling Uncertainty

More recent approaches have built upon the earlier ideas of treating
monitoring and associated decisions as a process of "error-controlled
regulation" within a continuous planning process (McLoughlin 1973b), and
have been strongly influenced by Anthony's distinction between different
models of management control, cited above. What has distinguished more
recent thinking has been the explicit recognition of the nature and role of
uncertainty in planning and subsequent efforts to devise ways of managing
it in a creative and positive way.

Ackoff (1970) made an important contribution to the way in which
uncertainty is considered in decision making by putting forward a
classification of types of knowledge of the future. This distinguishes
between certainty. uncertainty, and ignorance, which are equated, respec­
tively, with three types of planning: committal, contingency. and
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responsiveness. It will be evident that this classification shares some
parallels with Anthony's categorization of monitoring approaches, with
implementation monitoring being related to "committal" and "certainty,"
and strategic monitoring being associated with "responsiveness" and con­
ditions of great uncertainty or "ignorance" about the future. It has
become widely accepted that it is under these latter conditions that the
planner is obliged to operate, especially when attempting to get to grips
with the deep-seated and complex problems encountered at the regional
scale. As a result, efforts to accommodate and to plan with uncertainty,
often associated with the notion of flexibility, have become absorbed into
the conventional wisdom of planning in place of former, unrealistic
attempts to eliminate it. Indeed, it is this recognition of the impossibility
of eliminating uncertainty, and of understanding all of the implications of
policy choices during the preparation of a plan, that has underlined the
importance of viewing planning as a continuous process, characterized by
Ii progressive shift toward commitment as uncertainty is reduced.

2.5. Strategic Choice and Progressive COTTLTTLitment

Many of these efforts have stemmed from the pioneering work of
Friend and Jessop (1969) and their identification of three kinds of uncer­
tainty in planning and decision making: uncertainties attributable to
imperfect knowledge of the external (physical, social, economic, etc.)
environment; uncertainties as to future intentions in related fields of
choice; and uncertainties as to appropriate value judgments. Considera­
tion of the ways in which decision makers might cope more effectively with
these uncertainties, and with the interrelatedness of the choices facing
them, has led to a view of planning as a process of strategic choice.

It is appropriate to consider a number of aspects of this view of plan­
ning in order to reveal the extended role for monitoring that it implies.
Firstly, examination of the major choices facing an agency can be
expected to indicate that some are not urgent and can be deferred, and
that exploratory activities, which constitute a central feature of monitor­
ing, can be set in motion to reduce some of the uncertainties surrounding
the choice (Floyd 1978). Floyd also suggests that:

Monitoring will also be concerned with anticipating new problems and
choices. Equally, monitoring should help to identify critical choices to
be faced by other agencies so that sufficient time is available for the
authority to try to influence the decisions that are eventually taken.
Monitoring then should be much more concerned with the future
rather than past changes - except insofar as an understanding of them
informs future choices - than is usually found in existing monitoring
processes.

Another central concept is that of progressive commitment, which
stems in part from awareness of different degrees of uncertainty but also
from recognition of the intercorporate nature of planning and decision
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making (Friend et al. 1974). Although an agency may wish to defer cer­
tain choices, other agencies sharing an interest or concern within the
same fields of choice may require some indication of how the agency
intends to act if their future cooperation is to be secured. Similarly,
choice may depend to a great extent on the future intentions and deci­
sions of these agencies. Thus, consistent with the principle of "mutual par­
tisan adjustment" (Lindblom 1965), the agency may require to enter into
some initial tentative commitment or need to secure the commitment of
other agencies to particular policies or decisions that would be consistent
with the agency's own intentions.

It is clear that, in these conditions, as uncertainties can rarely be
resolved before a policy is formulated or a decision is taken, it is often
necessary to proceed on the basis of assumptions or best guesses about
key variables, other agencies' likely intentions, etc. Consequently, the
checking of such assumptions and the assessment of the need to
strengthen interagency commitments, or of the degree of adherence to
policy guidelines and fulfillment of past commitments by other agencies,
all represent crucial aspects of monitoring activity. The information sys­
tem implications of the need to monitor this type of "intelligence" material
will be returned to below.

Floyd (1978) points out that, in practice, undue importance is fre­
quently attached in monitoring to what have been referred to above as
uncertainties about the "operating environment," at the expense of con­
sideration of uncertainties about possible actions of other agencies or
value judgments, etc., which he suggests often turn out to be of equal, if
not greater, significance. Uncertainties of the former kind tend to attract
excessive attention since they are more amenable to systematic explora­
tion. Floyd suggests that, to assist in efforts to overcome this tendency,
the literature devoted to risk analysis and decision theory (e.g. Emery
1969) may prove a useful source of techniques for use in identifying issues
for attention and in assessing the need for different types of information.

2.6. The Extended Role of Monitoring

The extended role of monitoring outlined in the above sections can be
seen to embrace not only the traditional activities of assessing the
effectiveness and continuing relevance of strategic plans, policies, and pol­
icy implementation but also the examination of whether new issues, chang­
ing values, unforeseen problems, and new opportunities indicate a need to
modify policies or introduce new ones. This emphasis can be contrast-€d
with the earlier approach, based on "systems theory," which was directed
toward controlling deviations from a planned state. The focus has shifted
toward confronting the uncertainties that underlie future choices and
informing the process of progressive commitment. In this respect moni­
toring comes to be seen as much more than a detached technical exercise
and is located at "the very focus of the coupling between technical and pol­
itical activity in the planning process" (Bracken 1981).



Monitoring and regional information systems under uncertainty 89

In the United Kingdom, recognition of the key role of regular monitor­
ing has led a number of strategic planning authorities to adopt a style of
operation that is centered around an annual cycle of monitoring and
review of their structure plan policies. Among the best established exam­
ples of the development of this type of approach are the systems employed
by the counties of East Sussex (Thorburn 1975, 1978) and Hertfordshire
(Steeley 1975, Perry and Chamberlain 1977). In the case of Hertfordshire,
the process involves a sophisticated system of data assembly, screening,
and reporting and the use of various techniques in the assessment of plan
performance and the examination of emerging issues. The wide interpre­
tation placed on the term "monitoring" in this context is evident from the
following definition from the Hertfordshire County Council (1981):

~

Planning National policy Regional strategy Policy making
aims and ~ Structure plan Local plans ~ Revision and
assumptions review

Policy areas

Housing Movement

y Employment Community lCpEnvironment Resources

Observation Reaction Influence

Information analysis. Monitoring findings. Prompt decisions by
Intell igence. Issue analysis and public and private
Effectiveness and decision options. agencies.
relevance of policy - Annual reports. ~ Promote clarification,
and implementation. Quarterly reports. reconsideration, or
Issue identification. Issue reports. alteration of policy
Issue outlines and Bulletins. and implementation.
information. Issue progress.

eb kbBudgets, programs and
executive action

Policy areas

External Housing Movement Implementation
events and Employment Community by public and
changes Environment Utilities private agencies

T
Figure 3 Continuous planning and policy monitoring (source: Hertfordshire
County Council 1981).
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Monitoring can be defined as the regular surveillance of the interac­
tions between intent and event. Accordingly, its purposes are to tap
information circuits, track the course of events, detect and warn of
divergence from prescribed limits, communicate selective intelligence
and advice, introduce innovation, stimulate corrective or controlling
action and verify results. These elements can all be traced in diction­
ary definitions and in the Latin derivation of the word "monitor"
(manere: to warn or remind).

The Hertfordshire system features well developed procedures for the
communication of the results of monitoring activities through a series of
Annual Monitoring Position Statements, Performance Reports, Monitoring
Bulletins, Issue Statements, etc., all of which inform the process
represented in Figure 3. This is intended here simply to illustrate how, as
part of this system, the main functions of policy monitoring (observation,
reaction, and influence) relate to the surrounding context of continuous
planning and policy making (at the top) and real-world action and events
(at the bottom). The principal points of interaction between intent (plans
and policies) and event (implementation, etc.) are represented by A to D,
indicating their relationship with the monitoring activities associated with
observation, reaction, and influence.

3. Implications for Monitoring and Regional Information Systems
3.1. The Scope of Monitoring

The preceding discussion of the evolution of thinking about the role of
monitoring in the planning process underlines the fact that no single
approach or procedure is appropriate for application in all circumstances.
It is clear that the range of tasks involved in performing the monitoring
function will be different at different levels or scales of planning activity
and that the range of information needs to support these monitoring tasks
will also vary widely, depending upon the emphasis placed on the different
aspects of monitoring that have been identified.

In the establishment of monitoring procedures it is essential to be
clear about the objectives to be pursued in performing monitoring activi­
ties and the regional planning and policy-making needs that are to be
served by monitoring. In this respect it is important to recognize thal
regional agencies that exercise different powers or responsibilities will
have different priorities. Thus, the requirements of an agency with a brief
restricted to one sector or a limited set of issues (e.g. population or demo­
graphic issues; see, for example, Scheurwater and Masser 1981, Gordijn
and Heida 1981) are likely to be different from those of the type of agency
considered here, which is taken to have a broader range of responsibility
for the development of "comprehensive" regional plans and policies.

Bennett (1978) suggests that the aims of regional monitoring systems
serving the latter type of agency can be summarized in general terms as
"the rapid provision of information, the effective control of planning
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authorities within a region, the implementation and coordination of joint
decisions, and the organization of finance and structuring of capital pro­
grammes." However, within these broad aims there remains a wide range
of political choice as to which issues should be the focus of monitoring
attention in terms of the assessment of policy effectiveness, etc. Bennett
identifies a number of issues, which here serve simply to indicate the
extent of this choice, each of which can generate the need to establish
monitoring machinery to aid the early detection of significant shifts or
changes that are likely to affect the realization of policy, and to provide
guidance as to the alternative courses of action required in response:

impact of national economic policies and trends at regional level;
• effect of central government policy, infrastructure investment,

etc.
• government grant allocations, nationalized iadustry decisions,

etc. with a regional significance;
• impacts of major investment projects, e.g. regional airports and

new towns;
• decisions of other regional bodies with respect to service provi­

sion, employment, etc.
• nature and effect of local authority decisions;
• disparities in income, amenity, and opportunity within and

between regions;
• changes in local values and behavior affecting policy;
• technological changes and innovations.

3.2. Information and Data-Handling Requirements

Concern with such a potentially "unlimited fLeld of interest" (from the
earlier definition of strategic monitoring) suggests an equally great poten­
tial demand for information to support the monitoring function. To indi­
cate how this demand might be met, and to introduce discussion of some
of the problems associated with using such information in the implementa­
tion of monitoring procedures, it is useful to draw upon a general concep­
tualization of the monitoring process put forward by Haynes (1974). For
this purpose, Figure 4 indicates that, as part of a management function,
monitoring activities are undertaken at the interface between the "infor­
mation field" and the "problem identification" function. Haynes suggests
that the information field can be taken to represent all of the unstruc­
tured information that can be tapped and channeled through the monitor­
ing process into the management system. This information he classifies
according to the following types:

(1) information about the developing state of the system;
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Figure 4 Relationship between monitoring, the information field, and the problem
identification function (source: Haynes 1974).

(2) information about actual system "intrusions," or changes
incurred endogenously and exogenously by the system;

(3) information about proposed or potential system "intrusions";
(4) new knowledge about system processes and behavior (empirical

and theoretical);
(5) new knowledge of planning and management technology.

Haynes goes on to outline the function of monitoring activities as
being to select relevant information from the information field, analyze
and organize that information, and disseminate it to the appropriate user.
This he describes as involving the following tasks:

(1) sensing of information;
(2) screening of information;
(3) structuring of information;
(4) storage and retrieval of information;
(5) presentation and communication of information.

Most of these tasks are identical to those that may be associated with the
operation of any information system and are adequately discussed else­
where (e.g. Nijkamp 1982). However, it is appropriate here to draw atten­
tion to some of the ways in which their performance for the specific pur­
pose of monitoring presents particular difficulties or unusual require­
ments.

Earlier discussion has implied that the information requirements of a
regional monitoring system are likely to be extremely diverse in terms of
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the types, sources, spatial scales, time scales, etc. of the data employed.
This in turn suggests the need to develop a high degree of capability with
respect to the above tasks in handling not only "hard," quantitative infor­
mation but also a variety of forms of "soft," qualitative information, a topic
returned to below. Recognizing that the hardest of facts are open to
varied interpretations, some would prefer to describe all information as
"squashy" (like a tomato), since it is valuable only if handled with care and
not asked to support too much (Thorburn 1978).

3.3. Hard Information

Much of the hard. quantitative information of value for monitoring
purposes can be derived from official sources in the form of statistics pub­
lished by central and local government bodies on a regular basis. Ot~er

data may be obtained from internally produced reports, management
information, etc .. by intercepting existing flows of operational data gen­
erated in other departments or agencies, or as a result of data collection
activities undertaken by the regional agency itself. However, monitoring
shares with other analytic endeavors a number of fundamental problems
that are associated with the use of information drawn from such a wide
range of different sources. The incompatibility of the geographic areas for
which different statistical series are compiled is a common problem but, in
the case of monitoring that is directed toward identifying significant
trends, rates of change, evolving interrelationships, etc., this is com­
pounded by the collection and publication of statistics over different time
scales - monthly, quarterly. annually, etc. This raises problems as to how
such data series can best be stored and processed in order to facilitate the
study of links between different series. In this connection, in the develop­
ment of computer-based information systems to support monitoring
activities, the extension of spatial referencing techniques to accommodate
the temporal dimension requires particular attention. A data dictionary or
directory, containing not only detailed specifications of each series but
also the links between them. is an essential requirement.

3.4. The Intelligence Function

Discussion of the nature of uncertainty in planning and decision mak­
ing has emphasized the importance of the intelligence function as a com­
ponent of monitoring. This function includes the collection of qualitative
information, both hard (e.g. policies' approved. commitments made, and
events that have occurred) and soft (e.g. information on emerging policies.
proposals under consideration, assessment::: of problems, comment,
rumor, and public opinion). The sources of such information are virtually
infinite and the procedures used to sense and scan such material will
therefore need careful attention and regular review to ensure that
relevant information is channeled into the monitoring / decision-making
process. It is this need to draw on all types of information and to digest
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and translate the information into a policy-relevant form that distin­
guishes the intelligence activity from more conventional modes of data
gathering.

Qualitative information of this type, by its very nature, is difficult to
structure and process (Francis 1981). What is required is some means of
storing information so that relevant items can be extracted that relate to
a range of different concerns. Better known examples of the use of less
complicated technology for this purpose include the systems developed,
with some success but on only a modest scale, by the
Nottinghamshire/Derbyshire Monitoring and Advisory Unit (Gillis et al.
1974) and Hertfordshire County Council (Perry and Chamberlain 1977),
which feature the use of manually sorted edge-punched cards. A summary
of information is stored on the cards, holes around the edges are coded by
topic, date, etc., and a card is retrieved by specifying an appropriate com­
bination of codes. However, computer technology is providing increasingly
powerful means of storing, collating, and interrogating combinations of
statistical and textual material via the use of keywords, strings, etc., and
this promises to facilitate the efficient handling of such information. Even
so, there remain many problems relating to the establishment of the prin­
ciples on which to base the structuring and storage of this sort of informa­
tion so as to maximize speed of access while not imposing unreasonable
data capture and processing costs. In the case of hard data these costs
are often shared between user agencies, etc., but intelligence material
may well be only of value to the agency itself and will often have a very
short "shelf life" in which to pay for itself.

3.5. Setectivity in Data Assembty: The User's Case

A number of general points that have emerged from monitoring prac­
tice suggest that, in order to achieve greater effectiveness, it is more
important to increase the speed of response to, or recognition of, condi­
tions calling for action (Stamper 1973) and to increase the range of vari­
ables taken into account than to increase the amount of detail on each
variable (Wedgewood-Oppenheim et al. 1975). One of the most difficult
issues to deal with satisfactorily is the selection and screening of informa­
tion. The problem is generally not one of assembling enough information
but rather one of filtering out the overwhelming abundance of surplus
irrelevant material that, solicited or not, is typically absorbed by monitor­
ing and management information systems (Ackoff 1967).

In Chapter 3 of this book, Peters has described the ways in which the
control of information represents a considerable source of power at the
disposal of the planner. Referring to Forrester (1982), he outlines how this
power of information and misinformation can be exercised. Bracken
(1981) has also drawn attention to the need to recognize, in the develop­
ment of monitoring systems, the variety of ways in which information and
data can be used by decision makers in practice. He emphasizes the
importance of an awareness of the typical decision maker's suspicion of
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hard data, the tendency more readily to accept information that can be
easily understood or to accept the validity of certain types of information
or indicators and to reject others. R. Rose (1972) has suggested four fac­
tors that may account for lhese perceptions of relevance and that can be
treated as "costs" to be associated with the assembly and processing of
data as part of a monitoring operation.

The first of these costs is incurred in obtaining information, no
matter how readily available from published sources, taking into account
the need for skilled manpower to undertake analyses and provide selected
information in a usable form. Secondly, there is the "cost in value"
conflict. This relates to the tendency to reject information that appears to
be in conflict with the established views and values upon which past policy
making has been based or that served as justification for favored policies.
This can result in controversial matters being starved of data and, c~n­

versely, less controversial issues receiving greatest attention. The third
set of costs relates to "action," and concerns the utility assigned to new
information that may imply a disturbance of the status quo and point to
the need for "unwelcome" action. In contrast, the fourth set of costs is
associated with "inaction," and might arise if it becomes evident that
maintaining current policies or the status quo is increasingly difficult in
the face of changed circumstances. In these conditions the policy maker
may suddenly request "new information" and wish to be seen to be "doing
something."

In summary, Rose suggests that policy makers can be expected to
sanction monitoring if they perceive the utility of the information gath­
ered to be greater than the "costs" that can be set against it. Further­
more, he proposes that the most effective way of ensuring that policy mak­
ers make use of data and information, and are sympathetic to monitoring
initiatives, is to link this utility to the costs of inaction. Although the value
of new information is not always easy to assess, he suggests that monitor­
ing can often reveal the costs of inaction to policy makers, who would
prefer to be informed of impending problems rather than be accused of
lack of foresight and be blamed for failing to anticipate them.

3.6. Filtering and Structuring Data

Various approaches can be adopted to the process of filtering infor­
mation. One approach is based upon the principle of "monitoring by
exception" (Ackoff 1967), whereby data that merely confirm earlier pre­
dictions or expectations are excluded, and only "exceptions," which indi­
cate the need to modify current policies or plans, are retained and passed
on to decision makers. This introduces a risk of blocking positive feedback
and ignoring information that cumulatively might become significant
(Haynes 1974). Other approaches concentrate attention on "core" data
(Merseyside County Council 1976) or "key" variables or series, which are
judged to provide an adequate indication of "changes which are known to
have widespread ramifications in the region" (Wedgewood-Oppenheim et at.
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1975). The choice of variables used for this purpose is itself an issue that
must be kept under regular review, and Wedgewood-Oppenheim et al.
emphasize the importance of devising a suitable control system to regu­
late the mixed-scanning process. They describe such a system and outline
the principles that might assist in determining "the balance between the
degree of effort put into data collection as against analysis, and into the
routine study of areas of known relevance against investigating new
sources of possible interest."

The processing and structuring of information clearly represent cru­
cial operations in achieving a reduction in the quantity of data to propor­
tions that can be more readily absorbed and interpreted. This can involve
a wide range of methods of aggregation, summary indices, graphic tech­
niques, etc. in revealing significant spatial patterns and trends. At this
point it is appropriate to note further sources of uncertainty associated
with the use of data assembled in a regional information system for moni­
toring and other purposes. These include statistical uncertainty, which is
attributable to the necessity of deriving much information from samples of
observations that may be of widely varying reliability in terms of their
representation of the populations from which they are drawn. Another
source of uncertainty is associated with aggregation, or data compression,
whereby probabilistic variables are summarized by single or summary
measures, which are then used as key indicators to influence judgments on
policy. This represents a form of uncertainty absorption that takes place
when inferences are drawn from a body of evidence and the inferences,
instead of the evidence itself, are then communicated (Emery 1969).
Although such indicators may serve as an efficient means of summarizing a
mass of information, it is often important to retain access to the original
raw information so that it can be reinterpreted as new problems emerge
or be analyzed from new perspectives (Wedgewood-Oppenheim et al. 1975).

3.7. Policy Monitoring: Understanding the Nature of Policies

Experience has demonstrated that the way in which planning policies
are expressed can have a major influence on the extent to which it is possi­
ble for an agency to undertake accurate and valid monitoring of their
effectiveness. There are various reasons for this. Firstly, policies are
often specified in such a form that making any quantitative assessment of
achievement is difficult. This reflects the choice between setting precise
policy objectives and targets and adopting less specific or even intention­
ally vague wording that is open to a wide range of interpretation. Although
in the former case a policy may be more easily monitored, it may leave the
agency vulnerable to criticism when underachievement is revealed. On the
other hand, in the latter case the agency is able to retain fleXibility and to
make subtle changes in implementation without drawing public attention
to what in reality may be a major shift in a policy target. Thus, a quest for
clearly monitorable policies may well conflict with the desire to maintain
the flexibility of action that imprecise policy wording can provide.
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This emphasizes the need for a clear understanding of the nature and
underlying meaning of policy statements if monitoring activities are to
provide indications of an agency's performance (Bracken 1981). In this
connection Friend (1977) makes a useful distinction between policies that
set limits on expected outcomes (assuming successful implementation)
and policies that prescribe the way in which a choice of action should be
made. Floyd (1978) has noted that, in practice, many strategic planning
policies belong to the latter category and are not designed to secure
specific implementation but rather to set the context for subsequent deci­
sions, especially when the cooperation of other agencies is required to
bring about action.

It has already been described how the monitoring of this form of "pro­
gressive commitment" relies to a great extent on the assembly and
interpretation of soft "intelligence" material and therefore calls for careful
judgment and the use of techniques of data handling, etc. that are still
relatively poorly developed. Although it is generally thought that prescrip­
tive policies, which have more explicit objectives and implications, are
capable of more precise quantitative assessment, this type of monitoring
activity is not without its problems.

The use of output indicators to measure the attainment of programs
against specified targets is an approach that has been widely applied in the
planning and implementation of specific projects, and it has an important
role in what have been described above as implementation and impact
monitoring. Although central to the "control" view of monitoring, the
extent to which the monitoring of similar forms of key indicator can be
relied upon to measure the attainment of broader regional policies and
objectives is widely disputed. It has already been noted that the lack of
clarity of objectives and policies renders it difficult to isolate suitable per­
formance criteria and "in many ways the simple ratios, percentages, and
indices which have to be adopted are too gross to reflect the true complex­
ity of regional strategies" (Bennett 1978). Such criteria are better termed
"performance characteristics," as suggested by Boyce et al. (1972), rather
than being treated as true measures of attainment. In addition, it is rarely
possible to distinguish policy effects from other autonomous components
of change (Bracken 1981). Nevertheless, simple indicators are still
required to allow "the rapid and cheap monitoring of the direction, magni­
tude, structure, and dynamics of any change which is registered" (Bennett
1978). In this respect tracing changes in such indicators will be of greater
iInportance in identifying issues for closer or "higher-resolution" attention
in the mixed-scanning process than as a means of measuring the
effectiveness of policies.

The use of social indicators (Carlisle 1972) and of more complex
multidiInensional profiles (e.g. Nijkamp 1979) has received increasing
attention in efforts to increase the richness of description of urban and
regional problems. Although changes in such indicators and profiles have
proved valuable in revealing changes in the incidence of particular prob­
lems and ~onditions, again there remains the underlying methodological
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problem of isolating the amount of change that can be attributed to policy
intervention. This persistent problem limits the extent to which such indi­
cators can serve as measures of policy attainment or effectiveness. In this
connection it is interesting to nole that various attempts have been made
to relate monitoring procedures to regular or annual community prefer­
ence surveys (e.g. Mobbs 1975, Floyd 1978). The principle underlying this
approach is that effective participation programs will generate new infor­
mation aboul the public's changing perceptions of problems, priorities,
and the effects of planning policies and will therefore help to increase the
relevance of monitoring to the tackling of current social issues and prob­
lems.

Finally, on the issue of policy monitoring, in the context of uncer­
tainty about economic, political. and social changes and imperfect under­
standing of these systems, there is a need to be concerned as much with
identifying and evaluating the unintended and unforeseen consequences of
plans as with those that were intended. However, the intentions of the
original policy makers are likely to be of less significance than whether a
policy is actually working in terms of contributing to the resolution of
present-day problems and to meeting future needs.

4. Concluding Comments

This chapter has set out to review various aspects of the process of
monitoring in urban and regional planning under conditions of uncertainty
and to highlight certain issues that have particular significance when mon­
itoring is undertaken at the regional scale. In the later sections, attention
has been focused on a number of outstanding practical problems encoun­
tered in the implementation of monitoring procedures in terms of data
selection, handling different types of data, and assessing the effectiveness
of policies and plans. Of necessity the discussion has been extremely
selective and many important issues have not been more than touched
upon, such as the relationship between monitoring and forecasting,
appropriate techniques for use in analyzing monitored information, prob­
lems of communicating and presenting the results of monitoring activities,
and the location of the monitoring function within the organizational struc­
ture of the regional agency concerned. However, it is believed that a
number of the matters raised in the discussion of the topics that have
been included represent some of the key problems that require closer
examination and research in order to improve the effectiveness of infor­
mation systems for use in monitoring at the regional scale.
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CHAPTER 6

Information Systems and Uncertainty
in Planning

Edwin Hinloopen and Peter Nijkamp

1. Introduction

101

Information systems, which include modeling activities, statistical
tests, (dis)aggregation procedures, transformations, and computer pack­
ages, serve to reduce the uncertainty or lack of insight in planning and
decision making. Although these systems may eliminate part of the uncer­
tainty implied by a certain planning or decision problem, the uncertainty
will never be entirely removed (Rizzi 1982).

Uncertainty is a basic ingredient of planning and policy making, and
may lead not only to biased decisions but also to delayed decisions. Very
often decisions are postponed because of insufficient knowledge about the
consequences of a certain action. Such a delay is indeed reasonable if the
extra time is used to gather more information. If this were not the case,
the costs of delaying a certain decision might make it necessary to take
one immediately. Ideally, if no such costs were involved, it would be better
to leave open all relevant options until perfect insight had been achieved.

If a certain planned action is irreversible, the information gathered is
decisive for the long-run success of the solution to the particular planning
or decision problem. Irreversible actions require careful consideration
based on reliable information. Clearly, if no transaction costs were
involved in reversing a certain action, there would normally be no need to
postpone a decision.

Various kinds of uncertainty may occur in different stages of a plan­
ning or policy problem (a review has been made by Voogd (l983a)). A sam­
ple of modern methods for dealing with uncertainty will briefly be dis­
cussed here.

A first kind of uncertainty may emerge if decisions are to be taken on
mediurn- or long-term actions, characterized by lack of insight into the
structure of the decision problem. This means that the "decision
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environment," i. e. the available options, the political priorities, and the
expected consequences of actions, are to a high degree unknown, This is a
regular phenomenon in strategic choice problems (Friend and Jessop 1969,
Friend et al. 1974). A powerful instrument for analyzing uncertainty in
such cases is scenario analysis. This will be discussed in Section 2.

A second category of uncertainty arises if decisions are to be taken
regarding a well defined choice problem (i.e. all alternative actions or
options are known, and all judgment criteria are specified), for which, how­
ever, no quantitative results or priorities (e.g. weights) are known. That is,
only qualitative information (e.g. "yes" or "no," binary information, or ordi­
nal information) on the impacts of decisions and the priorities of decision
makers is available. For dealing with such uncertainty, qualitative evalua­
tion methods are appropriate. These will be discussed in Section 3,

Another source of uncertainty may be lack of insight into the dynam­
ics of a complex multicomponent and multiactor system, so that the
moment at which a certain policy should come into action is uncertain.
Even with a well defined decision problem, characterized by quantitative
information about the outcomes of alt.ernative actions, it may still be unc­
ertain when certain decisions should be taken. Very often a "management
by exception" strategy is adopted, whereby a certain policy will only be put
into effect if a critical threshold is surpassed. Clearly, such cases require
perrnanent monitoring, for which the so-called early warning system is
increasingly being used (Section 4).

Apart from the structure, level of measurement, and complex dynam­
ics of choice problems, another reason for lack of insight may be the in­
ability of decision makers and experts to use modern computers as learn­
ing tools in an interactive way. In the past decades a wide variety of infor­
mation systems for aiding public policy making have been designed. The
introduction of computers increased the scope and range of such systems.
Simulation models, game-theoretic approaches, mixed-scanning mechan­
isms, and learning-adaptive systems have all demonstrated the impor­
tance of modern hardware and software for decision making. In Section 5,
attention will be focused on recently designed decision support systems.

The above-mentioned methods are by no means mutually exclusive
but, on the contrary, may be complementary to each other.

2. Scenario Analysis
2. 1. General Introduction

Scenario analysis is one of the methods of prospective policy research
that have become very popular since the late sixties. Scenario analysis
may be especially appropriate in the case of unstructured decision prob­
lems with uncertain outcomes. A major difference between scenario
analysis and conventional methods of policy analysis is that scenarios con­
tain not only a description of one or more future situations, but also a
structured description of a consistent series of feasible events that reflect
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the transition from the present state of a certain system to its future
state{s).

Figure 1 shows that a scenario analysis contains three components:
the present state, future states, and paths from lhe present to the future.
Each component must be a part of the scenario analysis, olherwise the
scenario will not provide useful information for a better organization of the
choice problem. For instance, if lhere is no description of the present
situation, it is very likely that the construction of the future situations and
the paths that may lead to them will be based upon incorrect assumptions.
This is especially a danger in contrast scenarios (to be described later).

Present situation Series of connecting events Future situations

Figure 1 Illustration of scenario analysis.

Depending on the specific circumstances under which a scenario is
constructed, these components may require differing degrees of attention.
If, for instance, a scenario is constructed for a problem for which the
actual state has already been examined in detail, then evidently most
emphasis can be placed upon the two other components. On the other
hand, if the paths from the present to the future are well known, only a
brief description will be sufficient for a meaningful scenario analysis.
Finally, sometimes the future may be surrounded with so many uncertain­
ties that it is hardly possible to describe a plausible luture situation. In
such cases, the feasible paths to lhe future may be the main topic of dis­
cussion.

2.2. Specific Characteristics

Scenarios can be distinguished in four ways, according lo van Doorn
and van Vught (1981):

(a) A scenario may be either descriptive or normative. The prospec­
tive paths and pictures of a descriptive scenario are based on
the know-how developed in the pasl and present. The question
whether or not these paths and pictures are desirable is not
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raised. The first scenarios designed by Herman Kahn (Kahn and
Wiener 1967) fit this description. The cons truction of normative
scenarios is based upon the subjective ideas of the scenario writ­
ers or scenario users, who select the future paths and pictures.
The so-called Ozbekkan scenarios, as a reaction to Kahn, may be
regarded as normative (van Doorn and van Vught 1981). In prac­
tice, however, the distinction between descriptive and normative
scenarios is not very sharp. Clearly, a descriptive scenario may
also have some normative elements (sometimes implicitly).

(b) Another distinction that can be made is in the direction of the
scenario analysis. If future pictures are based upon the present
situation and future paths, the scenario is said to be projective.
On the other hand, if the future situations are determined first,
and then the paths leading to them, in fact these paths lead from
the future back to the present. The scenario then belongs to the
class of prospective scenarios. Prospective scenarios are always
normative, while projective scenarios are either descriptive or
normative.

(c) A scenario can be characterized either as a trend scenario or as
an extreme (or contrast) scenario. Trend scenarios are in fact an
extrapolation of the present situation. Extreme scenarios, on
the other hand, comprise future paths and situations that are
considered to be feasible in principle, though from the present
point of view sometimes unlikely. Both types of scenario are pro­
jective.

(d) The last distinction is between a normative scenario based upon
the preference of the majority of people and one that is based on
the preference of a small minority. The first group may be
characterized as "common opinion" scenarios, and the second as
"happy few" scenarios.

The relationships between these characteristics are shown in Figure 2.
On the basis of Figure 2, various compound scenarios can be con­

structed, each made up of features of the successive individual scenarios.
This is illustrated in Table 1, where the entries Sl,j,." indicate a blend of
characteristics of various scenarios.

It is assumed in Table 1 that state 1 is a trend, while the remaining
states, 2",., N are alternative feasible (maybe sometimes extreme) states
of the system. The (linear or nonlinear) combination of these states forms
the external boundaries of all possibilities of the system. The policy priori­
ties are represented by the common opinion I, the normative (maybe
sometimes extreme) priority scheme II ,.,., (e,g. the happy few), and the
endogenized priority responses to the external conditions (1 " .. , N), indi­
cated by XI , ... , . The latter category is by it.s very nat.ure essent.ially a set.
of descriptive scenarios.
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Descriptive

'~IA.~ Trend Extreme...
Co..

<I>
.2

~
a.
ene

Co..

Normative

T~emel\
"Common "Happy
opinion" few"

/\
"Common "Happy
opinion" few"

Figure 2 Characteristics of scenarios (source: van Doorn and van Vught 1981).

Table 1 Various compound scenarios, constructed from states S of exogenous
conditions.

Societal value
2

External condition
3 N

Common opinion
Normative priority

Endogenized priority

I
II

XI

sr,1
SIl,1

Sxr,1

sr,2 sr,N

Sxr,N

2.3. Illustration of Scenario Analysis for Regional Development

This section will discuss an example of scenario analysis for regional
development in the Netherlands (Verbaan et al. 1982), starting in 1966
when the Second Report on Physical Planning was published by the Minis­
try of Physical Planning. In this document an analysis has been made of
spatial and social developments in the Netherlands since the Second World
War. This analysis was the basis on which the expected picture for the
year 2000 was constructed, using the expected population growth and the
expected growth in welfare services as the main trends.

The results of these two assumptions indicated that there would be an
increase in leisure time, an increase in mobility, and a desire for more
spatial choice options. The spatial consequences were a large sprawl of
urban areas, a great quantity of recreation areas, and an increase in trans­
portation infrastructure. The government policy was to anticipate as
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much as possible these expected developments.
Although the report was not presented as a scenario, it complies with

the description of a descriptive (no desirable future images had been
selected), projective (the path started in the present and terminated in
the future), and trend scenario (the two major developments were extrap­
olated). Hence, this document is of the same kind as the scenarios of Her­
man Kahn.

However, a few years later the assumptions on which the forecasting
had been based turned out to be incorrect. In particular, the population
growth had been overestimated. Therefore, the report had to be revised,
and in 1974 the first part of the Third Report was published. In this note,
special attention was paid to three issues that had been neglected in the
previous document: the environment, unlimited economic growth, and the
inequity and imbalance in the development of certain parts of the country.
The results of the new analysis were published more recently in the second
and third parts of the Third Report on Physical Planning: the Urbaniza­
tion Report (1976) and the Report on Rural Areas (1977).

These documents were quite different from the Second Report. In the
first place, the relevant planning period ends around 1990. Secondly, the
document does not contain only one expected future situation. Finally, it
does not select one of those future pictures as the one that should be pur­
sued.

Several quantitative and qualitative investigations have been made in
order to design valid scenarios for this report. Forecasts have been made
of national and regional demographic developments, the demand for dwel­
lings, national and regional labor markets, and transportation develop­
ments.

The qualitative forecasts required the development of four scenarios:
a trend scenario, very similar to the Second Report; a second scenario in
which the main issues are i.ntense urban growth and a strong development
of international relations; a third scenario describing an environment­
conscious and energy-saving future situation; and the last scenario, which
focused on optimizing housing supply while improving the housing stan­
dards of the lower social classes.

The Urbanization Rf!port did not make a choice between these
scenarios, but used them solely to guide short- and medium-term policy.
The short-term policy should leave a certain flexibility, so that it does not
exclude one of these four scenarios.

The differences in scenario aspects between the Second and Third
Report are that in the later one several scenarios were created instead of
just one. The previous descriptive, projective, and trend scenario was
repeated, but also some normative, projective, and extreme scenarios
were developed. No choice between scenarios was made, though in a sense
each of these extreme scenarios may be a "common opinion" scenario.
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2.4. Formal Aspects of Scenarios
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A scenario has to be based on a set of consistent combinations of
goals. policy measures. behavioral developments. and exogenous cir­
cumstances (Grassini 1982). This can be formally described as follows. Let
us assume a set of goals y = IY], ... ,y/L of policy measures
v =Iv], ... ,vJL of behavioral variables x = !x], . . ,xKL and of exogenous
circumstances z = !z], ... ,zL l· Then a single scenario is a specific feasible
combination of Yi. v, x, and z. while a compound scenario has a nested
structure that includes feasible and consistent combinations of single
scenarios (thus including multiple goals). Figure 3 indicates the relation­
ships between y, v, x. and z.

8- i i ~(

Black box

8- ' i ~(

y

x

Figure 3 A formal picture of a compound scenario.

Clearly, the set z has to be predicted. If there is inadequate informa­
tion, alternative future states of z may be postulated, and a scenario is
then made up of a combination of alternative states of v and z. Any con­
sistent scenario has to take into account the structural relationships
betweeny, v, x. and z:

b(y,v,x.z) =0 . (1)

In the case of a compound scenario, several goal variables have to be
dealt with simultaneously, so that essentially the following multiple­
objective choice problem arises:

maxy = (y], ... ,Y/) . (2)

TogethE~r with the constraint set in (1), a compound scenario may thus be
regarded as a feasible and efficient solution of a multiple-objective pro­
gramming problem (see also Chapter 1). In this regard, an information
system should also provide insight into the specification and estimation of
the structural equations system. (1).
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3. Qualitative Evaluation Methods

E. Hinloopen and P. Nijkamp

Conflict analysis is a basic part of regional urban planning because
there are usually many actors, objectives, and levels involved in any choice
problem. Multicriteria analysis has demonstrated its problem-solving
capacity in regional and urban planning problems that are marked by
conflicts emerging from the above-mentioned sources (e.g. Nijkamp 1980,
Rietveld 1980, Spronk 1981, Nijkamp and Spronk 1981, Voogd 1983a).

Multicriteria analysis is a mode of thinking by which choice problems
with conflicting options can be structured and rationalized. Normally, two
elements are involved in the analysis: the assessment of impacts of policy
measures for all relevant alternative choices; and the determination of
sets of (political or societal) priorities.

Very often the impacts and priorities are hard to assess quantita­
tively. Therefore, qualitative (or "soft") multicriteria models, based on
ordinal or nominal information, may offer a reasonable perspective. In
this case, various methods may be employed in order to draw consistent
inferences about the ranking of alternatives (plans, projects, policies,
etc.). Only a brief survey will be given here. For more details the reader is
referred to Nijkamp (1982) and Hinloopen et al. (1983)

3.1. Expected Value Method

The expected value method assumes ordinal information for both the
impact matrix and the priorities (weights). The effects of all alternatives
judged by a certain criterion j are ranked in descending order, while the
preference scores or weights are conceived of as semiprobabilities, which
are ranked in descending order of importance. Then, for each alternative
i the ordinal impacts are multiplied with the corresponding ordinal prefer­
ence scores or weights. The alternative with the highest total score will be
selected as the best one, while all other alternatives may be ranked
according to their "expected values" (Kahne 1975).

This method is essentially a rather crude weighted aggregation pro­
cedure based on nonpermissible numerical operations on ordinal numbers,
so its use with qualitative information is questionable.

3.2. Lexicographic Method

The lexicographic method uses a classification of the evaluation cri­
teria according to a priori defined importance classes. For each criterion
j the impacts of all alternatives are also classified according to their
degree of performance into a priori defined performance classes. Next,
the alternatives are ranked by lexicographic ordering by means of a com­
bination of the importance and performance classes (Holmes 1971).

This method is fairly simple and practical, although the identification
of ordinal (or qualitative) equivalence categories is sometimes arbitrary.
Then, ordinal multivariate classification procedures might be helpful.
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3.3. Frequency Method
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The frequency method is related to the lexicographic method and is
also based on qualitative importance and performance classes. This
method assigns the successive preference scores and criterion effects to a
priori defined importance and performance classes, respectively. Next,
one may construct compound importance-performance classes by a com­
binatorial analysis of the successive importance and performance
categories. Finally, one may count for each alternative the number of
times that it falls into a compound class. Clearly, an alternative falling
often into a compound class characterized by a high performance and a
high preference may be regarded as a promising candidate in the final
rank order of alternatives (van Delft and Nijkamp 1977).

This method is also fairly simple and does not use nonpermissible
numerical operations, although it may be sometimes difficult to infer
unambiguous solutions.

3.4. Ordinal Concordance Method

The ordinal concordance method is an ordinal variant of the set of
quantitative concordance (or Electre) methods. This method is based on a
pairwise comparison of alternatives. Two indicators are calculated: the
concordance index, an aggregate preference score for those criteria by
which a certain alternative performs better than all others, and the discor­
dance index, an aggregate discrepancy index for those judgment criteria
by which a certain alternative produces worse results than all others.
There is a wide range of ordinal concordance methods, characterized by
their use of different concordance measures (depending inter alia on the
use and specification of weights) (van Delft and Nijkamp 1977).

This method is fairly popular, especially in the French evaluation
literature, although numerical problems may arise in the aggregation of
ordinal scores during the pairwise comparison.

3.5. Permutation Method

The permutation method is also based on ordinal rankings of the
information on impacts and weights. Its main emphasis is on the extent to
which each alternative i supports the hypothesis that this alternative dom­
inates all others. The method is based on a permutation of all possible
rankings for all plans; it attempts to identify by means of a simultaneous
analysis of weights and performances a certain ranking that is most prob­
ably in agreement with the above-mentioned hypothesis (Mastenbroek and
Paelinck 1976).

This method uses a fairly complicated procedure, in which problems
may emerge because of the large number of permutations, less
comprehensible statements about probable rank orders of alternatives,
and less clear interpretations of weights during the permutations.
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3.6. Metagame Method
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Metagame analysis can be interpreted as a specific game-theoretic
method designed for qualitative (usually binary) information. This method
is particularly relevant in the case of conflicting views among policy mak­
ers or judges evaluating alternatives. It is based on assigning a value of
either zero or one to particular options in order to indicate whether or not
an option will be accepted by the policy makers. Next, a combination and
comparison of various options of the policy makers may lead to the
identification of a compromise solution that is acceptable for all involved
and that is marked by stability conditions according to a qualitative
min-max criterion (Hipel et al. 1976).

A limitation of metagame analysis is that it is usually only based on
binary information, so that no complete ordinal rankings are taken into
account. In addition, the various steps of the compromise procedure are
not always unambiguous.

3.7. Eigenvalue Method

The eigenvalue (or "prioritization") method is based on a matrix of
pairwise comparisons of alternatives, which is constructed such that the
matrix elements represent the dominance of one alternative over another
with respect to a specific comparison criterion. Next, this priority prob­
lem may be transformed into an eigenvalue problem by means of ratios or
weights, so that a vector of rela tive cardinal weights of the alternatives can
be determined. This eigenvalue priority model is particularly suitable for
deriving a cardinal judgment scale that may then be used in qualitative
multicriteria analyses (Blair 1978).

The eigenvalue method is, strictly speaking, not an evaluation
method; usually a complementary analysis is necessary. A drawback of
this method is its uncritical interpretation and transformation of qualita­
tive weigh ts.

3.8. Multidimensional Scaling Method

The multidimensional scaling method is particularly appropriate for
ordinal data problems. This method transforms ordinal data into cardinal
data so that the new cardinal configuration agrees as much as possible
with the initial ordinal rankings. A variant of this method can also be used
to transform both the ordinal impact matrix and the ordinal weight vector
into cardinal information, so that finally a set of quantitatively weighted
results of alternatives is obtained. These results may allow a ranking of
alternatives according to their aggregate performance.

The multidimensional scaling method is a fully operational method
that uses no unpermitted mathematical operations on ordinal numbers.
Drawbacks, however, may be its fairly complicated computational algo­
rithm, and the sensitivity of the results to the initial configurations and to
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the number of dimensions chosen a priori. In addition, under certain cir­
cumstances no unambiguous conclusion can be drawn, as sometimes mul­
tiple rankings of alternatives are in agreement with the original ordinal
data input (Voogd 1983a).

3.9. Regime Method

The regime method is a recently created qualitative multicriteria
technique. The method was originally developed in the area of soft
econometrics and categorical data analysis in order to take account of
ordinal data in econometric models.

The essence of this approach is again a pairwise comparison of all
alternatives by each criterion j. By assigning binary numbers to the
results of the pairwise comparisons (according to whether a certain out­
come is higher or lower than another), a long binary matrix of "regimes" is
obtained. The same may also be done for the elements of the weight vec­
tor. From a combination of the information from both the regimes and the
ordinal weights by a successive permutation procedure, the relative values
of plans (Le. the most likely ranking of alternatives) may be inferred
(Nijkamp 1982).

This method, which has been tested in a few case studies, is a simple
and easily comprehensible technique with many possibilities.

The provisional conclusion from this section is that information sys­
tems yielding only qualitative (ordinal or nominal) information are still
important, as many methods exist that are able to take account of such
information. They have found applications in many empirical regional
planning problems in various countries.

4. Planning Conlrol and Early Warning Syslems

One of the main difficulties in designing information systems is that
the planning process and the computer technology that supports it are
evolving in a rapid and interdependent way. Therefore, it is unwise to
design an information system exclusively for a given planning process; the
planning process should also be oriented toward the new technology on
which the information system is based.

Rosove (1967) identifies two main alternatives in designing an infor­
mation system: design the system in one step; or design the system step­
by-step, with each step more elaborate than the previous one. He also dis­
tingUishes between two different approaches:

The inductive approach: the technology of the existing information
system is updated without changing the information system.
The deductive approach: the planning process is completely
redesigned on the basis of its goals and opportunities for their
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achievement. For this approach the new information system should
be developed.

If the information system is to be designed for a stable, simple, and
closed system, the one-step, inductive approach would be sufficient. How­
ever, since "urban systems are notoriously dynamic, complex, and open,
their aims and objectives are difficult to identify, they are difficult to
analyze and their performance is difficult to evaluate, and they are
managed by many people whose altitudes sometimes seem regressive in a
time when change is inevitable" (Willis 1972, p.15), the iterative, deductive
approach is more appropriate.

Rosove (1967) also suggests an iterative approach for the planning
process, the first and simplest stage being an experimental model or pro­
totype of the planning process to be designed. This approach needs a
description of the planning process served by the information system The
planning process operates in a structure that can be considered as a net­
work of arrows and nodes, as shown in Figure 4: the arrows represent the
information channels and the nodes represent the decision points. The
monitoring function, the policy design function, and the policy-testing
function form the planning control process.

This planning control process has, among several other difficulties, to
deal with a great amount and variety of uncertainty (see Section 1): uncer­
tainty about societal values, and uncertainty about the effects of related
decisions or about the environment and its future (Friend et al. 1970). To
reduce these uncertainties one can use an early warning system. (Dickey
and Walts 1978).

At least four phases of an early warning system can be distinguished
(Dickey and Watts 1978): (1) development of conceptual relationships; (2)
collection of data; (3) screening and evaluation of the data; and (4) estab­
lishing of thresholds.

4.1. Conceptual Relationships

The first step is to make a rough selection of the data to eliminate
redundan t information - AckotT (1967) indicates the risks of inefficient
management caused by redundanL information. Data can be selected by
creating a conceptual model of the factors and relationships under study
(Dickey and Watts 1978). If the major variables and their connections can
be identified, the input data can be accepted or screened out according to
their relevance to one or more of these factors or relationships. This can
be achieved by the following procedure: consider the main inputs for the
relationships between the variables; draw a graph of these (quantitative)
relationships; make a more detailed description of these relationships, for
instance by measuring them (if possible). The concept.ual relationships
can help to reduce the uncertainty about the effects of related decisions
and about the future effects of the decisions that are taken.
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4.2. Collection of Data

E. Hinloopen and P. Nijkamp

Dickey and Watts (1978) distinguish next between three data sources
that are relevant to an early warning system: experts in particular fields;
the literature; and information systems.

4.2.1. Discussion with experts
At first a selection of experts is made, based on the field under study.

They are consulted every two months and have to answer questions about
the following subjects (Dickey 1976): recent changes in the area of con­
cern; short-term trends; and long-term trends. They are also asked to give
their opinions about the implications of possible future decisions. These
views offer the possibility of reducing uncertainty about the environment,
about societal values (recent changes), and about the future effects of
decisions that are to be taken. Consultations every two months make it
possible to adapt the planning control process rapidly and effectively to a
new situation.

4.2.2. Direct search of literature
This can be regarded as a method of discovering developments and

trends in parts of the field under study that do not lie at the center of dis­
cussion.

4.2.3. Use of infOT'Tnation systems
Dickey (1976) suggests a broad information-gathering procedure that

includes reading relevant journals, trade magazines, newspapers, etc. He
advises placing emphasis on statistical information on past events, and
short- and long-term forecasts and implications.

4.3. Screening and Evaluation of Data

The collected data should be listed at regular intervals to make a
functional classification. From this list the redundant information can be
screened out. At this stage the data can be evaluated. The results of the
evaluation can be used to determine the implications of apparent trends
and patterns, and to create short- and long-term projections in order to
reduce the uncertainties about the effects of related decisions.

4.4. Establishing Thresholds

The aim of this phase is to find to what extent a change in a particular
situation does not affect the attitudes of people concerned, especially
experts and appointed officials. The threshold setting can be determined
either by discussions with the persons involved, or by confronting these
people with an actual decision situation and asking them whether actions
are required in the near future or not (this may also be based on a retro­
spective investigation of time series).
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These lour phases constitute the early warning system. It is evident
that several kinds of uncertainty can be treated by such a system, espe­
cially those with dynamic aspects (Voogd and Hamerslag 1981). Early
warning systems were originally developed for small-scale or business
problems bul evidently have applications for the decision-making process
in regional and urban planning as well. They are particularly useful for
making process decisions.

5. Decision Supporl Systems

The increased use of compulers has led lo a shift in planning tech­
niques for public policy making. However, the increase in man-computer
inleraction may lead lo flaws in decision-making procedures because at
some stages choices might be made on a more intuitive or opportunistic
basis. In addition, the information provided by a computer cannot always
be surveyed Therefore, it is essentiallo pay attention to improvements in
communication belween users and analysts. In this respect, computer
carlographic methods and decision support systems may be important in
regional and urban planning. Clearly, this would also require an adjust­
menl of planning theory to lhe potenlial of fast communications and
interactions in planning problems. The development of microprocessor­
based communicalion systems for transmission of information will no
doubt affecl lhe geographic dislributions of economic activities and work
places.

Although many decision aid systems used to be fairly rigid in their
operalions, procedures, and programs, there is nowadays a tendency
toward more user-friendliness and flexibility (Fick and Sprague 1980,
Bonczek et al. 1981). In particular, decision support systems appear to
offer a rich polential (Ginzberg et al 1982).

In decision supporl syslems it is assumed lhat the quality of a deci­
sion and lhe impacl of its implementalion are strongly determined by the
relevance, nature, and qualily of lhe information used. Decision support
systems are, unlike management information systems, not especially built
for daily rouline or operaling decisions, but lor nonprogrammed choice
problems, stralegic decisions, or ad hoc problem-solving activities. Thus a
decision support system may be defined as an automated information sys­
lem for supporting slrategic-level decision making in public administra­
tion, based on nonmachine inleractions and designed to provide relevant
information for less structured choice situations. Such a system may be
useful in all slages of a planning problem: exploration, definition, design,
generation of alternatives, evaluation, and selection. For each stage, a
decision support syslem may concentrate on data collection, data
transformation, and dala presentation (Keen and Scott Morlon 1978, Keen
and Wagner 1979, Young 1983, Voogd 1983b).

A decision support syslem is particularly suitable for indicating the
consequences of inluitive views or subjective considerations in
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semistructured judgment problems (Brookes 1981, Klein and Manteau
1983). Hence decision support systems may find the following important
applications:

retrieval of data on a selective basis
• transformation of rough data into condensed and structured

information
linkage of internal and external data bases
use of models and statistical techniques for impact analysis
use of heuristic problem-solving methods (e.g. methods based on
artificial intelligence)

• inclusion of qualitative data or adaptive decision rules.

Decision support systems may be used in various choice and decision
situations, such as design and scanning of survey data, compromise strat­
egies in conflict analysis, generation of alternatives, scenario analysis, and
econometric and statistical (qualitative and quantitative) impact modeling.
Manola (1980) has listed the desirable features of an interactive decision
support system: such a system should be able

• to construct reliable models for business decisions
to retrieve data from a data base in an adequate manner

• to apply various types of special-purpose software packages in an
efficient way

• to specify a user-oriented format of the output of an analysis or
retrieval
to identify for users the data and software tools that are avail­
able to solve semistructured problems

• to produce textual, numerical, and graphic output (charts, pic­
tures, video displays, etc.)
to provide a human-engineered computer interface for decision
makers
to monitor specified conditions and to signal their occurrence

• to provide access to other large data bases
• to provide effective communication facilities when there are

several decision makers interacting
to simulate results and effects in an efficient way.

Decision support systems may be used in a wide variety of manage­
ment and policy problems in both private and public organizations (Dick­
son 1983). Their user-friendly nature may lead to improved decision mak­
ing, an extension of intellectual capacity in the form of more nonpro­
grammed decisions, and a provision of agreement between achievable and
desirable effects of decisions. According to Fox (1983) such a user orienta­
tion requires accessibility, extensibilily, and consistency from an
automated decision support system.
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Several computer languages have been developed specifically for deci­
sion support systems, notably APL and PROLOG. APL is a very efficient
language with brief codings, but is less user-friendly for nonexperts (Klein
and Manteau 1983). PROLOG is more flexible and was designed in the area
of artificial intelligence (Coelho 1983). It is especially powerful because of
its extensibility (the ability of programs to adjust themselves to lhe user's
desires).

Finally, it should be noted that the decision support system is a new
tool in private and public planning problems. It has not yet reached full
maturity, so one has to be cautious in judging its potential. Some flaws
are: lhe user's dependence on techniques in making decisions, the poten­
tial abuse of decision support for the legitimation of predetermined deci­
sions, the mechanization of public decision-making processes and the con­
sequent decline in influence of informal interest and action groups, and
the complexity of decision structures in public agencies.

Despite these limitations, decision support systems should result in
improved decision making, since they may lead to a rationalization of com­
plex choice problems, efficient use of all relevant quantitative and qualita­
tive information, and rapid production of results in interactive strategic
decision making in public institutions.

6. Conclusions

Information systems should increase the level of knowledge of
phenomena in a planning and choice context. In the process mode of plan­
ning, adaptive information systems have to incorporate disaggregate infor­
mation (even in a qualitative sense) on the objects of planning, especially
regarding their medium- and long-term evolution. Consequently, the
organizational and institutional framework of the planning process (includ­
ing feedback mechanisms) has to be reflected in the design of information
systems. This is one of the most serious faults in the design and use of
information and monitoring systems. Several of the methods mentioned in
this chapter are intended to cope with these faults, as they are based on
the assumption that informalion systems have to provide insight into the
complex, dynamic, qualitative, interactive, and often discordant nature of
planning and policy problems. Structural uncertainty about future stages
of a complex system can never be removed, but systematic ana.Iysis of
(single and compound) images of an uncertain future aid the rationaliza­
tion of choices for the future. Analogously, a systematic use of soft data
and evaluation methods, of disaggregate monitoring and early warning sys­
tems, and of decision support systems may enhance the effectiveness and
success of regional planning efforts.
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CHAPTER 7

Regional Information Systems
in Centrally Planned Economies

P. Dujnic, B. Issaev, t and D. Slimak

1. Characteristics of Regional Development Planning in
A Planned Economy

121

In countries with planned economies the understanding about the
value of space in planning social and economic development has been
based on economic theory, and on the principle that all social phenomena
have a common purpose: to achieve a higher material and cultural level for
the whole population. Economic theory thus underlies the unification of
the sectoral and spatial aspects of production as well as the allocation of
common work to different sectors and areas. In this way it is recognized
that regions are systems with differentiated structures, and that their
relationships are the source of contradictory tendencies under the condi­
tions of a planned economy.

In countries with highly concentrated economic activities and inten­
sively utilized territory, the regional conditions themselves influence the
formation of a rational sectoral structure within the national economic
framework. Conversely, the development of regions is determined not only
by regional needs but also by the character of the national system or of a
supranational economic configuration, such as the Council for Mutual
Economic Assistance. The planning of regional development is thus not an
isolated activity but constitutes part of the national economic plan. This
plan decisively regulates the entire production process and determines
the development of and relationships among regions.

The regional aspects of the national economic plan are implemented
through rational distribution of productive forces, economic activities, and
physical funds so that:
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standards of living in regions with different social and natural
conditions are balanced with each other (the criterion of social
equilibrium);
natural and economic resources are rationally utilized for an
efficient development of the whole national economy. and the
optimum conditions for economic activities are fulfilled (the cri­
terion of economic equilibrium); and
natural and man-made conditions are balanced and an optimum
living environment is created (the criterion of ecological equili­
brium).

The criterion of social equilibrium expresses the basic social and po­
litical aims of the society. that is. the desirable organization of social
structure (e.g. by sex, nationality, and profession) or the desirable
changes in life-style and the conditions under which these changes can
take place. The aims of social development in individual regions are
derived from the requirement to create social equilibrium among regions.
These aims are expressed in the form of prospective standards of living.
The criterion of social equilibrium applies to the long term and hence
defines the limits to the allowable consequences of applying the other two
criteria.

The criterion of economic equilibrium expresses both the main stra­
tegic and short-term economic aims of regions and the conditions for
interregional integration. The criterion can also be expressed syntheti­
cally in the form of regional economic profiles (economic functions). The
aims of the economic development of a region cannot be derived solely
from an isolated set of internal conditions, in spite of their undoubted
significance. since these may accelerate or restrict the formation of the
economic profile. Because regional economic activities occur in economic
systems that are not limited regionally, the profile (production function)
can be specified only within the context of economic sectors. the economy
of the state, and the supranational economic system.

The economic profile (economic function) of a region specifies how the
economic activities in various sectors should interact in order to realize
the potential of production, using the common productive. technical. and
social infrastructure.

The criterion of ecological equilibrium reflects the society's aims for
developing and protecting the liVing environment. The exploitation of land
in a number of regions causes criticism about the quality of the environ­
ment. If the ecological equilibrium is to be preserved. expensive measures
must be taken. To apply this criterion, limits to the development or struc­
ture of the economic base and density of population are specified.

These three proportionality criteria decide each region's share of the
overall economic structure and must be applied when planning the
development of different sectors, when considering interregional relation­
ships. and when planning the development and internal organization of
individual regions that are functionally differentiated. Therefore. it would
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be logical if, in the majority of countries, regional planning were intro­
duced in addition to territorial (i.e. local or intraregional) planning, which
has been the traditional means of implementing communal policy. At
present, regional and territorial planning is used by the state for regula­
tion and coordination of economic units organized according to sectors.
Coordination within the regional economic and spatiotechnical framework
may be characterized as a subsystem of the unified planning and manage­
ment system of the society.

Within this system, regional planning has the following functions:

to evaluate the economic and social levels of each region;
to specify the development of basic functions in each region
according to its particular resources and conditions;

• to provide economic and social balance in the organization of the
production and nonproduction sectors and to regulate the
development of dwellings;
to regulate the distribution of individual production sectors and
activities to ensure the efficiency of territorial specialization,
cooperation, and management of production;
to ensure that labor resources and shortages are balanced, espe­
cially with respect to profession, age, and sex, and that popula­
tion migration is regulated.

Territorial planning has the following tasks:

• to specify the functions of each territory, determine its optimum
organization, and set the principles for its long-term develop­
ment;

• to specify areas for individual economic and social schemes, and
to describe how these schemes should be realized;
to specify any necessary decontamination, recultivation, or
reconstruction and to specify how the territory is to be pro­
tected;

• to specify where services should be located and to establish prin­
ciples of town planning according to which projects should be
carried out;
to suggest rules fOT coordinating construction, with respect to
the type of construction and construction priorities.

Regional planning plays the more significant role in the solution of
interregional relationships and in the specification of the economic func­
tions of regions, while territorial planning is more concerned with the
organization of the internal functioning of regions and with the organiza­
tion of town planning from the point of view of dwelling units.

The different functions of these two levels of planning are reflected in
their institutional organization. The central bodies of the state adminis­
tration (the central planning bodies. ministries. and top local authorities
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of regions or areas) are responsible for regional planning, while territorial
authorities of the state administration are responsible for local planning.

Despite the creation of appropriate methodological, legislative, and
institutional conditions for managing regional development, comprehen­
siveness in planning aelivities has remained the crucial problem. The
increasing complexity of the managed objeel on the one hand and the level
of current technology and methods employed in planning and decision
making on the other hand make it difficult for economic practice to over­
come the "resistance" of some factors that retard regional and territorial
planning.

One such faelor is the acceleration of technical progress, which
makes the innovation cycle shorter in the majority of sectors. The period
for which a set of sectoral goals is defined, and which is needed for the
evaluation of their effeel upon regional development, is necessarily
reduced. During the development of long-term regional and territorial
plans, this fael is manifested as a lack of information about the develop­
ment of a given seelor. There is a tendency to prolong the period of the
planning forecast, which results in a negative attitude from the sectoral
authorities, and the data obtained in this way have little value for long­
term planning. Long-term regional and territorial plans supported by such
information lose their basic conceptual charaeler that would guarantee
the comprehensiveness of decisions on localization of economic activities,
and therefore the expected efficiency of territorial planning is reduced.

Attempts have been made to solve this problem by changing the
methodological approach to long-term planning as well as by changing the
technology and methods of decision making. While the first solution
underlines the tendency of planning support data to vary, the second sug­
gests that new methods should be introduced into decision making.
Methods that imitate planning support activities would, after a short time,
make it possible to evaluate the effect of local goals upon interregional
social and economic relationships and upon the future social structure and
economic base of a region.

Since 40-45% of activities performed during the development of
regional and territorial plans (and as many as 70% in the preparation of
decisions) involve collection and processing of information, it becomes
clear that more progressive approaches to planning reqUire more rational
and efficient handling of information. This could be done by means of a
data base that would make possible rapid processing of relevant informa­
tion that has previously not been standardized in most cases.

Regional and territorial planning, as an interdisciplinary activity,
requires the cooperation of a large number of research and planning
organizations and state administrations. The compleXity of this coopera­
tion is multiplied particularly by the organizational and territorial disper­
sion of decision-making activities. Despite the fact that their links with
one another are specified by legislative standards and methodological
measures taken by the central authorities, the technology of their interac­
tion has not yet been developed so that all relevant information can be
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exchanged wiLhin the necessary time scale.
Since a comprehensive system cannot be created by a simple concen­

tration of decision-making activities, one has to search for the solution in
the methods of information processing and in the organization of informa­
tion flow, by integrating information systems and by supplying information
in a better way. More comprehensive decision making thus requires sub­
stantial, qualitative changes in data-processing technology.

2. Some Problems in the Development of Regional Information Systems

Although regional and territorial planning in the majority of countries
with centrally planned economies is carried out by relatively autonomous
management systems, its success depends upon the interaction and
achievement of higher integration of these systems. The interaction of
regional and territorial planning activities, as well as their links with
management systems of individual sectors, takes the form of information
exchange. Planning-oriented information systems are the best means of
integration. The long-term aims, therefore, must be the creation and
application of an integrated information system for the planning and
management of both regional and territorial development. However, a lot
of methodological and technological problems must be solved in the pro­
cess. A few of them will be discussed here.

2.1. Unification and Utilization of Data Sources

The data necessary for processing the planning-oriented information
itself are typically obtained mostly from external sources. The planning
system itself produces data on the planned development of the region and
on the arrangement of its settlement structure. Other data, describing
the natural, economic, social, and technical conditions of a region, are of
the character of external data and are distributed in methodologically
heterogeneous sectoral information systems. The process of acquiring
external (primary) data is influenced by the heterogeneity of data base
content, the number of organizationally independent data sources and
users, and the spatial dispersion of these sources and users.

2.1.1. Heterogeneity of data base content
The basic problem in the development of a regional information sys­

tem is the creation of methodological, organizational, and technical tools
that allow data flow from sectoral information systems, and the construc­
tion of a homogeneous data base. The apparently simple solution is to col­
lect, for individual planning bodies, the required data stored in the sec­
toral information systems. Thus, by a transformation of content and form,
relevant aggregated information can be created ad hoc. Such approaches
are applied on a large scale in present-day planning and management.
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From the point of view of applying more effective methods of regional
planning and management, such an approach has several problems:

extra work is created for some individuals in data collection and
processing;
continuous updating of files cannot be ensured in practice;

• files are not created sufficiently promptly to suit the users'
changing needs;

• the successful use of aggregated data on a broader scale cannot
be ensured because the rules of data transformation, with
respect to content and form, are often unknown;

• transformation and transfer of data from sectoral information
systems for a narrow circle of users is laborious and expensive.

The basic presumption behind the creation of a uniform data base is
the utilization of the information networks of lhe individual sectors. Spe­
cial methods, such as coding, facilitate the transformation and transfer of
data from these networks into the data base of the regional information
system. However, the use of classification and coding systems as data con­
verters has a lot of disadvantages. For example, these systems are con­
structed to perform a particular classification of the phenomena under
review. If these phenomena undergo quick changes, their stability is
affected and since the coding system functions as a converter, the
assumed information flow is interrupted.

Another problem, which is a frequent source of error, is that the
arrangement of phenomena in a particular classification in the regional
information system has to be carried out by reporting units in the individ­
ual sectors. These units may operate by different criteria. If there is a
great number of reporting units and if there are ambiguous interpreta­
tions of the contents of the classification systems, an inaccurate and
incorrect arrangement of information takes place, and thus the integra­
tive and methodological properties of the data base are weakened.

The data links between the regional information system and lhe sec­
toral information systems can be stabilized by matching the variables
characterizing the natural, technical, economic, and social conditions with
identifiable elements in the sectoral and regional complexes. For natural
and technical conditions this is no problem, because the common ele­
ments are localized, and their locations can be identified in the sectoral
accounting system as well.

A more complicated theoretical and practical problem is the determi­
nation of common elements in economic and social phenomena. Social
and economic processes are connected with organizational structure and
characterized by indicators that have no spatial features. However, it is
possible to identify elements of these processes that represent individual
social and economic activities. These elements can now be identified by
means of planning-oriented facilities and locally detached performance
units (LDPU), ranging from a whole plant to a work unit. Planning-oriented
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facilities may thus be represented by variables expressing the state and
dynamics of social and economic processes. The base of common ele­
ments thus created makes it possible to unify the sectoral and spatial
aspects in the planning of production. Permanent identification numbers
are assigned to individual LDPUs to allow the transfer of data between the
sectoral information systems and the regional information system.

The practicability of this method is proved by the efforts of several
countries with centrally planned economies (e.g. Czechoslovakia, Hungary,
and the German Democratic Republic), which have already created LDPU
registers. The main problem is to define an LDPU in such a way that it can
be applied to all sectoral systems. It has also become evident that the
creation and maintenance of LDPU registers is laborious and expensive,
especially if they are only used by a small number of people. It is, there­
fore, necessary to broaden the social usefulness of such a tool.

2.1.2. SpatiaL and organizationaL dispersion oj data sources and users
Since a regional information system will be constructed in an inhomo­

geneous organizational environment, an important problem to overcome is
the spatial and organizational dispersion of the data sources and users
(Figure 1). At the same time, several user requirements should be met:

Data
sources

Information
users

Figure 1 Spatial and organizational dispersion of data sources and users.
Characteristics: causal connections and information rustle.
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to create and supply only lhe information lhat is necessary for
the particular planning activily, the information having a form
adequale for the techniques used in planning and decision mak­
ing;

• to increase the user's cerlainly of information relrieval by
ensuring the stabilily of the information channels;

• to shorlen lhe time between lhe demand and lhe supply of infor­
malion.

The solution of a problem depends upon the choice of organizational
means and lechnical tools by which primary dala wilJ be collecled, as well
as upon the concenlration of data in the available dala base and the pro­
cessing and delivery of information.

Fulfillmenl of the above-menlioned demands enlails, first of all,
compression of the information array and lhe creation of permanent infor­
mation channels lhat would, in lhe case of a greal number of information
sources and users, exclude lhe presenl causal connections. Dala concen­
trators would also be needed as basic organizational unils between lhe
users and lhe sources. Their functions would be:

• to mainlain permanent connections wilh lhe dala sources (or to
seek new dala sources);

• lo ensure lhe extraction of data from external (sectoral)
sources;

• to create a standard primary data base for lhe regional informa­
tion system;

• to present information about the conlents and structure of the
primary data base or about the users ("melainformation sys­
tem");

• to select data according to the users' requirements and to
ensure their transfer into regional and territorial planning­
orienled data bases.

Even with data concentrators lhe problem of lransforming data is not
yet solved, unless the user can make his own interpretation of the avail­
able data. The transformation of data into planning-orienled information
depends on the user acquiring skills in computer techniques. AILhough an
ideal state of automation will probably never be achieved, work connecled
with data analysis and information creation must, from lhe poinl of view of
organization as well as location, be broughl nearer to the user. When there
are many users il is possible lo apply this principle only by introducing
distributors, in the form of lerrilorially organized planning-oriented data
bases, into the dala flow (Figure 2).

To observe the principle of inlegration under a planned economy, lhe
regional information syslem must be organized as a unified national sys­
tem with data concentralors and planning-oriented data bases in the cen­
tral bodies as well as in the regional or local planning bodies.
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Data
sources

129

Information
users

Data
concentrators

Data
distributors

Figure 2 Hierarchy of sources and users. Characteristics: stable information
channels, certainty of obtaining information, initial information rustle, and auto­
mation of data processing.

2.2. Structuring Demand and Provision of Information

Demand for information is characterized by content, time, goal. sub­
ject, and type of user. In practice, only those parts of information systems
that are associated with standard and administratively regulated pro­
cedures of planning are well adapted to lhis demand structure. In addi­
tion, if long-term development of a regional system is considered, "slow"
components of the system become more important; examples are the
changing potential of natural resources, long demographic waves, ecologi­
cal changes, shifts in technology, and fundamental changes in national and
supranational systems. As a rule, these components are not covered by
the traditional information systems of national planning and statistical
services. They may be the subjects of specialized systems, but there is
then a problem of how to use the information in the context of comprehen­
sive socioeconomic analysis and planning. As for the time dimension,
regional information systems concentrate on the short term or, to a lesser
extent, the medium term. Existing information systems also do not have a
sufficient regional orientation; sectoral and national views are
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predominant.. Planners, economists, and information analysts in socialist
countries are examining how information systems can be made flexible and
diversified enough to respond to changing structures of information
demand, or even of management., and how to complete them with informa­
tion on changes in "slow" variables. Qualitative information, information
on objectives, and issues of uncertainty are among the topics of discus­
sion.

The elements of the matrix in Figure 3 show the most important logi­
cal links for a planning-orient.ed information system.

Planning and management Real systems
Stocks Flows

E > .S:!... c: ..:E Ql § Ol... 0 .- '" .S:! '" -g a....
E coQl Ql co "0 ~ ~ E.~ co ~ ~... ... c: c: Ql.:. ::J C, .2 .Q co ... c: g':s g.~ ~ 0 g'...
"i

::J c: ..:
0 c: ... Ol <.> ... co <.> coSlo·;:;<.>Eco

..: .3 co Ql .3 co Ql
6eJ:l~~~iien :::2: z II: Z :::2: t-

1 2 3 4 5 6 7 8 9 10 11 12
Short-term 1

'Be:
Medium-term 2 2.1

co Ql Long-term 3 3.2OlEc: Ql.- Ol National 4 4.1 4.2 4.3c: co
c: c:
co co

Regional 5 5.1 5.2 5.3 5.4O::E

Local 6 6.1 6.5

'" Nature 7 7.2 7.3 7.4 7.5
..><:
<.>

8 8.2 8.3 8.4 8.5 8.6E Man
en

en Technology 9 9.2 9.3 9.4 9.5 9.6 9.7E
Ql... Changes in 10 10.2 10.3 10.4 10.5 10.7'">en resources
] en

Economic 11 11.1 11.2 11.3 11.4 11.5 11.6 11.7 11.9II: 3
.2 activitiesu..

Social and 12 12.1 12.2 12.3 12.4 12.5 12.6 12.8 12.9 12.11
demographic
changes

Figure 3 Links for planning-oriented information systems.

Long-term planning of regional development is a prerogative of two
levels of decision making, national (4.3) and regional (5.3). The informa­
tion system should ensure coordination between these levels (5.4). The
regional level also needs coordination with the subregional level (6.5). Of
crucial importance for long-term planning is information about stocks of
slow components of the regional system, such as climatic conditions, the
biological potential of the territory, mineral and other natural resources
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(7.3), population and its structure (8.3), the technical and social infra­
structure, and the stock of capital (9.3). This information should also be
linked with medium-term planning (7.2, 8.2, 9.2) and delivered, in the form
of integrated medium -long-term models, to national (7.4, 8.4, 9.4) and
regional (7.5,8.5, 9.5) planners.

For long-term planning and forecasting at the regional level the con­
cept of flows is highly important for integrated analysis, since it introduces
linkages between elements (nodes) and allows the representation of the
regional system as an oriented Euler graph, with its high potential for
analysis of systems with essential feedbacks. Traditionally, this form of
information covers economic activities (flows of goods and income) and
some demographic activities (migratory phenomena). Two additional
areas of flow information are required: changes in the regional potential in
mineral and other natural resources, and changes in the main elements sf
social and demographic structure. These linkages are marked in the
matrix by elements 10.2, 11.2, 12.2 and 10.3, 11.3, 12.3. Information on
flows of natural resources, goods, income, and capital should be presented
for use in planning in such a form that medium- and long-term aspects are
linked together.

Short-term planning and operational management now generate most
demand for information. These needs are not isolated from medium-term
requirements (2.1), as they exist at all three levels of planning (4.1,5.1,
6.1). The information content for short-term planning covers mainly
current economic activities (production and use of social products, con­
sumption, capital formation, market activities, prices, distribution and
redistribution of incomes) and short-term changes in the social and demo­
graphic spheres (migration, employment, education, social services, social
capital, etc.). But short-term planning-oriented information systems
should also be consistent with medium- and long-term economic and
sociodemographic processes (11.2, 11.3 and 12.2, 12.3). Users at different
levels of planning (10.4 to 12.6) should be supplied with integrated infor­
mation in which processes with different time horizons are linked
together. This is essential for the proper representation of the different
dynamics of the elements of a regional system.

Matrix elements 10.7, 11.7, 11.9, and 12.9 represent situations where
integrated accounting principles linking stocks of resources (column 7)
and capital (column 9) with economic and social flows are warranted for
planning purposes. Social accounting should also be linked with account­
ing for economic flows (12.8).

This simplified scheme gives grounds for some observations on the
methodology relevant to adjusting the development of regional information
systems to the needs of long-term regional planning.

(1) In order to relate information systems to the real regional system
(rows and columns 7-12) it is important to apply a phenomenological
approach and to emphasize the interdependences between elements of the
real system in terms of their stocks and flows.
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(2) The completeness of the description of the system, including its
diverse character and dynamic properties, is of crucial importance in
improving regional information systems.

(3) To relate information systems to planning there should be
selected goal-oriented spectra of information on links between stocks and
flows to satisfy the needs of local, regional, and national decision makers.

(4) The organization of planning activities, the distribution of respon­
sibilities between national, regional, and local authorities, and the formula­
tion of goals cannot be considered as entirely exogenous for the develop­
ment of information systems. They evolve with an increasing degree of
understandinB of the real system. Thus, there is a two-way relationship
between planning and information.

2.3. Information Systems for Integrated Planning

An extremely important function of information systems, with respect
to planning and decision making, is integration. Irrespective of whether
the plan is a set of coordinated projections for various aspects of the
socioeconomic system, it is essential that the results of all decisions are
consistent in the real system. If an information system is well organized,
even isolated decisions can be checked for consistency.

Although the modeling of causal relations between the components of
the system in question constitutes the main tool for integrated analysis
and decision making, much more could be achieved, especially where
models are not involved in the planning procedure. The principles and
techniques of integration should be applied to reflect reality and to relate
information systems to these models, as well as to goal-oriented planning
activities.

Accounting principles seem to offer a promising way of standardizing
the organization of information (classification, algorithms of
aggregation-disaggregation, identification of primary data, information
output, etc.). If a system component has properties that allow it to be
changed over time, or to be transferred from one agent to another or from
one agent in one function to the same agent in another function, the value
of this component can be represented by a flow (or edge) linking two
nodes. The introduction of this approach by definition makes the image of
the socioeconomic system closed. Whatever the interpretation of the
nodes and edges might be, no flow can appear in the system from "noth­
ing" or disappear without generating other flows that result in the same
total value. In this system, to which accounting principles are applied, the
information is balanced at each node, for which the sum of the incoming
edges is equal to the sum of the outgoing ones. There always exists a cir­
cuit of edges linking any node with any other.

Accounting principles are widely applied in statistics to describe
socioeconomic activities. However, their application to demography (e.g.
to changes in the social, educational, professional, and occupational struc­
ture of a population) is more limited; they are even less applicable to
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natural resources. It would be advisable nol only to apply them to regional
information systems, to reflect changing stocks and different intensities of
flows of resources, capital, people, products, income, and liquid assets, but
also to find ways of linking these separate accounting systems to form a
complele representation of a regional system (Figure 4).

Demographic
accounting

Economic
accounting

Social
accounting

Integrated socioeconomic
accounting (integrated
economic balances)

Fixed capital
accounting

Natural
resource
accounting

Flow of funds
accounting

Satellite information convergent on accounting core

Figure 4 Accounting frame for planning-oriented information systems. T: transi­
tion procedure.

Some experience in representing an integrated economic balance in
matrix form for analysis of the response of a system to changes in sets of
variables was gained at the International Institute for Applied Systems
Analysis (IIASA) in Laxenburg, Austria as a result of a case study on
regional development in Tuscany, Italy (lssaev and Umnov 1982). A matrix
of integrated economic balance for Tuscany acts as a common data base
for specific models and through which models communicate with each
other.

In principle, primary data for the realization of a comprehensive
accounting system exist (at least in the USSR), but lhey are dispersed over
decentralized agencies. The actual problem consists of linking specialized
accounting schemes to the core system, which will require the introduc­
tion of transition procedures (T in Figure 4).
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2.4. Planning Methods in the Regional Information System

One of the biggest drawbacks in the proper use of information sys­
tems is the lack of methods for rationalizing the planning and decision­
making processes. Experience in many countries indicates that without a
parallel development of analytic methods and programs to aid planning
and decision making, the data base becomes a deposit of "dead" data.

Another problem is that planning support given to the regional infor­
mation system is mainly task-oriented, and models are not much used for
processing data. In addition, information systems usually deliver stand­
ardized planning or reporting documents as a result of "direct calcula­
tions." Behind these calculations are more or less complicated formulas
and corresponding algorithms, but no feedbacks or formalized methods for
making choices exist.

Nevertheless, models are introduced into information systems for
individual tasks. The most widely used are dynamic versions of
input-output models, although the respective tables and projections are
not part of the official documentation of plans and there is no direct
correspondence between the net-branches of input-output tables and the
real sectors for which plans are established. In some cases, where republi­
can planning authorities, together with scientific institutions, have
developed systems of models as auxiliary tools to support ad hoc manage­
ment, data bases for these systems enter into the republican information
systems. Such are the cases in the Baltic Republics and the Kazakh
Republic of the USSR, where systems of models based on the combination
of input-output techniques for flows of goods and econometric analysis for
flows of income have been developed and implemented. However, these
practices are not included in the official regulations on planning pro­
cedures.

An elaborate, well structured system of planning-oriented models and
a data base have been developed for the area around the Baikal-Amur rail­
way. There are also data bases for the main systems of models used in the
USSR for reconciliation of sectoral and territorial approaches in planning
(Baranov and Matlin 1981) and for multiregional input-output simulation
and optimization models (Granberg 1982). However, these ad hoc data
bases have no permanent function in regional planning. Models find larger
applications in sectoral computerized information systems at the national
and regional levels than in the territorial republican automated manage­
ment systems. Extrapolation and simulation models predominate; the
share of optimizing models does not exceed 3% (Fedorenko 1982).

The inclusion of models as a "bank of methods" (Section 3.3) in
socioeconomic information systems is one of the most importan l strategic
goals in the development of information systems for regional planning.
According to Bandman (1981) the set of models required for long-term
planning of a large and diversified territorial productive complex (TPC)
should include:



Information systems in centrally planned economies 135

models of the spatial distribution of the TPCs within a region;
• models for projection of the basic parameters of TPCs;
• models of the spatial and productive structure of each TPC;
• models for choice of location of plants;
• models for specific occupational-residential nodes;
• models for the use of land and natural resources, of the produc­

tive and social infrastructure, and of labor resources for each
TPC;
a comprehensive planning model for each TPC.

This set of models has been tested while planning a TPC in the
Angara-Yenisei region of Siberia.

3. A Possible Design for an Integrated Information System for
the Management of Regional Development

Having specified the requirements for a regional information system
in the preceding sections, and drawing on experience gained in creating
automated information systems in centrally planned economies, we shall
now outline a plausible design for such a system. The scheme in Figure 5
shows the functional, and partly technological, characteristics of the sys­
tem. Technical and organizational problems in developing and implement­
ing the system are not considered here, though the application of up-to­
date techniques and technology is implied.

3.1. External Data Sources

In the sphere of information ansmg out of the process of managing
economic and social development, three basic information systems are
distinguished:

• a system of socioeconomic information, compnsmg the data
serving to identify the state and patterns of development of
society;

• a system of plan information, including the information arising
from the process of plan creation, as well as information pertain­
ing to projects, forecasts, drafts of the plan, and state budget
proposals;

• a system of scientific. technical, and economic information.

Apart from these basic information systems, purpose-oriented information
systems are created. Depending on the users' needs, these systems
comprise sets of information taken from the basic systems or from other
sources. The integrated regional information system is a typical purpose­
oriented information system. Its major sources are sectoral information
systems, information systems of central planning bodies, statistical
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information systems, and geodetic information systems. Because of its
character and contents, this integrated system can be used as a source for
other information systems.

3.2. PriTnaTy Data Base

The data on particular functional and natural components of a region,
which are stored in external information systems, should be integrated so
as to create a homogeneous primary data base. The primary data base is
thus constructed as a multicriteria system. Its contents are divided into
data on natural and technical conditions and data on economic and social
phenomena. The data should characterize the present utilization of the
territory, the planned changes in its utilization, the planned utilization and
arrangement, forecast trends in development, and data on past utilization
and conditions of the territory.

3.3. Secondary Data Bases and Method Bases

Secondary data bases are purpose-oriented subsets of the primary
data base. Data from the primary data base are selected, reorganized,
and aggregated by the primary data selector before entering the secon­
dary data bases. The ultimate aim is to automate the functions of the
secondary data bases, including updating, which is dependent on the
changes in the primary data base.

As a rule, analytic methods and programs operate on data from the
secondary data bases. The "bank of methods" consists of economic and
mathematical methods, organized into so-called method bases, and a sys­
tem of control programs. The objective of the bank of methods is to make
it possible to construct regional models for analysis, planning, and design
in an interactive mode, and to perform basic statistical operations, simula­
tion applications, selection of options, etc.

3.4. The MetainfoTTnation SysteTn

The integrated regional information system should have broad links to
external information systems, and its own primary data base. It is
designed to provide the user with information through secondary data
bases. The user's mode of operation should, preferably, be interactive,
especially with regard to data evaluation. In view of these properties of
the integrated system, it is suggested that a "metainformation system"
would contribute to management of the data sources, unification of the
data sources in the primary data base, and the increase of user knowledge
about the contents and structure of the primary data base, as well as
about methods of data analysis. More details of the metainformation sys­
tem are given by Drozd (1981) and Dujnic (1982).



138

4. Conclusion

P. Dujnic. B. Issaev, and D. Slimak

The improvement of regional information systems in centrally
planned economies will contribute to progress in regional management
systems. Regional information systems should also be built as integral
parts of a state-wide information system. The main features upon which
work should be concentrated are the system of regional indicators, the
means for interpreting information, and, last but not least, the computing
techniques used for processing data. The main effort at present is to
ensure the integration of all aspects of regional information systems so as
to achieve a higher efficiency of management.
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Information Systems for Regional
Development, with Special Emphasis
on Developing Countries
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1. Introduction
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The interest in analysis and the supporting information systems for
regional development is evident in many countries, irrespective of their
sociopolitical system or level of economic development. It reflects a con­
vergence of a variety of interests in regional development: the interest in
the diverse regional consequences of national economic trends and public
policies; the policy issues pertaining to a reduction of regional develop­
ment differentials and maintaining the quality of the environment in the
densely settled regions; and the need for a conscious national policy of
regional development (Perloff and Leven 1964, Leven et al. 1970, Misra
1971).

The ability to respond to these regional issues both in scholarly activi­
ties and in the policy-making communities depends upon the acquisition
and use of an information system appropriate to support regional
decision-making processes. A regional information system designed to
improve decision making should identify the information capable of
improving different types of decisions, specify the relevance of and the
acquisition plan for this information, and provide an organizing framework
to facilitate access to and use of information in analysis and policy making
(Hermansen 1971, Nijkamp 1982). Further, such information should tie
into a regional or muItiregional model since decisions affect the future.

Such a high degree of integration of regional development decision
making and statistical development should be helpful in many ways. It
should permit a coherent picture of the current state of the regional
economies in terms of production, distribution, accumulation, and interre­
gional trade, providing thereby an information base for decision making by
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both public and private organizations. It should help in the evaluation of
regional impacts of national activities and policies regarding expenditures,
taxes, energy, the environment, and the like. It should also contribute to a
deeper understanding of regional development processes and toward a
fuller theory of regional change and development.

The creation of an information system viewed in this fashion as a sta­
tistically implementable, analytic system can proceed from two perspec­
tives: the general and the particular. From the general point of view, it is
well to recognize that analytic interests and policy problems vary from
country to country and what is needed is a systematic and coherent
framework that can accommodate main bodies of data, such as regional
stocks (human and physical assets) and flows (stock flows and flow stocks)
and interregional product and monetary flows. Within this system, the
individual user is left free to emphasize portions of the system and abbre­
viate, as seen fit, other parts of the system. For a particular point of view,
the relevant data base for the kinds of analysis and policy issues in a
specific country can be identified.

While such a dual view of the development of a comprehensive empiri­
cal framework and data sysLem is evident in the evolution of national
accounts, experience at the regional level has been relatively opportunis­
tic and ad hoc, reflecting the long neglect of the regional dimension in
development analysis. However, some recent regional daLa systems have
soughL to build on the pioneering systematic concepts of the US Commit­
tee on Regional Accounts and others (Hirsch 1964, 1966, Leven et al. 1970,
Hagerstrand and Kuklinski 1971). Such information systems are emerging
in the affluent industrial countries in response to needs of regional and
metropolitan development (Kuklinski 1974, Benjamin 1976, Elfick 1979,
Garnick 1980, Issaev 1982).

In developing countries, there has been a widespread commitment in
the period since the Second World War to development planning and other
forms of government intervention in the economies. This has brought in
turn a greatly expanded need for data bases with which to inform the poli­
cies involved in these interventions. While the outpouring of economic
data in response to this need has been impressive at the national level,
there has been recent disquiet about the relevance and usefulness of the
data (Stone 1976, Pyatt and Roe 1976, Pyatt and Thorbecke 1976). In the
last decade, there has been a broadening of objectives of developing plan­
ning beyond growth of gross domestic product to include reduction of
poverty and of income inequalities in society. This concern with income is
just one example of a variety of distributional concerns (including that
among regions). If the policy concern is with the reduction of inequalities
of income, the analytic focus is legitimately on the characteristics of indi­
viduals (e.g. education, health, and location) that determine their
economic adjustment potential. The data system appropriate to support
such an inquiry should show numerically what is happening in the economy
and how the living standards of different groups are related both to one
another and to other aspects of national and regional economic activity.
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The currently available national data bases in the developing countries do
not provide this capacity.

The objective of this chapter is to identify the nature of the informa­
tion systems necessary to support the analysis of development in the low­
income countries, with their distributional problems - in particular, the
regional dimension in national development. Since information systems do
not exist independently of the conceptual framework underlying the issues
surrounding the regional dimensions of development policy, Section 2 will
explore these issues. What are the relative fortunes of regions as the
national economy undergoes structural change and shifts in industrial
capacity, in incomes, in consumption, and in trade patterns emerge? How
effective are various mixes of investments, taxes, and subsidies in reduc­
ing regional inequalities? How should one direct the disposition of public
and publicly controlled capital stock so as to provide more efficient (equi­
table?) regional growth patterns? How does one promote the equality of
the metropolitan and densely settled environments? By formulating these
issues, this chapter will attempt to describe the environment of regional
decision making and prOVide an idea of how various elements of an infor­
mation system should function from a rational or ideal viewpoint.

Since resources for information systems (as for other purposes) are
scarce in low-income societies, the approach to improving data bases must
necessarily be modular, and staged in steps. In this spirit we note, in Sec­
tion 3, the current development of comprehensive national-level data sys­
tems - social accounting matrices - in many developing countries and
identify the potential here for some useful regional ideas. In Section 4 we
proceed to an identification of the first phase of an information system
that would help in the choice of the level and type of regional public invest­
ments to promote desired regional growth patterns. Section 5 identifies
the elements of a more comprehensive national system of regional infor­
mation systems that go beyond the analysis of impacts of public sector
developmental investments to consider effects of regional private and pub­
lic expenditures on regional and national output, investment, income, and
consumption. Further, these systems are concerned with the quality and
spatial form of large, densely settled regions. We outline here the multire­
gional model implied in such a view of regional development policy.
Finally, we offer some concluding commenLs.

2. Framework for Regional Development Information Systems
in Developing Countries

We attempt here: (a) to sketch a modular analytic framework for
regional development in developing countries, specifying a set of intercon­
nected subsystems and the major relationships among the variables within
and between these subsystems; and (b) to outline the components of a
complementary information system.
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We begin with a brief description of the emerging paradigm of
development planning and its implications for regional development
issues. We proceed to a delineation of the major elements of a multire­
gional economy, setting the stage for identifying the major regional
development issues and the classes of requisite information. Finally,
against these requirements, we suggest a phased strategy of information
system development.

2.1. The Emerging Paradigm in Developing Countries

In the developing world, there has been over the last three decades an
almost universal acceptance of the need for development planning. The
record of development during this period, as judged by the standard indi­
cator of growth of GDP per capita, is impressive by historical standards
(growth rates of the order of 5% per year are frequent). Yet there has
been a growing disenchantment in the last decade with the effects of
growth maximization, the dominant approach since the Second World War.
Acute poverty lingers on, unemployment grows, and the rise in living stan­
dards of the masses, to which economic growth is supposed to lead, is not
much in evidence. The realization that large segments of the national
populations have been virtually excluded from the benefits of growth and,
further, that technological choices made in the promotion of growth are
creating a structure of production that militates against income increases
for the poor in the future has sparked the search for new development
approaches.

The new approaches share certain features: an equity orientation
emphasizing a direct attack on poverty and minimum-consumption
thresholds ("basic needs"); and a recognition that more production and
better distribution must be generated together to define development.
Thus, in these approaches, distributional questions become part of the
conceptual framework that previously focused only on growth.

This emerging focus on the distribution of income as well as growth is
really part of a large variety of distributional concerns, including that
between regions. While it is easy to see the role of individual characteris­
tics, such as education and health, in the earning power and distribution of
income, the significance of location or region has become evident only
recently. If economic opportunities change and migration is indicated,
there is no reason to assume that the cost of migration is necessarily lower
than the social opportunity cost of moving capital. In this sense, region is
an "immobilizing factor" and may be an operational and statistical proxy
for other immobilities (e.g. ethnicity and race) as well (Leven et al. 1970).
While some of the early work in this area followed the lead of Williamson
(1965), who postulated an inverted-U relationship between the stage of
development and the level of disparities, the notion that the regional
disparities are a maximum at an intermediate stage of development ­
paralleling the earlier Kuznetz hypothesis pertaining to national develop­
ment - is no longer believed to be an inevitable feature of the
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development processes. Land reform, supplemented by appropriate
productivity-augmenting public policies, has led in some countries, such as
South Korea and Taiwan, to rapid economic growth combined with a low
level of inequalities in intermediate stages of development (Adelman 1974,
Lakshmanan 1977). As a consequence, regional issues have become impor­
tant in development planning (Misra 1971).

If the policy focus is on distributional issues integrated with growth,
the analytic concerns shift to the various mechanisms of growth and to
how value added in production is translated into incomes of various
groups. In this case, the link is provided by factors of production. More
generally, the framework that integrates regional growth and distribution
should encompass the major elements of a functioning multiregional econ­
omy linked to the nation - a description of which we turn to next.

2.2. The Elements of a Multiregional Economy

The major elements of a multiregional economy are displayed in Fig­
ure 1 (Lakshmanan 1982). While the figure applies to each region of a
country, the extensive links among the elements and between these ele­
ments in different regions occur through regional and interregional net­
works of transportation and communication and of monetary flows (Figure
l(a)). Interregional and regional-national flows of information are noted
in Figure l(b).

Three institutions and two media of exchange, or markets, comprise
the elements or sectors of the regional economy. The institutions are
households, businesses or industries, and government. The markets are
the factor markets and product markets that link the institutions and
serve as media of exchange. The exchanges involve not only goods, ser­
vices, and individuals but also money and credit; and these flows take
place across space. The regional and interregional transportation and
monetary networks determine these exchanges (Figure l(a)).

The household sector comprises individuals grouped as families, and
unrelated individuals. Traditional governmental activities at the national,
regional, and local levels are categorized into two groups: those that pro­
duce goods and services (e.g. post office, sewer service, and water supply)
and those involving policy making (regulations, incentives, defense, etc.).
The government sector in Figure 1 retains only the second group of activi­
ties or the policy-making function. The public enterprises that provide
goods and services are included in the businesses or industries sector.

The industries sector includes the private and public enterprises in
each of the regions that extract primary resources and acquire factor
inputs, corresponding to their technology, to produce various goods and
services. The circular flow depicted inside this sector is intended to indi­
cate the broad range of interactions between industries. The value added
is distributed partly to households as wages and interest (retained earn­
ings are also a source of factor inputs). Taxes are paid out to government
and transfers of various kinds are received from the government.
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Productive enterprises invest or disinvest in order to increase or decrease
production, alter technology, or move to a different region as guided by
changing markets, altered relative factor prices, and shifting interregional
comparative advantage. Consequently an explicit analysis of comparative
costs, dynamic factor substitution, and characteristics of labor supply,
transportation, and other public investments at a regional level is neces­
sary in order to track sectoral and spatial changes in production in the
economy and the responses to economic proposals to improve specific
regions.

The size and demographic composition - by ethnicity, age, and sex ­
of households in a region depend upon natural increase, family formation,
and interregional migration processes. Diverse households in a region
offer labor and capital to enterprises in return for wages, salaries, and
interest. They consume a variety of goods and services for money and
credit, pay taxes, and are eligible to receive transfers. Their participation
in factor and product markets depends upon their assets (physical and
human capital), income, savings and consumption behavior, and some
institutional factors (e.g. discrimination in labor markets and housing). It
is only by an explicit regional analysis of these determinants of market
participation that it is possible (a) to determine the regional distribution
of income and consumption among categories of households, and (b) to
assess the effectiveness of social programs such as those that try to
induce among some groups increased labor supply, higher income and
household savings, and desired levels of consumption, etc.

Factor inputs are exchanged in factor markets for factor payments.
Disaggregation of factor inputs into types of capital (K), labor (L), energy
(E), pollution abatement (A), and materials (M) is represented by the
KLEAM model in Figure 1. The product market links producers and
demanders in the region and in the nation.

In its policy-making role, the government determines the system of
incentives to promote both production and consumption. This
incentive/regulation system, comprising subsidies, taxes, public capital
investment, regulations, etc., affects households (tax deductions, training
programs, health improvement, eligibility for transfer programs, traffic
regulations, etc.), industries (investment tax credit, physical infrastruc­
ture, pollution regulations, etc.), and both markets (labor market regula­
tions, resource rents, financial market regulations, etc.).

In addition to the coverage of all the major institutions and markets
in the economy, we emphasize the explicit linkages between the sectors
and markets. First, there is the need for full specification of a multimodal
transportation system in such a manner that not only the transportation
consequences of production and consumption (choice of mode and route,
link costs, travel time, delays, congestion, and commodity flows) but also
the consequences of transportation networks on the scale and location of
production and consumption can be assessed.

Table 1 shows the mapping, noted earlier, from the structure of pro­
duction in a region into the distribution of income. The relationship
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between the structure of production and the factor market is displayed in
the top right-hand corner. In the top left, total income is allocated to
institutions and particular households that provide factor services. This
part of the table reflects the effects of the distribution of income before
transfers based on asset distribution - viewed as including human skills as
well as capital. The bottom left-hand corner shows effects of transfer pay­
ments, in terms of distribution of profits, taxation, and public social secu­
rity payments. In lhis section aggregate income is broken down inlo
disposable income of all institutions, including households. It is this causal
interdependence that accounts for the sUbstantial element of simultaneity
that exists in the delermination of outpul and incomes.

2.3. Major Regional Development Issues and Requisite Information

The job of the information analyst is to relate the regional develop­
ment issues outlined above to the world of information. In olher words,
the analyst should translate the policy issues of adjusting for inequitable
or inefficient allocations in the multi regional economies of the developing
countries into desired pieces of information. Such a specification of infor­
mation requires the formulation of models for regional social processes.
The building of such models is a major prerequisite for an efficient design
of information systems. Consequently, in what follows, we view an informa­
tion system mainly as an automated system designed to make a specified
model of regional development operational, as contrasted with the func­
tions of acquisition, standardization, and convenient supply of information.
While the latter functions are, no doubt, important (Nijkamp 1982), the
focus of this chapter is on what kinds of information need to be collected
rather than how to collect them.

Several options are open for a policy maker to adjust for inefficient or
inequitable regional economic distributions. The traditional approach has
been to attempt one or a combination of the following: subsidy payments,
tax relief, transfer payments, etc.

A more direct option in dealing with regional inequalities in develop­
ing countries is to provide goods and services, primarily public capital.
with the aim of supplementing and promoting the growth of private
economic activities. The environment in which private sector activities
operate is a function of human decisions - partly prior market decisions,
but largely public sector decisions. The public sector not only provides
public capital (e.g. irrigation, dams, power stations, and education) but
also influences and controls to varying degrees the provision of transporta­
tion, communication, energy, health services, etc. by the private sector.
The policy question is how to select the quantity, quality, and location of
public and publicly controlled changes in regional capital stock so as to
maximize desirable regional development. We need to know how the
attractiveness of a region to industrial development changes as a result of
improvements in accessibility, water quality, and water quantity. How
does the productivity of the regional labor force increase with investments
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in health and education? In other words, an important part of our regional
analytic system should establish the connection between public sector
investments and the production and consumption behavior of regional
enterprises and households.

The type of information required for this analytic system includes for
each region, over time, the quality and quantity of available human and
physical resource stocks, the quality and quantity of human and physical
capital and materials currently input into production, the ouLputs by sec­
tor, and the impact of public investment programs on output.

A second major area of regional analytic concern is the structural
changes in the regional system. How do the relative fortunes of regions
change over time? How do the regional differentials in public expenditure
influence the costs and feasibility of carrying out different economic
activities within a region? What are the long-term effects of public ser­
vices on the amenity level or the quality of the labor force in the region?
What are the consequences for the level and composition of production of
goods and services in the region? The information necessary for t.his type
of analysis would require a description of the multiregional economies and
the physical and monetary flows among regions. In other words, a
comprehensive multiregional economic model is to be specified prior to
identifying the kinds of requisite information.

2.4. A Phased Strategy for Information Systems Development

The reqUirements for the types of information identified above for
aiding regional development decisions are difficult to meet. Indeed,
affluent industrialized countries do not possess such national sets of
regional development information systems. While regional development
analysis demands them, information systems of thi<; type are not likely to
be available in the near future in developing countries.

While regional development analysis is likely to rely in the near future
on data that in one way or another are inadequate, compared with the
requirements outlined in the preVious section, Lhe outlook for regional
development decision making is not bleak. The data in developing coun­
tries are rarely so inadequate that they do noL help decision making to
some degree. If a modular approach to regional economic analysis is
taken, imperfect data can be utilized. We propose an incremental, three­
pronged approach to the development of information systems in develop­
ing countries.

First, it is well to recognize that reliable national statistics to support
national development decisions are more likely to be available and accu­
rate in many developing countries for some time to come (e.g. statistics on
outputs, factor inputs, public capital, government expenditures, transpor­
tation and monetary phenomena, and interindustry accounts). As a first
step, it may be necessary to translate these statistics into regional statis­
tics.
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In fact, many regional statistics in the United States and elsewhere
were developed by such means. For example, very few regional
input-output tables are developed by survey methods in the US. In most
cases, national input-outpul malrices are converted by a variety of non­
survey methods (e.g. use of localion quotient) into regional inpul-output
tables (Schaffer and Chu 1969, Morrison and Smith 1974, Lakshmanan et
al. 1979). We propose the initial slralegy of devising appropriate shorl-cul
melhods for producing regional data in this fashion. In many developing
countries, there is currently a major efforl lo develop a social accounting
malrix (SAM) at the national level. We shall explore in the next section lhe
polential that lhe SAM framework holds for analyzing economic growth and
income distribution issues logelher for regional development.

A second and parallel effort would be to focus on a major regional
development issue and build the requisite data base for it. We propose in
Seclion 4 a system for analyzing the effecls of physical and human public
inveslmenls, a crucial activity in mosl developing countries. Further, we
suggest preliminary efforts lo idenlify a multiregional model and the
national system of regional accounls.

3. The Social Accounting Matrix as a Regional Information System

Recent concerns with income dislribulion and poverty in national
development planning acled as an incenlive lo the creation of a
comprehensive data base system, known as the social accounting matrix,
for developing countries. Originally proposed by Richard Stone, SAM is an
analytic system for interrelating the structure of production, the dislribu­
tion of value added by producers, and consumplion, savings, and invesl­
ment. Viewed in this fashion as an integration of the Keynesian income
and producl accounts and lhe Leontief input-output system, SAM has been
implemented in several countries, including Sri Lanka, Malaysia, and Egypt
(pyaU and Roe 1976, pyaU and Thorbecke 1976).

SAM is one representalion of the circular flow of relationships between
the various elemenls of economy as displayed in Figure 1. As the house­
holds satisfy their needs, they generale demand for goods and services.
This effective demand for goods leads lo the production of commodities.
In turn, lhe demand for fadors of production yields factoral income distri­
bution and GDP. Finally, the factoral income dislribution is mapped into a
distribution of income over households, enlerprises, and government, as
shown in Table 1.

While SAM provides a comprehensive conceptual framework for
economic analysis, its developmenl has been modular, as various subsys­
tems were developed serially and linked. Table 2 presenls lhe social
accounting matrix developed for Sri Lanka. A noteworthy aspect of lhis
SA..\'l is the distinction made between households localed in differenl labor
markels: urban, rural, and estates (plantations). The recognition of
different parts of the labor market is intended lo show lhe dependeri~ , 01
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Table 2 A social accounting matrix for Sri Lanka. 1970 (in millions of rupees)
(source: Pyatt and Thorbecke 1976. Planning Techniques Jor a Better Future,
pp.86-87. e 1976, International Labour Organization, Geneva).
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Table 2 (continued)
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each on different productive activities; for example, estate labor force pri­
marily depends upon the tea and rubber industries. Thus, this matrix is
still a national-level data base without relevant regional detail.

It is very likely that many more countries will develop SAMs in the
near future to support national-level development planning. With
resources limited, an interim approach would be to allocate major aggre­
gates from the national level to the regional level. One such approach to
regionalize part of SAM - the interindustry and final flow matrix - has been
proposed by Hewings (1983), taking advantage of earlier work by Wilson
and others (Wilson 1971, Boyce and Hewings 1980). This approach draws
upon the literature on entropy maximization methods that help to allocate
a vector of row and column totals of interregional flows into the most prob­
able distribution of individual flows between regions. It is an optimization
formulation in which, in addition to the usual accounting balances and the
nonnegativity constraints, there is an overall cost constraint on flows
between sectors and regions.

While this procedure provides a quick method for obtaining inter­
regional intermediate and final flows from the input-output portion of the
national SAM, the behavioral aspects of the cost formulation are unclear.
They could be improved by substituting the formulation of Batten (1981).
Batten would substitute an overall transport capacity constraint for outgo­
ing goods, related to the capacity of each region to ship goods out by each
mode of transport, instead of the cost constraint notion used by Hewings.
In any case, the Hewings approach is one example of many nonsurvey
methods of regionalizing national data (Lakshmanan et at. 1979). By uti­
lizing such techniques, regional development planners can take advantage
of ongoing national statistical systems such as SAM to develop information
on the regional structure of production. Such information is useful for a
variety of analyses of regional impacts. For a more policy-oriented
analysis of regional development, one has to turn to other models.

4. Public Capital and Regional Development

As noted earlier, the literature on sources of economic growth has
identified the importance of investment in social overhead (education,
health care, etc.) and physical overhead (roads, pOT'{er, ports, etc.)
(Denison 1967, Klaassen 1968, Correa 1970). There is a twofold return on
the provision of these social and physical amenities. First, better educa­
tion, health care, and transport facilities improve the welfare of the
individuals demanding these amenities, in the form of better skills, less
absenteeism, lower transportation costs, and so on. In the long run, this
improves their productivity, output, and income. This income effect,
resulting from the effective demand for amenities, is the amenity demand
effect. The second income effect derives from the attractiveness that the
amenities of a region pose for industries outside the area, especially more
productive industries that demand superior facilities. This second income
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effect is the amenity supply effect.
Affluent societies, in which more resources can be mobilized, enjoy

higher levels of lhese amenities. In developing societies, the levels of
these amenities resulting from investments in transportation, power,
health care, education, and nutrition will be lower, and perhaps in some
cases below threshold levels, where their effects on output are negligible.
In countries and regions whose populations must endure Widespread epi­
demics, nutritional inadequacies, and poor accessibility, it is likely that
productivity is below its potential level with existing stocks of capital and
effective labor.

Consequently a major thrust of development policy in less developed
regions is to provide more of these capital goods in transportation, power,
education, health care, etc. so as to increase the production potentials and
incomes of the regions. Since these investments are either provided in the
public sector or are under public sector control, the crucial analytic ques­
tions are: How much and what types of public investment should be placed
at which locations, and when, in order to promote regional development?

Since infrastructure investments are large and "lumpy" in developing
countries with scarce resources, it is important to understand the nature
of the contributions such investments make to regional income. It is the
nature of public capital that it is available to all firms in a region. In this
respect, public capital may be thought of as entering the production func­
tions of all regional firms. However, it is conceivable that only some kinds
of public capital affect the output in some industries. Some investments
may augment labor, improving its skills and productivity; others may
improve the productivity of physical capital. Further, some types of pub­
lic investment may playa greater role in output determination in the ear­
lier stages of regional growth, while other types may come into play later.
Some investments may even have an adverse effect. It is important to
analyze ex ante such effects of regional public investments in order that
scarce resources are optimally deployed to improve the performance of
private capital in a region and to encourage growth in less developed
regions.

Such knowledge can be gained from a formulation of a regional pro­
d uction func lion:

Xtj (t) = a.ij (Kij (t ),Lij (t) ,SKmj(t)).

where

(1)

Xtj(t)
%(t)

is the output in industrial sector i, region j at time t,
is the stock of private physical capital of type i in region j at
time t.
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~i(t) is the labor input in sector i, regionj at time t, and
SKmi (t) is the stock of social overhead of type m in region j at t.

Such a production function has been estimated for Puerto Rico and Japan,
using the Cobb-Douglas and CES functional forms (Lakshmanan and Fu
Chen Lo 1970, Mera 1973).* From such an analysis carried out during
different stages of development one can estimate the output elasticities of
different types of public investments and the various effects of different
investments at different stages of development.

Since we believe that it is crucial to know about the effects of changes
in capital stocks and human resources on productivity in order to stimu­
late regional development, such analysis should receive priority in
developing countries. The requisite information, identified below, should
form the core of any information system to be created to assist regional
development in such countries.

The requisite information should be comprehensive and include an
inventory of the regional resources - physical and human. The concept of
capital should include not only privately owned capital but also that owned
by the public sector and nonprofit institutions. Further, labor and capital
should be disaggregated into several classes of labor and capital inputs. In
the case of private business capital, details for each sector of industry are
necessary. Within each sector, knowing the total value of machinery and
buildings would be sufficient. **

Public sector capital, distinguished by type, can be measured in value
or preferably in capacity terms. The rationale for measuring public capi­
tal capacity, without adjustment for quality, is that it is the nature of pub­
lic goods that the stock of capital determines the size of the group that
can be serviced, and the values of the variable inputs (e.g. quality of teach­
ing materials) determine the quality of the service (Leven et al. 1970).
Further data on output from each sector of industry by region are needed.

So far the focus has been on the types of variables that should be
included in regional information systems. Another issue is the geographic
or areal dimension of data. While this will vary with the purpose, in this
chapter we prefer a labor market area that, as in the US case, corresponds
to the functional economic area.

What is proposed here is a data system on regional resources and out­
put to address the question of public investment, invariably the primary
issue in the development of undeveloped or backward regions. Conse­
quently it is viewed as the core of the information system, to which other

• Current research in this area utilizes flexible functional forms (quadratic) and separates
private inputs as variable and public capital as quasifixed inputs, providing thus a structur­
al specification (Elhance 1982) .
•• Conceptually, the value would be the acquisition cost adjusted for price changes, depre­
ciation, and subsequent investment.
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subsystems can be added in a modular fashion. We turn next to a con­
sideration of such a broader system for multiregional development plan­
ning.

5. Multiregional Information Systems for Development

In the course of development, the mix and levels of regional activities
evolve in response to structural changes in the national economy and to a
variety of growth stimuli and public policies. The national structural
changes result from increasing diversity of industrial capacity and
development, rising incomes, shifting consumption patterns, and the
increasing incorporation of the national economy into the international
production and trading system. The growth stimuli and public policies
include the mix of subsidies, taxes, public investments, and the like used
to encourage growth as well as overall policies on energy, environment,
trade, etc.

Various regions in a country respond to those stimuli differently,
according to their stock and quality of physical and human capital, indus­
trial mix, and natural resources. Policy makers in developing countries
would wish to know about the relative fortunes of regions as the national
economy evolves in this manner in the next decade or two. They also wish
to understand how the regions would fare if new international trade bar­
riers were introduced or energy prices increased sharply. Further, they
want to know about the shifts in comparative advantage of regions if new
national or regional policies are introduced, if old policies are modified or
abandoned, or if a cluster of related development policies are introduced.

A model of the multiregional economy is a prerequisite for addressing
effectively such analytic issues. In North America, the Soviet Union, and
Europe a number of such multiregional models of varying degrees of com­
plexity have been developed (Bolton 1982, lssaev et at. 1982). These range
in scope from models that deal with one aspect (e.g. labor market or
transportation) all the way to comprehensive models that deal with pro­
duction, transportation, labor markets, income generation, and the
regional government. The comprehensive multiregional models are
increasingly eclectic in structure, combining elements of input-output
methods, Keynesian macromodeling, neoclassical factor substitution, loca­
tion analysis, econometric modeling, and mathematical programming.
Such models, linked to a national model, can be used for regional forecast­
ing and policy evaluation (Lakshmanan 1981, Bolton 1982, Issaev 1982).

In the developing countries, regional modeling is still an infant
activity. A variety of single-region input-output models have been
estimated for some states in India. An interregional transport system
model has been developed for 31 regions in Korea (Kim 1982). This model
is a linear programming model of Korea, incorporating five-sector
input-output technology, and estimates an optimum multimodal transport
sector program. Another example is provided by the interregional
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input-output simulation model for Kenya (Bigsten 1980). This nine-sector
interregional (eight regions) input-output model, in which interregional
trade coefficients are estimated by entropy-maximizing methods, has been
used for analyzing the effects of regional policies relating to private and
public capital on interregional income inequities.

Our objective here is to concentrate on some elements of the struc­
ture of broader multiregional models necessary to support regional
development policies in developing countries. Figure 2 displays the essen­
tial components of such a model, comprising five elements of a multire­
gional model linked to a national model. Each of the rectangular elements
represents a block of equations.

National model

,...- • factor prices
• interest rates
• policies

Interregional
transport

Policies Production model

• public capital
model

investment

T I
• taxes, subsidies
• energy policies Labor Regional

market facilities and

~
model amenities

~Incomes I Regional
model expenditures

i
model,

Figure 2 The major elements of a multiregional model for development.

The annual model maintained at the national level by the develop­
ment agency could serve as the national model and serve to "drive" the
regional models early in their application. (Later, the more realistic
hybrid versions - a mixture of top-down and bottom-up - can be used.)
The interrelated production and transport models should form the core of
the regional model. A labor market block, an income determination block,
and a block for regional government expenditures round out the model.
The regional facilities and amenities block is determined by the level of
regional government expenditures and in turn affects the comparative
advantage of the region for production activities and hence the next cycle
of regional production. Various specifications exist for such interlinked
models (Lakshmanan 1981, 1982, Issaev 1982, Bolton 1982).

The data requirements for such a model depend partly on the type of
specification used. If input-output technology is used in the regional
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context, the data requirements in terms of regional technology and
interregional trade coefficients are more severe than in the use of other
production functional forms. The labor market, incomes, and regional
expenditures data bases are now beginning to be generated in some coun­
tries, such as India. Many countries have develop£d interregional data on
goods flow by mode for one or two points in time. Thus, while all the data
bases for the models in Figure 2 may not be available in anyone country,
such information systems can be developed in time.

As noted earlier, our specification of the information systems for mul­
tiregional development in developing countries is more from the general
rather than the particular perspective. The classes of information have
been the focus of interest. In the context of specific analytic priorities and
statistical history, of a country and of regions, the information systems
can be detailed and organized.

6. Concluding Comments

The development of information systems to support regional develop­
ment is in the early stages in affluent and low-income economies alike - a
reflection of the long neglect of the regional dimensions in development
analysis. However, recently a number of regional information systems
linked to a variety of multiregional models have been developed in the
affluent industrialized countries.

In developing countries, with their strong commitment to distribu­
tional issues in development planning, regional issues have come to the
fore. While the demand for the requisit.e regional information systems is
growing rapidly, such information systems are unlikely to be available in
the near future in many of these countries. In the short run, the quality
and quantity of information likely to be available in some countries may
support mainly informal use as descriptions of regional conditions. How­
ever, as the pace of development quickens and as newer styles of planning
and decision systems evolve in these countries, a modular, staged
approach to information system development is warranted. It is in this
spirit that we suggest a three-pronged, complementary approach to the
development of regional information systems in developing countries.

The first approach is "guided opportunism." If we assume that limited
resources are more likely to be expended more heavily in these countries
on national-level data bases, the first strategy is to utilize a variety of
available methods to transform aggregate data (such as the social
accounting matrix) from the national to the regional level. Such an
approach of regionalizing national data bases has been used for two
decades in the US and elsewhere.

The second approach is to develop a regional data base for the central
issue of regional development planning in developing countries. This per­
tains to choices of the level, type, timing, and location of public invest­
ments to stimulate regional growth.



158 T.R. Lakshmanan

The third approach is the more ambitious national system of regional
information systems to support multiregional development planning.
Here. as elsewhere in the chapter. we view the regional information system
as a statistically implementable analytic system. having identified the
major analytic tasks and requisite types of data base.
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CHAPTER 9

Information Systems for Regional
Labor Markets

Piet Rietveld

1. Introduction
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The situation of the labor market, as reflected in the amount of unem­
ployment, wage levels, and the quality of working conditions, is an impor­
tant aspect of socioeconomic conditions. It is not surprising, therefore,
that national authorities have developed information systems for labor
markets as a basis for an adequate socioeconomic policy.

A major feature of the labor market is that it is segmented: it con­
sists of a large number of sub markets that are more or less independent
of each other. Submarkets may be distinguished by, for instance, type of
occupation (e.g. blue collar or white collar) and by region. Neglect of this
segmentation leads to an inappropriate understanding of labor market
phenomena. Therefore, distinctions of the type mentioned above should
be included in information systems for the regional labor market.

This chapter discusses how the regional dimension has to be included
in information systems for the labor market. Obviously, a properly region­
alized information system would be of value for regional and national
authorities, in addition to being of use to other groups, such as firms, labor
unions, and research institutions.

In the short run, the information that can be produced by information
systems is determined by their structure and inputs, which means that
the demand for information has to be adapted to the given supply. In the
long run, the structure and inputs no longer need to be considered as
given, however, and one may develop systems to meet particular require­
ments. Obviously, somehow the urgency of wishes for extra information
has to be traded off against the additional costs of improving the systems.

In this chapter we will first formulate desiderata for information sys­
tems, and then discuss possible ways of meeting these desiderata. This
will be done for the following subjects: the regionalization of labor
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markets (Section 2). the statistical data base (Section 3). and the use of
impact and forecasting models in connection with regional information
systems (Section 4).

2. Choice of Regionalization
2.1. Regionalization: Desiderata

One of the first questions to be answered when developing a regional
information system is what kind of regionalization is required. This may
have far-reaching consequences for the spatial level at which data have to
be collected. We will find that the appropriate regionalization depends on
the aims of the users (e.g. Johnston 1970).

Essentially, three types of regionalization principle can be dis­
tinguished (Nijkamp and Paelinck 1976):

homogeneity with respect to one or more characteristics;
functionality with respect to internal spatial relationships;
administrative competence.

Homogeneity is useful, for example, when social welfare programs require
regions to be identified that have a high level of unemployment. Functional
regions, such as the standard metropolitan labor area (SMLA). are useful.
for example. for studying the impacts of economic policy on regional labor
markets. Administrative regions are the natural spatial unit for the
corresponding regional authorities.

Considerable flexibility is required from information systems so that
they can produce information according to different methods of regionali­
zation. Ideally they should be able not only to produce information
according to a specified regionalization. but also to respond to new forms
of regionalization. Flexibility is also required with respect to the time
dimension, because the three regionalization principles may in time give
rise to changes in the partition of space. For example. although the bor­
ders of certain administrative regions may be fixed for long periods. the
borders of other administrative regions may change considerably. If these
changes are not taken into account they may give rise to misleading
results. Norton (1979) has shown that the development pattern of urban
population fIgures in the United States depends considerably on the extent
to which annexations by urban centers of surrounding municipalities are
taken into account. Another example can be found in the field of inter­
municipal migration. In the Netherlands until recently no data were avail­
able on intramunicipal movements. Thus. intermunicipal movements had
to serve as an indicator of overall residential mobility. In the course of
time the number of municipalities decreased considerably through
fusions. This had a negative influence on the volume of intermunicipal
movements, which reduced the usefulness of the latter as an indicator of
overall residential mobility. Peters (1982) has made a systematic
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treatment of fusions and border corrections between the basic areal units
of an information system.

Another important issue concerns the development of functional
urban areas (such as SMLAs). Clearly, in times of substantial
socioeconomic change functional relationships in space will change as well.
giving rise to continuously changing functional urban areas. Many discus­
sions of the question whether urban development is now in a phase of deur­
banization are obscured because it is not made clear whether functional
urban areas are assumed to be fixed at certain historical borders or
whether they are allowed to change in the course of time.

Having discussed the principles according to which regionalization
can be carried out. we will pay attention to the way in which regionaliza­
tion can be achieved in practice. This can be done by clustering basic
areal units (Fischer 1982). Although clustering gives rise to a certain loss
of detail. it leads to an improved understanding if carried out appropri­
ately. as indicated by Figure 1.
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Figure 1 Relationship between spatial detail and usefulness of information.

Clustering methods are comparable with other multivariate methods.
such as factor analysis, in the sense that they can be used to represent the
main features of a complex phenomenon by means of as little information
as possible. Clustering may be especially useful when the spatial scale of
the basic areal units differs considerably. There are many points to con­
sider in a clustering procedure:

(1) the fixation of a maximum and minimum spatial scale for clus­
ters;

(2) the requirement that every areal unit in a cluster has at least
one common border with another unit in that cluster (contiguity
condition);



166 P. Rietveld

(3) the requirement that each unit is a member of a cluster (exhaus­
tiveness condition);

(4) the requirement that each unit is a member of not more than
one cluster (clusters should not be overlapping);

(5) the choice of regionalization principle (functionality versus
homogeneity) and the choice of the variable(s) by means of
which the functionality or homogeneity is to be measured;

(6) the choice of a hierarchical or nonhierarchical clustering pro­
cedure;

(7) the choice of clustering objective (e.g. maximization of the mean
internal cluster homogeneity).

It is clear from this list that once the regionalization principle has been
formulated, there are still many choices to be made before clustering can
be carried out.

In recent years, in the sphere of spatial modeling, attention has been
brought to the fact that the type of regionalization used can affect the
modeling results (e.g. Openshaw 1978, Baumann et al. 1982). It appears
that the correlations between variables measured at a certain spatial level
depend significantly on the spatial scale and on the regionalization. There­
fore, all of the above-mentioned authors conclude that the regionalization
has to be determined simultaneously with the estimation of relationships
between the variables in which one is interested. The common practice is
that first a regionalization is determined and then one estimates the rela­
tionship between variables. The consequence of the former approach is
that each problem requires its own regionalization.

2.2. Regionalization: Practice

Regionalization is a common geographic classification and clustering
problem marked by two major choices: those of spatial scale and level of
aggregation. This also applies to labor market demarcations.

To what extent is it possible to provide the information required for a
particular regionalization'l Several factors restrict the usefulness of
regional information systems in this respect. One factor is insufficiently
developed software, although this problem can be removed relatively
easily by improving the software. Also, computer programs to produce
clusterings of areal units according to specific rules are well developed
now so that they can, in principle, be included in regional information sys­
tems. However, these programs are in general only useful if an explicit
contiguity constraint is included.

Another problem, which is much more difficult to solve, concerns the
size of the basic areal unit for which data are collected. This size should
be sufficiently small to make clusterings valid for various purposes. If data
are collected by sampling, the cosls will increase considerably with the
number of areal units distinguished. Therefore, one may expect that sam­
pling with a high spatial detail will be relatively infrequent. In addition,
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when there is a large number of small areal units one may easily run into
trouble with statistical confidentiality (Dalenius 1977). In such a case
information may either be suppressed or be made public with a low level of
detail. Hence there must be a compromise between the spatial detail
required and the detail considered appropriate from other points of view
(e.g. sectoral detail). A final problem concerns interareal linkages such as
commuting, migration, and trade. Since the number of spatial interac­
tions depends quadratically on the number of spatial units, small spatial
units may give rise to huge stocks of data (Coombes et at 1980). We con­
clude that a data base with the advantage of great regional detail can only
be achieved at high cost.

In practice one often finds that some data are available at a high spa­
tiallevel (e.g. provinces) and other data at a low spatial level (e.g. munici­
palities). It is certainly not necessary to aggregate the municipal data to
the provincial scale before something meaningful can be done with them.
A multilevel approach, in which different phenomena are dealt with at
different spatial levels, may prove to be frUitful. For example, similar to
the central place theory, according to which services are provided at
different spatial levels (developed by Chris taller (1935)), it can be argued
that the spatial extension of labor markets in some sectors may be greater
than in other sectors.

The advantage of a multilevel approach becomes clear when data
bases for different policy fields, such as labor market policy, economic pol­
icy, and physical planning, are to be used jointly. It can then be argued
that functional urban areas form the appropriate spatial units from the
viewpoint of regional economic and labor market policy, whereas much
smaller spatial units are necessary for physical planning (Van Engelsdorp
Gastelaars 1981).

Our emphasis on flexibility with respect to the appropriate regionali­
zation does not alter the fact that there is certainly a need for a
general-purpose regionalization that meets the information needs of the
majority of the users (although, from a methodological viewpoint, it would
be hard to construct). Such a regionalization may provide an important
means of achieving standardization within the data base of one particular
information system, and of improving the integration of different informa­
tion systems. Functional economic regions are a good candidate for
general-purpose regionalization. It is reasonable to require that a
general-purpose regionalization satisfies the conditions of contiguity,
exhaustiveness, and no overlap (Section 2.1). A good way to give content
to functionality is to construct regions so that internal commuting flows
are high and interregional commuting is insignificant. As a result one
arrives at roughly overlapping residential and working regions. In Section
2.1 we noted that spatial relationships may change over time so that the
borders of the functional economic regions would have to be revised. To
avoid this problem as much as possible, it is advisable to construct regions
that do not have to be revised frequently. Schuurman (1981) has sug­
gested that interregional migration should be used as an additional
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clustering criterion in a regionalization procedure, because it is a
phenomenon with a long time span. If most residential mobility takes
place within the functional regions, one may indeed expect that the de­
lineation of these regions will not change much over time.

The last part of this section will be devoted to regionalizations used in
regional labor market modeling. We will base the discussion on a recent
survey of multiregional economic modeling (Issaev et aL. 1982), which cov­
ers fifty operational multiregional economic models (forty of them includ­
ing multiregional labor market sub models) from twenty countries. We
found a definite tendency to use a general-purpose regionalization consist­
ing of administrative regions. Only in two or three cases did researchers
develop a special-purpose regionalization based on the homogeneity prin­
ciple. In four cases use was made of a general-purpose regionalization
based on the functionality principle.

These findings indicate that in general the regional detail in the data
base is weak: model builders are forced to use general-purpose regionali­
zations based on administrative regions. From the modeling point of view,
functional regions are preferred for most purposes, however. The
insufficiency of regional detail is also shown by the number of regions dis­
tinguished in the models: the median number of regions is only nine.

Table 1 reveals that although some models produce information on
large numbers of regions, the large majority deal with a relatively small
number of regions. Obviously, one should be careful when interpreting
these results, since the models pertain to countries that differ greatly in
size and population.

Table 1 Frequency distribution of the number of regions in multiregional
economic models (source: lssaev et at. 1982).

Number of regions
2-8
9-20

21-100
>100

Unknown

Number of models
21
13
13

2
1

In some of the models a multilevel approach is used. In these models
economic and labor market phenomena are dealt with at a certain regional
level, after which urbanization and land-use phenomena are taken into
account at a lower regional level (Rietveld 1982).

3. Statistical Data on Regional Labor Markets
3.1. StatisticaL Data: Desiderata

The desiderata for statistical data on regional labor markets relate to
several aspects of data: contents, availability, frequency of observation,
length of time series, reliability, type of regionalization (Section 2), and
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method of data collection (sampling versus integral observation).
An important requirement concerning the contents of a data system

is that the data should be coherent. For a time series of one particular
variable, coherence means that observations at different times are com­
parable. Hence, no substantial changes in definitions, classifications,
counting conventions, procedures to reduce observation errors, etc. may
occur, including changes in basic areal units (Section 2.1).

For a regional cross section of one particular variable, coherence
means that observations are comparable among regions, with the same
restrictions as above. Problems may arise, for example, if there is
insufficient coordination between regional agencies responsible for data
collection and manipulation. Coherence may become especially prob­
lematic when regional data are colleeled from different countries.

Coherence of data on a set of variables means that, in addition to the
above requirements, the classifications of variables should be standardized
and all data should be synchronized. Further, coherence of a data set
means that no data on major variables are lacking. In general the larger
the number of a-d hoc assumptions one needs when carrying out an
analysis, the smaller the coherence of the pertinent data set.

For example, if one wants to compute regional unemployment rates,
and data are available on regional unemployment volumes and the region­
ally dependent labor force, a problem arises since no information is avail­
able on the regionally independent labor force. An a-d hoc assumption is
therefore necessary: if one knows the national independent labor force,
the corresponding regional variable can be approximated by using some
kind of proportionality assumption.

A coherent system of labor market data includes a complete descrip­
tion of labor supply (including unemployment) and labor demand (includ­
ing vacancies). Data on the persons and/or positions involved should fit
standard classifications with respect to sex, age, nationality, education,
occupation, economic sector, wage, number of hours worked, and qualita­
tive aspects of labor conditions. Since we are dealing with regiona-l labor
markets, data on the places of work and residence should also be available.
Figure 2 represents supply and demand on the labor market (Central
Bureau of Statistics 19'77), and indicates that there are two units of obser­
vation involved: persons and positions. In Section 3.2 we will discuss some
of the problems arising from this fact.

The type of information needed may change from time to time,
depending on the conditions of the labor market, which sometimes change
rapidly. For special purposes, the standard classifications of data may
have to be refined, or new items may be added. For example, in recent
years there has been a growing interest in informal, unpaid, "grey" and
"black" aelivities on the labor market, which are usually not covered in
labor market information systems.

For an appropriate understanding of the labor market, stocks, such
as employment and unemployment, are clearly important. In addition,
knowledge of flows is necessary for understanding the dynamics of the
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Figure 2 Supply and demand on the labor market.

market. Examples of such flows are: the flows of persons entering and
leaving the market, changing positions, becoming unemployed, and moving
from one region to another (Heyke et al. 1975).

Labor markets are strongly influenced by demographic and economic
(industrial) conditions, as well as by the structure of educational and
social welfare systems. Therefore, attention should be paid not only to the
internal coherence of a system of labor market data, but also to the exter­
nal coherence with other systems. Ideally, data systems from various
fields should be standardized, which would mean that standard
classifications for education, occupation, sector, region, etc. should be
used in each data system.

As indicated at the beginning of this section, desiderata may not only
be formulated with respect to the contents of data. The urgency of these
desiderata depends on the purpose for which one wants to use the data. In
research there is a great need for coherent data on time series of an
acceptable length and measured with an acceptable frequency for model­
ing purposes. On the other hand, for policy making coherence is not of
prime interest; instead, the greatest need is for recent data on key vari­
ables.

3.2. Statistical Data: Practice

Existing systems of labor market data clearly lack many of the
desired features. Often, several elements of the desired data are missing
or only weakly developed: data on vacancies, flows, qualitative aspects of
labor conditions, and (not surprisingly) informal labor. Also, if data are
available, coherence problems of several kinds usually occur. We will
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illustrate these difficulties by means of the Dutch labor market data sys­
tem.

The Central Bureau of Statistics in the Netherlands has developed a
labor market data system that consists of forty components (CBS 1977).
These components range from the census, which is in principle carried out
every ten years, to unemployment data, which are produced monthly. The
subjects covered by these components are described in Table 2. A consid­
erable number of components (34) relate to total employment or employ­
ment in particular sectors. In each of these components one or more of
the following aspects of employment are covered: demographic,
socioeconomic, sociopsychological, and flows (e.g. commuting and migra­
tion). Most data refer to demographic and socioeconomic variables; data
on the other two kinds of variables are rare.

Table 2 Subjects of components of labor market data system.

Subject Number of components
Employment (total) 16
Employment (by sector) 18
Unemployment 4
Vacancies 2

The spatial detail varies among the components. In ten cases data
are collected at the national level: a regional disaggregation is not possi­
ble. There is also a coherence problem, because in some components a
regionalization is used that is not commensurable with regionalizations
used in other components.

The diversity among the components of the data system is shown by
Table 3, in which the components are characterized by regional detail, the
period between successive observations, and the number of attributes
covered. In the table we have included the components describing total
employment, except for five components based on estimates or of irregu­
lar periodicity.

Table 3 Features of total employment components of labor market data system.

Component Spatial unit

A Municipality
B MUnicipality
C MUnicipality
D County
E Province
F Province
G Province
H Nation
I Nation
J Nation
K Nation

Period between
observations
10 years
10 years
6 months
2 years
3 years
6 months
1 month
1 year
2 months
1 month
1 month

Number of
attributes
18

6
4

21
10
11
3
4
4
6
3
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This table clearly indicates the complementary character of the com­
ponents: some of them (A,D,E) combine high regional detail and a broad
coverage with a low frequency of observation. Other components (G,I,J,K)
have a high frequency of observation but low regional detail and a low cov­
erage of attributes. The latter components have usually been devised for
special purposes: they contain data on specific aspects of employment
such as wages, overwork, and accidents.

We conclude from the table that regional detail and the number of
attributes covered are both negatively correlated with frequency of obser­
vation. A positive correlation is found between regional detail and the
number of attributes covered.

Ideally, the components of the data system should be used jointly for
the analysis of labor market problems. In practice, however, there is often
insufficient coherence for this to be possible. Differences in the
definitions, classifications, and counting conventions used are consider­
able.

Figure 2 reveals one source of incoherence in data systems for
regional labor markets. The two basic units of observation, persons and
positions, correspond to two different sources of data: households and
firms. When one examines employment from the viewpoint of positions one
will probably find other figures than when it is studied from the viewpoint
of persons. One reason for this is that the region of work does not neces­
sarily coincide with the region of residence. Further, certain groups of
firms may be overlooked in data collection. Some kinds of part-time work
(e.g. when two persons occupy one position) may also give rise to
differences.

Coherence problems also arise when the number of vacancies is com­
pared with the number of unemployed. In the Netherlands the unem­
ployed persons and the vacant positions are registered by regional labor
market offices. It is advantageous for unemployed persons to be
registered, since registration entitles them to unemployment benefits. A
similar advantage does not exist for firms when reporting their vacancies.
Therefore, one may expect a tendency for the real number of unemployed
to be overestimated while the real number of vacancies is underestimated.
In this situation it is questionable to use the number of unemployed per­
sons minus the number of vacant positions as a measure of excess supply
on the labor market, because of the lack of coherence of statistical data
on labor supply and demand.

4. Multiregional Labor Market Models
4.1. Models: Desiderata

Ideally, information systems should deal not only with description of
the present and the past, but also with description of the future. Thus,
information systems should include tools to produce forecasts and impact
assessments. For example, extrapolation methods may prove to be useful.
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In this section we will focus on the use of multiregional labor market
models to produce the desired results.

Which desiderata can be formulated for such models? The answer
again depends on the aims of the users. One group of desiderata relates to
the kinds of outputs such models should be able to produce. The models
should produce results on a number of key variables such as employment,
unemployment, and vacancies. They should include features to permit
policy analyses. Moreover, the results should be of sufficient detail (both
sectoral and regional). Finally, the models should produce results for the
appropriate time periods (short, medium, or long run).

Another group of desiderata is concerned with the quality of these
outputs, which depends on the quality of:

(1) the model (specification, estimation, and validation);
(2) the data used for the estimation;
(3) the predictions of exogenous variables (used as inputs for fore­

casts or impact assessments).

We will now pay special attention to the way in which multiregional
labor market models have to be specified. The first desideratum is that
such models have an integrated structure. They should also take into
account demographic and economic developments, as well as educational
and social welfare systems. This means either that integrated models have
to be built to cover these fields simultaneously, or that separate, connect­
able models are built for each field.

The second desideratum for labor market models is that they should
incorporate interrelationships between regions and sectors. Neglect of
such interdependences may give rise to unsatisfactory model output.

The third desideratum is that both supply and demand are included
in the models. In addition, various adjustment mechanisms should be
specified to deal with market disequilibria: wage adjustments, commuting,
migration, entry to and exit from the market, unemployment, interre­
gional relocation of investments, and vacancies.

4.2. Models: Practice

For a description of multiregional labor market modeling in practice
we will again use the international survey conducted by Issaev et al (1982).
First, we will discuss the extent of integration of the models. Figure 3 indi­
cates the extent to which labor market models also include economic and
demographic submodels. Nineteen of the forty multiregional labor market
models are completely integrated. Of the rest, 18 models are partly
integrated, while three others are not integrated at all.

Another finding of the survey is that the education and social welfare
systems are usually neglected or only treated in a superficial way. We may
conclude, therefore, that multiregional labor market models on average do
not reach a high level of integration.
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Figure 3 Scope of multiregionallabor market models.

Concerning the treatment of supply and demand, we find that in
approximately one-quarter of the models the level of employment is
exclusively determined by forces from the demand side. Only two models
have a supply-oriented structure. In the majority of cases, employment is
determined by both supply and demand. Although it cannot be denied
that for certain countries a pure supply or demand orientation adequately
represents reality, mixed models will in most cases be more appropriate
since they can be used, in principle, in times of slack and of boom.

We find that unemployment plays a role in about half of the models,
while vacancies are virtually missing. Therefore, disequilibria are only
taken into account in half of the models. Further, it indicates an asym­
metric treatment of supply and demand on regional labor markets. The
obvious reason for this asymmetry is the lack of reliable data on vacancies
at the regional level.

Another crudeness in multiregional labor market models is
discovered when one considers the treatment of occupational mobility.
When demand and supply are confronted with each other in the models,
usually an aggregation is applied over all sectors or occupational
categories. This essentially assumes perfect labor mobility across occupa­
tions and sectors. Limitations are imposed on mobility in only a small
number of models.

Interregional relationships receive much allention in the models.
This is true especially for trade, but migration is also frequently included
(approximately one-third of the models). In most of the models migration
flows function as adjustment mechanisms for regional labor markets. Usu­
ally, the basic determinants relate to tensions on the labor market. In
some models, however, variables describing the housing market and
environmental conditions are the main determinants of interregional
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migration. In these cases, migration may aggravate rather than improve
imbalances at regional labor markets.

As regards the period over which multiregional labor market models
produce meaningful results, we find that the medium term (5-15 years)
dominates the picture. It appears that almost no models combine a well
developed demographic submodel with an adequate model of capital for­
mation, although both components are prerequisites for adequate long­
term studies. One reason for this is that data on capital are poor at the
regional level. In addition, short-term models are almost absent. The time
unit is (with one exception) at least one year, indicating that the frequency
of observation of regional data is relatively low (Section 3.2).

Another important aspect of regional data is recency. In the survey
we find that the most recent data used are, on average, rather old: at the
beginning of 1982, the most recent regional data were from the period
before 1975 for one-half of the models. This period is characterized by a
rather stable growth pattern compared with the period after 1975. This
certainly implies a decrease in the relevance of the models for the prob­
lems of the 1980s. It is our impression Lhat this long lag is caused not only
by regional data becoming available after considerable delay, but also by
model builders themselves, who do not pay sufficient attention to updating
their models.

Finally, we will look at the use of multiregional labor market models.
On the basis of the above-mentioned survey, we find that the following
features favor extensive use:

(l) The model builder is a consultancy or governmental agency.
(2) The model structure is simple (partial rather than integrated).
(3) The regional and sectoral detail is high.

The accessibility of models to users is, in general, low. Only in some
cases can the model be used without intervention from the model builder.
The number of models with a completely documented user's manual is
comparatively low. We conclude that, on average, the potential of models
as part of information systems for regional labor markets is only being
realized to a small extent. There are some notable exceptions to this con­
clusion, however. The survey also includes some models that are easily
accessible to users (especially regional authorities) through the use of a
computerized network. This network can be used not only for the transfer
of model output to users, but also for the transfer of basic regional data to
the model operators.

5. Conclusion

Information systems for regional labor markets do not in all respects
satisfy the desiderata formulated in this chapter. We have indicated vari­
ous approaches to improve this situation. One step is to improve the
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statistical data base in accordance with the needs of the users. Several
underdeveloped elements of the data base have been mentioned. Another
way is to increase the flexibility of the information systems with respect to
the regionalizations used. Finally, the possibilities of using labor market
models as components of such information systems have not yet been fully
exploited.
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CHAPTER 10

Operational Information Systems
for the Housing Market

Bjorn Hiirsman

1. Introduction
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Residential costs typically constitute 15-20% of household expendi­
ture and hence form one of the largest budgel items. Investment in hous­
ing is a significant component of the total investment volume and plays an
important role in the business cycle. Furthermore, the high ratio of capi­
tal to output makes investment in housing vital to economic growth.

The social impacts of housing are also substantial. Its fixed location
relative to work places, public and private services, and transportation is
an important characteristic. By furnishing not only shelter and various
utilities, but also access to jobs and other individuals, for instance, housing
has diverse influences on the living conditions of a household.

This short description indicates that housing is important at all
socioeconomic levels, from the national to the individual, and that there
exist interdependences between housing policy and other policy areas.
The aim of this chapter is restricted to discussion of some features of the
housing market and their implications for information systems.

There are several reasons for attaching special importance to the
regional dimension of information systems for the housing market. The
socioeconomic significance of housing, as well as lhe links between housing
and other sectors, makes housing a central issue in regional planning. By
region I mean a geographic area where the residents can, without too
much inconvenience, change work places without moving and move
without necessarily changing work places. According to this definition,
excess demand for housing in one region cannot be counterbalanced by
excess supply in another region. Hence, regional information must be
used in planning at the national level.

At the local level, i.e. areas constituting parts of regions, it is also
necessary to consider regional aspects of the housing market. For
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example, population development at the local level is to a large extent
influenced by the demand and supply conditions for the whole region.

Section 2 describes some general aspects of information systems.
The relationship between policy and information is discussed and some
comments are made on the balance between the information components:
models and data. Section 3 tries to give a broad perspective on housing
issues, indicating the links between housing policy and other policy areas.
The significance of the degree of centralization or decentralization in the
planning system is also noted. In Section 4 it is argued that a disaggre­
gated approach should be employed when analyzing housing issues at the
regional level. Such an approach is then used to discuss the need for
models and data. Finally, some comments are made on the possibility of
developing information systems for the housing market. It is proposed
that some basic regional elements should be designed to facilitate linkages
to information available at the national level as well as to intermittent
regional surveys. Module is the key word.

2. General Aspects of Information Systems

Public policy is a prerequisite for the kind of information system I am
going to discuss. Although I agree with Nijkamp (1982), for example, on
the significance of developments in computers, microelectronics, and
telecommunications services for the "information explosion," I believe the
expanding public sector and the increasing degree of specialization of
labor have been the main driving forces behind this explosion. In the GEeD
countries the median share of national income devoted to public expendi­
ture increased from 31 to 52% between 1950 and 1974 (Nutter 1978, p.4).
This development means that the public sector has become more
influential than the private sector as a provider of goods, services, and
income supplements. A private market may be more or less competitive
and the organization of public activities may be more or less decentral­
ized, but it seems safe to conclude that an expanding public sector
increases the level of centralization in an economy. If knowledge is
assumed to be decentralized this automatically results in an expanding
demand for information handling.

As outlined in Figure 1, public policy of course presupposes manage­
ment and planning, and neither of these activities can be performed
without information. There is also a need for information that can be used
to control the policy pursued. The control is needed both from a demo­
cratic point of view and in order to scrutinize the effectiveness of public
management and planning. The figure also indicates that information may
be seen as being produced from models and data. This is in accordance
with the views of Nijkamp (1982) and, like him, I regard information as
data that have been refined in some way, such as through modeling.

Figure 1 may be used as a starting point for some further observa­
tions. The first is that the degree of centralization in the public sector
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Figure 1 Links between public policy and information.

plays a crucial role. The more important the local and regional levels com­
pared with the central level, the greater the need for a regional informa­
tion system. Information about the general trend in this respect is unfor­
tunately both fragmentary and unreliable, but the evidence at hand indi­
cates an increasing degree of decentralization (Nutter 1978, p. 92).
According to Nutter, it is at least safe to conclude that central govern­
ments in the DEeD countries are not the cause of a growing share of total
government expenditure since 1950.

In Sweden the trend is clear-cut. Since 1860 the share of public con­
sumption accounted for by local governments has increased from roughly
30% to more than 70%. However, this trend has not been adequately
reflected in the information systems. Modeling efforts are more frequent
at the national level and, according to Guteland and Nygren (1982), only 6%
of the budget for the Swedish National Bureau of Statistics is allotted to
regional and local data, representing a clear imbalance.

Another observation based on Figure 1 is that the design of planning,
management, and control exerts a strong influence on the demand for
information. Figure 2 illustrates this point in a striking way. It should be
pointed out that increased adaptability does not necessarily imply a
reduction of the need for information. In this example adaptability
presupposes knowledge of alternative production possibilities and in gen­
eral there is probably a trade-off between various information com­
ponents.

Finally, some comments should be made on the balance between
models and data. At one extreme we have those arguing that data should
"speak for themselves" and that good intuition is the only model needed.
On the other hand, the professional model builders argue that theoretical
rigor and explicit consideration of different factors are prerequisites for
good decisions. Neither group seems to have paid due attention to the
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Figure 2 Adaptability instead of a forecast (source: Armstrong 1978, p,7; repro­
duced by permission of John Wiley & Sons, Inc" New York), e 1970 The Register
and Tribune Syndicate,

psychological research into these matters, which clearly demonstrates our
limited ability to handle information and to make decisions. According to
Magnusson (1978) this inability is one of the most fundamental factors
governing our behavior. A lot of experiments support the proposition, For
example. Tversky (1974) has shown that we have a tendency to use
irrelevant information and Magnusson (1978) that we use only a small part
of the information available. In fact a lot of studies have demonstrated
that we can handle only a few factors at the same time and find it difficult
to integrate various pieces of information, Other studies have demon­
strated our inability to apply consistent judgment to a repetitive set of
cases, and to judge probabilities or make risky choices in an objective way
(e.g. Dawes 1971, Kahnemann and Tversky 1982). Furthermore, numerous
studies show that quantitative models may perform better than the intui­
tive predictions of experts (reviewed by Armstrong 1978),

A major conclusion is that findings of this kind must be considered
when designing information systems. Another conclusion is that the prin­
ciple of letting data speak for themselves has a high (subjective) tendency
to lead one astray. Obviously, we need models to compensate for short­
comings in acquiring and processing data. The third conclusion is based
on the fact that most of us can cope with the complicated decisions
involved when driving a car or playing table tennis: when decisions have to
be made frequently and the time between decision and result is short, it is
evidently possible to overcome the reported shortcomings. Hence, our
modeling efforts should be greatest when working with infrequent deci­
sions, And we should include a record of decisions in our information sys­
tems, which should be used for successive improvements of the models in
the system,

Another aspect of the balance between models and data is illustrated
by Figure 3. The vertical axis represents errors due to model specification
and measurement errors, while the complexity of the model is measured
along the horizontal axis. The broken curve shows that the specification or
model error may be assumed to decrease as the complexity of the model
increases, The dotted curve indicates that the measurement error caused
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by errors in input data increases with model complexity.· The full curve,
representing the total error, demonstrates that there is an optimal bal­
ance between modeling efforts and quality of data.
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Figure 3 Total error E due to measuremenl errors P. m and errors of specification
es (source: Alonso 1968).

3. Links to Other Policy Areas and Other Subsystems

It is essential that information systems for a regional housing market
reflect the inte rdependences between housing policy and other policy
areas, as well as belween various geographic levels. As illustrated in Fig­
ure 4, housing policy interacts with almost all major policy areas.

The links to general economic policy stem from two important
characteristics of housing: its high capital cosl and its greal durability.
The balanced rate of growth in an economy depends upon lhe total invest­
ment share. The rate of growth also depends upon the capilal:output
ratio, which differs systematically between the housing sector and other
sectors, being much higher in the housing seclor. This implies that the
share of the lolal investment allocated to housing significantly affects the
rate of growth. This is illustrated in Figure 5.

Both curves show that there is a trade-off between the rate of growth
and housing investment: the higher lhe share of investment accounted for
by housing, the lower the balanced growth rate.·· The upper curve

• Let us assume a model z =f (x 1 ... xm ). The usual equation for the output error result­
ing from propagation of errors in the inputs is

e:=r'/z~ez~ + L;L;fzJzjeZjeZjTii .
, , J

where ell is the error of z ./Zj is the partial derivative of f with respect to zi' eZj is the

measurement error in xi' and Tij is the correlation between xi and Xj'

•• In the long run the importance of the difference in capital:output ratios will be reduced.
Moreover, housing investments may stimulate growth when resources are not fully utilized.
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Figure 5 The relationship between rate of growth and housing investment.

represents a higher level of maintenance. The two curves demonstrate
that good maintenance of the housing stock may mitigate the conflict
between growth rate and investment in housing.

The extreme durability of housing gives rise to cyclical problems.
Even rather small changes in the demand for housing cause large changes
in the demand for investment in housing. In such cases a free ma~ket
tends to create a cyclical investment pattern, which may destabilize the
whole economy. The problem is further illustrated in Figure 6.

In the short run the supply of dwellings is fixed. Demand, on the other
hand, may change considerably, in terms of both level and composition.
The figure illustrates the effects of an income increase. If prices are fixed,
e.g. through administrative rules, there will be an excess demand for
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Figure 6 Imbalance in the housing market caused by income increase.

high-quality dwellings and an excess supply of low-quality dwellings. If the
market is free it is evident that prices, as well as investments, will tend to
fluctuate sharply.

A reduction of the cyclical fluctuations in housing investment helps to
reduce fluctuations of the whole economy. It is also closely tied to the
general goal of efficiency in the use of resources, because stability holds
out hopes for gains in productivity. There are also links to labor market
policy. Housing construction is labor-intensive compared with many other
types of production. Therefore, variations in the demand for housing
investment will cause comparatively large disturbances in the labor
market. In addition, elements of industrial mobility in the labor market
policy tend to increase housing demand. Since the location of housing is
fixed. such a policy will increase the demand for housing investment to the
extent that net migration between different labor markets is increased.

There are also interactions between housing policy and the taxation of
property, income, and capital gains. A recent Swedish study by Englund
and Persson (1981) may serve as an example. It indicates that house
prices are strongly affected by changes in the marginal tax rate. In
Sweden, as in many other countries, the imputed rent from owner­
occupied housing is taxed at a much lower rate than capital income from
other sources. The imputed rent is usually fixed and, at the same time,
the interest paid on loans for the house is fully deductible. High nominal
interest rates and marginal tax rates therefore make owner occupation
attractive.· By simulation, Englund and Persson show that the increased
progression of the Swedish tax schedule during the 1970s may have
increased the average price of single-family houses by around 30%.

• Another consequence is that it is more expensive for households with low incomes than
for households with high incomes to live in houses of their own. This result is not in accor­
dance with the general incomes policy.
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Another often neglected link between housing and income refers to
interregional differences in real income. As illustrated in Figure 7, a hous­
ing policy with elements of rent control may favor households living in
large regions. The influence is undesirable because households in large
agglomerations usually have higher incomes than households in small
regions.

x
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a:

Degree of agglomeration

Free market

Actual

J'igure 7 Difference between actual (controlled) rent structure and the probable
equilibrium structure.

Let us now turn to intraregional interdependences between housing
and other subsystems. As indicated in Figure 8, there are important links
between the housing, transportation, work-place, and utility systems.
According to the figure, land use is the common denominator in the long
run. In the medium-term perspective various sectoral dependences are of
central interest; the focus may be shifled from the dynamics of building
stocks to processes within the built-up stocks. The short-term perspective
may be oriented toward commuting, service trips, and flows of goods and
information. In all perspectives it is important to study the interaction
between various balancing forces, for example between relocation of work
places and the rent gradient for housing, between price changes in the
housing market and relocation of households, and between relocation of
households and commuting.

It is also important to note the influence that the housing market
exerts on income and population at the local level, since they are of funda­
mental importance to local policy. Furthermore, they are essential fac,,-_
tors at the regional level insofar as segregation is considered to be an
important aspect of regional policy.

According to this discussion, regional information systems for housing
should be capable of the following functions:
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Figure 8 Connections between urban subsystems over different time perspec­
tives, and some examples of public policy measures (source: Snickars et al. 1982).
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to handle housing investments and the relationships between
housing investment, economic growth rate, economic stability,
and labor demand;
to keep track of changes in national housing policy, incomes pol­
icy, labor market policy, and regional policy;
to take into account various links at the regional level between
the housing sector and the transportation, work-place, and util­
ity systems;
to make it possible to analyze the development of population and
income at the local level.

The major aim of information systems for a regional housing market
is of course to support regional and local housing policy. This will be dis­
cussed next.

4. The Housing Markel

During the seventies numerous studies stressed the importance of
disaggregation in analyzing a housing market. The comprehensive empiri­
cal and theoretical studies carried out by the National Bureau of Economic
Research in the United States can be mentioned as an example (Ingram et
al. 1972, Straszheim 1975, Kain and Quigley 1975). According to Kain and
Quigley (1975, p.l), the NBER research shows clearly that "the demand for
housing and the behavior of urban housing markets are better understood
if housing is viewed as bundles of heterogeneous housing attributes rather
than as a single-valued commodity, housing services."

As indicated by Figure 9, it is equally important to distinguish
between different household categories. Apart from income and household
size, education and age are among the factors that should be considered
(e.g. Andersson 1975).

From a policy point of view, a micro-oriented approach is equally
important. Several policy goals are connected with consumption patterns.
To equalize the distribution of housing consumption, to obtain a reasonable
relationship between rent and income, and to counteract segregation are
some Swedish examples. The policy instruments work on both the demand
and the supply side. Different measures are often used for different
household categories or dwelling types. Special housing allowances for
old-age pensioners and real-estate taxes linked to the age of the building
are two Swedish policy instruments of this kind.

Figure 10 gives a rough picture of some basic elements that should be
considered in an information system. The basic data on the demand side
describe population, income, households, and demand for various dwelling
types. Household formation models and demand models are needed. On
the supply side, data on the stock of dwellings are essential. Data and
models concerning investment, rebuilding, and maintenance are also
important. In the housing market demand is confronted with supply. The
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Figure 9 The proposed perspective for a housing market information system.

resulting market signals are fed back into the system both directly and in
the form of policy measures.

On the demand side, the need for disaggregation makes it necessary
to model the household formation process. The tools available are, broadly
speaking, demographic models and economic models. The demographic
models, such as the headship rate method, are often self-contained insofar
as economic and social factors are seldom used explicitly. In economic
models demographic factors are often trealed in a superficial and highly
aggregated way (e.g. Du Rietz 1977).

Usually. the data on household formation are incomplete. In Sweden,
the data available may be characterized as relatively detailed as regards
stock information, but defective as regards flow information. There is con­
siderable information about cross-section condilions at different times,
but one may only rarely obtain data describing changes between these
limes.

One conclusion is that there is a strong need for models that make it
possible to reconcile demographic and economic factors (e.g. Harsman
and Scheele 1982). It is also important to arrange data on population and
households in such a way that information on fertility, mortality, mar­
riages, and divorces can be tied not only to individuals (as is the case in
several countries) but also to householrls.
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Figure 10 Some basic components of an information system for the housing
market.

Demanding a certain type of dwelling corresponds to demanding a
certain set of characteristics that refer not only to the dwelling but also to
the environment. By virtue of the fixed locations of dwellings, work places,
and transportation facilities, the choice of residence determines access to
work and services as well as to other dwellings, i.e. other households.

The importance of different attributes has in recent years been stud­
ied by, among others, Wilkinson (1973), Kain and Quigley (1975), and Leven
et at. (1976). Kain and Quigley came to the conclusion that attributes
relating to quality, such as general conditions of dwelling and building, had
as much influence on the dwelling price as had the number of rooms,.Jhe
standard of equipment, and other quantitative variables. Wilkinson does
not draw any decisive conclusions, but he shows that attributes associated
with the neighborhood of the dwelling may have a stronger influence on the
price than attributes directly associated with the dwelling. Leven et at.
show that the socioeconomic characteristics of households in the neigh­
borhood have a great impact on the price.
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This means that data on the housing stock should comprise both dwel­
ling and neighborhood attributes. Different forms of tenure as well as loca­
tion should also be distinguished. Furthermore, Leven's findings underline
the importance of classifying households according to characteristics such
as education and profession.

There are already several demand models available that handle hous­
ing demand as a demand for a set of attributes. However, most of them
are of a static type. The importance of moving costs (Harsman 1981, Wise
1982) calls for a dynamic orientation in modeling.

On the supply side, great importance must be attached to institu­
tional factors. This of course applies lo both data and models. The invest­
ment data should comprise both building costs and total production costs,
and the data on housing stock should inform not only on costs of mainte­
nance but also on capital costs, as well as costs of fuel and electricity.

The kinds of models and data needed to study the consumption pat­
tern and the impact on this pattern of various demand and supply meas­
ures depend upon the market-clearing process. If prices are controlled,
totally or to some extent, data on consumption may give wrong informa­
tion about the demand. This is illustrated by Figure 11. Some of the
households demanding a dwelling of type i may live in a dwelling of type j,
and some of the households in dwellings of type i may demand dwellings of
type j. As a result, consumption data will misinform us about demand. In
terms of Figure 11, we obtain data on column totals instead of row totals.

Demanded
dwelling
type

2

3

Actual dwelling type

2 3

I Consumption [

D
e
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d

Figure 11 Differences between housing consumption and demand.

The inertia of the housing market contributes to the difference
between consumption and demand. Even in a free market it is improbable
that demand and supply are always in balance. To change t.he housing
stock takes time and there is reason to believe that demand and price
changes are also relatively time-consuming.
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The adjustment between consumption and demand may be rather
complicated. It is probable that some households move and adjust their
consumption before rather than after certain events. Anticipating a
future increase in income or household size and considering the cost of
moving, a household may well prefer to move to a dwelling that is too large
for its immediate needs instead of moving successively to incrementally
larger dwellings as its space requirements grow.

One way to handle the long-term aspects is to use permanent instead
of current income in the demand models. However, there is no self­
evident way to define and measure permanent income, and it seems better
to model moves and moving costs explicitly. Whichever approach is chosen
there is a need for demand data. In countries with controlled rents this
poses a problem. One possibility is to seek direct information on the
demand by means of carefully designed interviews with a sample of house­
holds. Gustafsson et aL. (1977) have demonstrated that such a technique
can be used to estimate a household's bid prices for various dwelling
types.

In the discussion above it has been argued that modeling efforts
should be focused on the supply side and on various adjustment processes,
Le. on working out dynamic models. It has also been suggested that a con­
sumption pattern matrix should be used as a starting point for the
development of data on households and housing stock. When designing
such data, one should try to obtain links to flow data regarding population
and investments. It was also suggested that interview techniques should
be used to investigate demand in markets with controlled rents.

5. Concluding Remarks

An important discovery in psychological research is that we are less
capable of handling data and probabilities than usually assumed. Several
experiments have shown that simple quantitative models of the objective
kind often perform beller than intuitive decision making. In countries like
Sweden this calls for an orientation toward modeling in information sys­
tems. In other countries the marginal benefits of data production may be
much higher. When data are unavailable or inadequate, one possible strat­
egy is to introduce a few basic data sets. In Sweden the censuses consti­
tute one such basic set of data on the consumption pattern.

The growth of the public sector and the increased decentralization
within that sector are important arguments for increased production of
data at regional and local levels. Dat?- are needed in both management
and planning and to facilitate controls by various decision makers. One
way to obtain regional or local data is to increase the availability of data
officially recorded at the national level. Another is to design national sur­
veys so that it is easier to use the results at a regional level. One should
also consider the possibility of linking various data gathered at regional
and local levels to official data. Again, the importance of common
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denominators should be stressed.
To capture in one information system all the complexities of the hous­

ing market and the links between housing and other systems and policy
areas is of course not possible. It is not even desirable. Several different
information systems are needed, but we should try to design them in such
a way that they can be connected. The same conclusion is valid for each
such information system. For example, an information system concerned
with housing demand should comprise several small models and several
small data sets rather than one large model and one large data set. Not
only would such a module-oriented approach make an overview of the
information systems possible. It would also facilitate a successive and con­
tinuous expansion of these systems, an expansion that is balanced with
regard to models and data as well as to marginal costs and benefits of
information.
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CHAPTER 11

Multiregional Modeling and Statistical
InforIllation

Raymond Courbis

1. Information Requirements for Multiregional Modeling
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Since the beginning of the 1970s, several multiregional models have
been built (a survey has been made by lssaev et al. (1982)). These models
show a greater variety in structure than do national models. The general
purpose of these models - simulation or forecasting, calculation of the
regional impacts of national policies, and integrated analysis of inter­
dependences between regional and national development - explains partly
such differences. But statistical problems also can explain the
specifications or general structure of a particular multiregional model.

Statistical problems are indeed more important for multiregional
(and regional) models than for national ones. In general, there are no
problems for such regional variables as employment and unemployment,
and one can understand why such variables are introduced (or are con­
sidered alone) at the regional level. However, the regional information
required for building a multiregional model depends on the type of model.

1.1. Interregional Input-Output Models

Interregional input-output models, such as the Polenske (1980)
model for the US economy, emphasize the relations that exist between
regions through interregional flows of products. The flows are determined
by regional propensities to export or import or by using a gravity-type
model. ... In these multiregional models (Polenske 1980) regional final

... A few multiregional input-output models introduce not interregional linkages but, as
proposed by Leontief (1953), relationships between regional production and national
demand. One assumes a "national" market with given shares for the producers of each re­
gion.
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demand is most often calculated very simply by allocating the total
national demand among the regions, on the basis of exogenous shares.·

Nearly all such models are not econometric ones (though there are
exceptions, such as the model built for Japan at the Mitsubishi Research
Institute (Suzuki et al. 1973/1978)): technical coefficients are exogenous
and one only has to introduce relationships for interregional flows. Conse­
quently, it is only necessary to have data (more precisely, an interregional
input-output table) for one year; or for a few years, allowing for extrapola­
tions of structural coefficients. If interregional flows are calculated on the
basis of propensities to export or import, such statistical information is
sufficient. If a gravity approach is used the parameters can also be
estimated, for medium- or long-term projections, by a cross-sectional
method (pooling time series and interregional data would improve the
econometric estimation).

From a statistical point of view, the main problem is data on interre­
gional flows. Generally, the basic information comprises statistics on
interregional transportation by commodity group and transportation
mode. The reader is referred, for examples, to Polenske (t 980) for the US,
and to Courbis and Pommier (1979) for France (for which direct data have
been available for some products). Special enquiries are also made, such
as for Canada (or at a regional level).

1.2. Pure Top-Down {Multi-)Regional Models

Top-down models, as proposed by Klein (1969), directly connect the
values of regional variables to national figures. They assume that regional
development is dependent upon the national economy and that the region
is sufficiently small to have no significant impact on national development.
No direct relationships with other regions are introduced.

Such models are quite simple, but since they assume a dichotomy
between regional and national development they can only be used for
analyzing the impact of the national economy upon a region or for making
a regional (or multiregional) forecast consistent with a national forecast
that one does not wish to reestimate (e.g. because a national model is con­
sidered as more reliable).

The interest of top-down models from a statistical point of view is that
statistical requirements are not too important. As national-to-regional
linkages are introduced, it is possible to consider reduced forms, and,
thus, to adapt the specification and choice of regional variables to the
availability of regional data.

• Some multi regional input-output models are "closed" but the relationships are quite
simple: one assumes that regional consumption by product is a given share of total con­
sumption, the latter being itself a given share of total household income. For calculating
household income one only considers that, for each industry, distributed income is a given
share of value added.
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1.3. Integrated Regional-National Models
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Integrated regional-national models, on the other hand, can be used
not only for regional forecasts or simulations but also for calculating the
national impacts of regional policies and regional disequilibria. In these
models, national figures are often calculated by aggregation of regional
variables (Courbis 1982a). This implies that a complete analysis of regional
supply and demand, of the regional labor market, and of the regional
income distribution is to be introduced at the regional leve1. That is,
regional information must be adapted to the modeling requirements (the
opposite may be true for top-down models). Also, regional data should be
available for all the regions and be consistent with the national figures.
Consequently, one has to have a completely integrated and consistent sys­
tem of regional and national accounts. If a disaggregation by industry is
introduced, it is necessary to have - at least for a base year - a consistent
multiregional input-output table (and even a multi- and interregional
table if regional production depends on demand in each region).

Thus, it is seen that different approaches to regional and multire­
gional modeling do not imply the same statistical requirements.

2. Statistical Problem.s and Analysis of Regional Production

Very often. "economic base" theory forms the background for deter­
mining regional production. In this case, effective demand directly deter­
mines production and no "supply" effects are introduced.· For non­
exporting industries we have consequently to determine regional demand
but, in a reduced form, we can link directly regional production (or
employment) of nonexporting industries to regional production (or
employment) of exporting industries, as regional income and regional
demand depend on income and demand created by the exporting indus­
tries.

Consequently, in the economic base approach, the main problem is to
describe the relationship between the regional production of exporting
industries and effective demand inside and outside the region. Two cases
are to be considered, according to whether one has a "national" market or
a segmented multiregional market.

In the case of a "national" market (as in the Leontief (1953) model),
regional production of exporting industries is a share of national total
effective demand. If the share of each region is assumed exogenous, it is
only required to have a few observations for regional production. But,
alternat.ively, regional shares can also be endogenous (Courbis 1982a) and,
for example, be determined as a function of comparative regional costs.

• See the theoretical formulations proposed by Bell (1967) and by Klein (1969). The Bell
model considers explicitly exporting and nonexporting industries, while Klein's formulation
corresponds to a reduced form.
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One then needs time series for regional production (in a reduced-form
approach, one can also consider regional employment as a function of
national employment).

For a segmented multiregional market one has to describe inter­
regional flows to determine the total demand related to each region. Data
on interregional flows are consequently required, but it is also possible, as
with the NRlES model for the US (Ballard and Wendling 1980), to construct
a proxy for total demand by weighting effective demand in each region.
This proxy (calculated with appropriate weights for each region) is used as
an explanatory variable in the econometric determination of production in
each region. Such an approach is quite often used for multinational
models when one does not explicitly introduce a matrix of trade flows. Its
interest is that it only needs time series for production and demand,
although having the trade matrix for one year is useful for estimating the
weights when aggregating demand by region (or by country). As with the
national market, a reduced-form approach in terms of employment could
also be used; the statistical requirements are then much weaker.

Data on regional production are required if one wishes to consider
explicitly regional production functions, and are certainly necessary if one
emphasizes not only demand effects but also supply effects. By placing
emphasis only on effective demand, the economic base approach assumes
that there is sufficient production capacity in the region(s) considered. If
capacity is insufficient, regional production will be determined not by
demand but by regional supply. From this point of view, it should be noted
that regional investment is usually considered only as a simple component
of regional demand: its impact on supply as a factor of production is thus
totally neglected. In practice, if regional investments are insufficient
there is a progressive limitation of regional production, and bottlenecks
appear at the regional level. Because they ignore the impact of regional
production capacity on regional production, the economic base model and
the demand approach are, in fact, more convenient for short-term
analysis. However, for medium-term analysis one has to adopt a supply
approach so as to determine the regional production of "footloose" indus­
tries (Courbis 1982a).

In the REGINA model for France (Courbis 1975, 1979), the REMl model
for the Netherlands (Van Hamel et al. 1975), and the MACEDOINE model for
Belgium (Glejser 1975), such a supply approach plays an important role
(Courbis (1982b) discusses the determination of regional production). For
these models, regional production - at least for some industries· - is
determined by (or depends upon) the regional production capacities and
regional supply. For the RENA model for Belgium (Thys-Clement et al.
1973) regional production capacities are also introduced for determining
regional employment, but regional production is demand-determined and

• For some industries (particularly the tertiary industries) regional production is demand­
determined. The REGrNA model (Courbis 1975, 1979) distinguishes between supply­
determined activities and demand-determined activities.
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calculated as a share of national total demand.
To introduce such a supply approach for determining production or

for considering a regional production function in employment determina­
tion, data on the regional stock of capital must be available. For RENA
(Belgium), REGINA (France), and REMl (Netherlands) a chronological
approach was adopted, but the methods used for estimating the capital
stock for the base year were different: RENA used a breakdown of a
national estimate for 1955; REGINA and REMl used an optimization
approach (minimization of the differences between regional production
functions for a given national value of capital stock). For MACEDOINE (Bel­
gium) regional capital stock was calculated simultaneously with the esti­
mation of the production function, assuming that the nine Belgian prov­
inces had the same initial capital:output ratio (for 1959).

Improvements in the estimation of regional capital stock would be
useful for a better determination of regional production functions and for
taking into account the i.mpact of financial limitations on national and
regional investments. However, regional data on capital stock are not
needed if one adopts a "vintage" approach, as in the Belgian SERENA model
(d'Alcantara et at. 1980). In all the cases, availability of good data on
regional investments is needed, since the connection from regional invest­
ments to regional production or employment is one of the most important
mechanisms for regional development in the medium term.

While the supply approach emphasizes the impact of regional produc­
tion capacities and requires that data on regional stocks of capital are
available, the demand-oriented approach, on the other hand, needs data
on interregional fiows (or proxies for total demand) if there is not a perfect
national market. The second approach is more convenient for the short
term, while the former is more convenient for the medium and long terms.
However, such a distinction is too dichotomous and a mixed approach,
combining demand and supply effects, would be more realistic. If one
wishes to build a dynamic short-term-medium-term model, a mixed
approach is necessary. One would, even for "footloose" industries, deter­
mine regional production by effective demand (Within the region and out­
side) (Courbis 1982b), but only the introduction of the impact of regional
capacities on interregional flows (and on regional foreign trade) would
allow reconciliation of the economic base and. supply approaches. It is
necessary to introd uce explicitly the impact of the regional rate of capital
utilization on regional external trade (with the other regions and with
other countries),· and also on the regional investment location behavior of
multiregional firms. In the short term, effective demand would determine
regional production, but in the long term, if the rate of capital utilization
is considered to be at a "normal level" (with respect to feedbacks on
investment), regional production would be determined by regional supply.

• In the multiregional model built for Japan by the Mitsubishi Research Illiltitute (Suzuki et
al. 1973/1978), interregional flows are explained by the effective demand of importing re­
gions and the capital stock of exporting regiollil.
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Such a mixed, generalized approach needs data on the rate of capital
utilization by region. The Belgian RENA model (Thys-Clement et al. 1973)
includes this rate to explain regional employment. No direct regional data
being available, the rate of capital utilization was indirectly estimated by
calculating the regional potential output on the basis of a regional produc­
tion function; the value of regional effective production being known, one
could easily calculate the regional rate of capital utilization (the ratio of
effective production to potential output). Other methods could be used for
calculating the regional rate of capital utilization; for example, the Whar­
ton "peaks method." Further, it appears possible to make direct estima­
tions: in France, experimental work has demonstrated that, at least for
large regions, it should be possible to make direct estimations by region­
ally using the data collected in national surveys of firms, which give infor­
mation on unemployed production capacities.

If one uses a proxy method for taking into account the impact of
effective demand in other regions, as in the NRJES model for the US, sta­
tistical information on interregional flows is not required, though such
data improve both the determination of regional production in the model
and the consistency of regional production and regional demand for the
past.· Similarly, one can include a multiregional input-output table in an
econometric "integrated regional-national" model, even if such a table is
only needed for determining the regional production of demand-oriented
industries.·· However, constructing multiregional (and interregional)
input-output tables requires great statistical effort. It was done for the
REGINA model of the French economy (Courbis 1975, 1979) but this is an
exception. Indeed, using a multiregional input-output table improves the
determination of production and demand, as well as the calculation of
intermediate demand (at the regional level). Since important statistical
work was carried out for several countries in the 1970s (Courbis (l982c)
discusses EEC countries). using such a method is now much easier than
ten years ago. However, it would be useful to have not only a table for one
year but also time series for regional production according to industry and
regional demand according to product.

• One can calculate the regional external trade surplus (or deficit) in two ways: firstly as
the difference between regional production and regional demand; secondly as the balance
of interregional flows (and external trade with foreign countries). Such a comparison,
which was made when estimating the multi- and interregional input-output tables for
France (Courbis and Pommier 1979), helps to improve the quality of regional estimations .
•• For supply-oriented industries, regional production is, in the medium term, determined
by the regional stock of capital, and equality bet.ween production and demand is achieved
through regional external trade.
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3. Regional Income, Regional Costs, Prices, and Financing
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Obviously, good data on regional distribution of income are useful for
linking regional household consumption to household disposable income.
Generally, one has sufficiently good information on regional wages and
salaries, the incomes of the agricultural self-employed, and social
transfers, but it is much more difficult to acquire data on the incomes of
nonagricultural private businesses. There are also conceptual problems,
some data being available for distributed income (or for household expen­
diture) created in each region whereas other data are only available in
terms of households living in one region (at the national level, the
differences between "national" and "domestic" approaches are quite simi­
lar but consistency is much more easy to achieve).

Information on regional income distribution is not only useful for
analyzing regional demand: regional primary incomes are also a com­
ponent of unit production costs. If we integrate supply effects, regional
data on primary incomes and regional unit costs are first needed for
estimating the impact of regional unit costs on regional development
potential and the location behavior of "footloose" industries. '" At the same
time, one can calculate national average unit costs by aggregation of
regional unit costs, allowing the introduction of regional feedback on
national costs and national profitability. The simulations made for the
French economy with REGINA have demonstrated the importance of this
feedback on national development (national growth, employment, inflation,
external trade balance, etc.). Therefore, it is important to have regional
data on unit costs and thus on the regional distribution of income (by
industry if possible).

As labor unit cost is the most important component of total unit cost,
good information on regional wage rates is needed. Time series for
regional wages are required so that an econometric analysis of the dynam­
ics of increase in nominal wages is possible at the regional level. Since
there is no perfect national labor market and since there are regionally
segmented labor markets, the regional increase of wages depends on
regional conditions. Owing to the nonlinearity of the relationship between
unemployment and the increase in wages, the national average wage
increase depends not only on the national rate of unemployment (and
inflation) but also on the degree of dispersion of regional rates of unem­
ployment. This introduces an important feedback of regional labor market
disequilibria on the national average wage increase. It is also important to
notice that regional wage determination may not be a homogeneous pro­
cess. Wage increases in one region can often have diffusion effects in oth­
ers. Such a mechanism reinforces the impact that the determination of
regional wages has on national development (Courbis 1982a). From a

'" Regional data on distributed income and costs are also needed for analyzing the
profitability of monoregional firms and for estimating the impact of financing possibilities
on the investments of such firms.
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statistical point of view, it would be necessary to have time series for
regional wages so that the regional increase could be econometrically
analyzed; to describe the diffusion process a great number of observations
are required for a simultaneous estimation.

At the national level, national unit costs - and consequently regional
unit costs - are one of the main determinants of price increases. For
commodities produced by "footloose" industries, in the absence of a per­
fect and totally competitive national market, it is possible to assume a
hierarchy of regional prices. Under these conditions, for the long and
medium terms one need only consider the national average increase in
prices (which is assumed to be the same for all regions). In making such
an assumption, no data are required on regional prices. Such a
simplification is more difficult for "located" industries. For these, model­
ing the price increase at the regional level would be necessary but, unfor­
tunately, statistical data on regional prices are often difficult to obtain.
Improvements in this field would be helpful.

One other statistical problem is related to financial data. In a supply
approach, which emphasizes the impact of financing on investments, data
on regional credit and regional financing would be useful. If there is a
polarization of the financial system, savings in one region might not neces­
sarily be disposable for that region and hence there is a transfer of finan­
cial resources among regions. It appears also that financial behavior can
differ from one region to another (not only for households but also for
monoregional firms). For all these reasons, improving regional informa­
tion on financial and monetary flows would be useful for integrating the
analysis of the impacts of money and financing in a multiregional model.
For France, a first statistical attempt was made with the regional financial
accounts built by Rochoux (1979) in the Group for Applied Macroeconomic
Analysis in Nanterre.

Improvements in multiregional modeling must be based on statistical
improvements. However, it is also true that work on multiregional models
brings to light which statistical data are required and which statistical
improvements have to be made.
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CHAPTER 12

Models as Integral Parts of Regional
Information Systems: Experiences from
Italy and Sweden

Giuliano Bianchi. Borje Johansson. and Folke Snickars

1. The Demand for Information in Regional Planning
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Regional planning has different connotations and traditions in
different countries, and the intensity of regional planning efforts varies
considerably between them. Its role in the political arena depends on how
political power is distributed among decision-making bodies at various
geographic levels in a nation. Regional planning may be exercised mainly
by the central government and its planning agencies, or by local and
regional decision-making organizations. This chapter focuses on informa­
tion as an input to the planning activity and policy analysis of regional
authorities. It does so from the perspective of open economic regions that
are vulnerable to external influences. In particular, the chapter describes
experiences gained in the design of an information and forecasting system
for the Tuscany region in Italy. Also, comparisons are made between
Italian and Swedish experiences.

1. 1. Changing Conditions JOT Regional Planning

In many industrialized nations the trend during recent decades has
been a gradual replacement of local economic linkages by international
ones. At the same time technical change has been labor-saving in the
industrial sectors, while services have remained labor-intensive. Also,
industry has increased its demand for technical and business services. As
a consequence, in the postind ustrial society a larger share of the employed
population has become dependent on local and regional production.

Simultaneously. existing ties to industrial sectors imply prevailing
indirect influences of world market changes on the local economy.
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Specialization and associated economies of scale have also led to an
increased vulnerability of the local economy. In a global situation of tech­
nological transition, the developments mentioned above have increased
the demand of local and regional authorities for information, and the
scope of regional planning has increased.

1.2. Absence of a Theoretical Foundation

Comparing Italy and Sweden, one may conclude that the trends
already described are shared by these two nations. The similarity is
strong in spite of important national differences in the organization of
local and regional planning. Other observations suggest that these trends
are occurring throughout a major part of the industrialized world. As a
result, regional authorities in many countries are experiencing increasing
incompatibility between planning requirements and existing information
systems.

Local and regional planning has traditionally had a weak analytic
background. Practical relevance in a narrow sense has been used as a
guideline at the expense of comprehensiveness and consistency. This may
be due to the following fundamental characteristics of regional planning
and policy analysis as they are practised:

• Planning strategies do not stem from analysis but rather from
preconceptions.

• Policy generation does not rest on formal evaluation of alterna­
tive courses of action but rather on qualitative judgments.

• Policy implementation is not assessed by means of efficient mon­
itoring procedures.

Bianchi (1981) has identified prevailing political tradition in Italy as a
fundamental reason for inefficient use of information in public planning at
the regional level. Quantitative analysis has not been able to break that
tradition so far. This predicament, which has been phrased as a "divorce
between knowledge and government," is largely independent of the plan­
ning philosophy adopted.

Information processing by means of modern information technology is
equally relevant for all planning concepts ranging over the rational, incre­
mental, adaptive, and pure monitoring paradigms (Wilson 1980). However,
the functions of models and the types of information generated by infor­
mation systems will depend on the particular planning concept adopted.

2. Organization of Information Supply

The local and regional demand for information can vary, with respect
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to information content, over regions and over time within a region. This
raises the question whether information collection and production should
be regionalized or centralized.

2.1. Central. Overall Perspectives

In most countries today, decentralized. heterogeneous demands for
information from the regional planning levels are basically met by a cen­
tralized, homogeneous supply. One should also note that the central
government and related authorities also have a demand for regional infor­
mation. From their point of view, regional homogeneity is a desirable
property.

In Italy most regional data are provided by ISTAT (Italian National
Institute of Statistics). In Sweden the seE (Central Bureau of Statistics)
has a strong position in offering the municipalities regular data for plan­
ning. Designed some fifty years ago, ISTAT still operates in the same way.
in principle. as the SCB. There is a flow of questionnaires and instructions
from the center to the periphery; the opposite flow mainly consists of col­
lected data. Decisions about production. processing, and publication of
data are made at the central level. due notice being made of the quality
and relevance of the data at that level.

In Italy the feedback of information to the regional level (regional and
local governments, local authorities, etc.) is meager. Currently. ISTAT
annually handles about 180 surveys and more than 450 questionnaires.
Thus a huge gathering of data (which are regionally specified in their origi­
nal form) results in several thousands of published pages. Few of them
report municipal data. Moreover. only in some cases are local respon­
dents, like authorities. allowed to keep the data they collect. Although
ISTAT has recently been exhibiting a more liberal attitude. as far as access
to basic data from local authorities is concerned. there is still a clear con­
tradiction between the old, centrally oriented statistical system in the
country and its more recent, decentralized government system, in which
the number of decision centers has multiplied.

2.2. Options for Decentralization

As shown by Guteland and Nygren in Chapter 19 of this book. the cen­
tralized statistical bureau in Sweden also has a monopoly on information.
However, in this case there is a significant feedback, although this infor­
mation flow is not designed to reflect the specific demands each regional
decision-making body may have. .

While new planning ambitions have altered the pattern of demand for
regional information. new communication technologies have transformed
the conditions of processing and retrieving information. Each region may,
in principle, look for an individually designed solution, since technically it
is now possible to effect a complete deceIltralization of statistical informa­
tion systems. This does not imply that the responsibility for collecting
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microscale data should be transferred to regional agencies. However,
there is a need to examine carefully various options.

The ability of regional authorities and statistical offices to operate
and utilize advanced information systems varies considerably between
different regions and municipalities, both in Italy and in Sweden. The
development of systems for providing supporting information for
comprehensive regional planning has been weak and fragmentary in both
countries. From this perspective, the information system created for the
Tuscany region breaks new ground.

3. Purposes of Regional Information Systems

The tensions between eXisting information systems and regional
decision-making requirements are complicated. They relate both to the
roles and objectives of analyses and methods for policy evaluation, and to
the shortcomings of the official statistics service (reliability, updating, cov­
erage, disaggregation, etc.). Therefore, the tensions cannot be removed by
a single measure. We shall illustrate this problem from the viewpoint of a
regional planning and information-processing body that provides back­
ground information and analysis in the form of decision support for
comprehensive regional economic planning.

3.1. Interdependences Belween Information and Planning Systems

Statistical, information, and planning systems are coupled. For
example, changes made in the second will have impacts on the third.
Therefore, modification of the planning system cannot be considered
independently of the initial information system.

The primary aim of information systems in regional planning has tra­
ditionally been to store data for multipurpose use in large computer sys­
tems. The data aspect has been stressed at the expense of planning
relevance. This is the case in both Italy and Sweden, and the observation
can probably be generally applied to other industrialized countries. Huge
resources have been allocated to setting up, maintaining, and updating
data bases. Considerable resources have also been allotted to developing
streamlined tools for extracting arbitrary combinations of data in numeri­
calor graphic form. These developments are partly explained by a per­
sistent lack of contact between designers of information systems and
planners using the information.

Table 1 illustrates observed or potential shifts in demand for informa­
tion and decision support on the local and regional levels. These shifts are
in contrast to the historical situation described above.
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Table 1 Emerging trends in the design of information systems.
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From:
Large multipurpose data bases
Administrative data
Relevant statistics of the most
frequent events

Quantitative data in tabular
form

3.2. Planning-Oriented Information Processing
and Strategic Applications

To:
Selected strategic data
Policy-oriented information
Pertinent information for
causal analysis (and under­
standing)
Interpreted information
and qualitative signals

The main criticism of data-processing support given to local and
regional governments during recent decades is that tactical rather than
strategic applications have been given priority. Computer systems have
been used for mass storage and bookkeeping rather than as active tools in
the decision-making process.

Table t illustrates a transition to a situation in which computer tech­
nology has increased the potential for underpinning plan making with
analysis. Does this have any implications for the future balance between
market solutions and planning efforts? Market solutions need little cen­
tralized information but give rise to external effects that have to be coped
with by the public sector. This presupposes more efficient monitoring.
Planning, on the other hand, needs more information to become efficient
but may, with proper decision support, increase the possibility of internal­
izing the external effects in the plan-making process. Better information
systems should increase the scope and pertinence of planning.

Improvements in the regional planning process may be achieved by
addressing at least three control issues:

The organization of useful data through selection from a variety
of data bases needs to be ameliorated.
Tools for generating information from these special-purpose data
bases must be constructed in such a way that they fit into the
planning process. Models Jor combined forecasting and scenario
analysis may be of special interest.
Networks and other structures for dissemination of information
must be constructed in order to speed up the technical phases of
the planning process. This represents an integration of informa­
tion processing and the planning process.
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4. Regional Information and Planning System Models

We shall now give an example of a possible way of organizing a com­
bined information and planning system for a regional economy. Thus, in
this context we do not refer to a planning system in general terms but to a
specific combination of the two components. The example involves a
collaborative effort between the Regional Institute for Economic Planning
of Tuscany (IRPET) in Italy and the Integrated Regional and Urban Develop­
ment Group of the International Institute for Applied Systems Analysis
(IIASA) in Laxenburg. Austria. The complete information system is
described by Bianchi and Baglioni (1982) while the core of the planning
system, in the form of a set of regional economic models, is described by
Cavalieri et al. (1983).

4.1. Specifying the SysteTn: Three Categories of Models

In the considerations that led to the regional information system for
the economic planning of Tuscany three major variants for the framework
of the system were distinguished: the logical model, the functional model,
and the information model.

The logical model identifies the logical components or phases of plan­
ning in terms of operational steps in the plan-making process as well as in
terms of the content of the plan as a written document. This model pro­
vides gUidelines for plan preparation. The weakest links of the process
involve the introduction of tools for effectively recording the state of the
region, for generating policies, and for monitoring the consequences of
policies.

The functional model describes interactions among various agents of
the regional and local planning systems (regional government, regional
agencies, local authorities, and sectoral bodies). During plan making and
decision making those interactions take the form of (i) commands from
the regional government to its departments, (ii) joint decisions between
regional and local authorities, (iii) agreements between the regional
government and higher levels of government, such as the state or the EEC,
and (iv) bargaining between regional bodies and sectoral bodies, such as
trade unions. Implementation may be direct, i.e. by regional departments
or agencies, or indirect, by delegation of tasks to local authorities or other
agencies. In those cases information can be regarded as the only material
circulating through the network of the planning system. The emphasis is
on the two-way flow connecting center and periphery. The bottom-up flow
of data referring to processes and plan accomplishments is complemented
by a top-down feedback of information in the form of forecasts, indicators,
reports, and comparisons.

The information model does not relate to any specific decision­
making unit or agency. The information function is diffused through the
regional government departments and through agencies and offices of
local authorities. There is, however, a special role to be played by the
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departments for statistics and information at the regional level as well as
by the research institute or department in charge of overall regional plan­
ning. Figure 1. shows a configuration of the information model.

Analysis:

Data
flows

Data
stocks

Information
tools

Structural Periodic Continuing
I I I

Figure 1 Outline of the IRPET information system applied in Tuscany.

4.2. System Design and Information TooLs

The setup of the information system illustrated in Figure 1. may be
explained by reference to data flows, data stocks, and information tools.

Data flOWS, stemming from statistical surveys and administrative
records, feed and update multipurpose data bases. The latter constitute a
data pool contributed to by regional and local authorities and other public
and private institutions, as well as by national statistical agencies. Accord­
ing to a set of criteria, data can be selected from multipurpose data bases
and organized in working data bases. These data bases, together with data
collected through specific surveys and field research, form data stocks, to
be updated for retrieval and for further processing by means of informa­
tion tools. These tools transform data into information that is useful for
planners. They are used for analyzing data and produce various kinds of
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• a "continuous" flow of information through "observatories" (or
monitoring stations);

• periodic information in the form of reports; and
structural information from models supporting forecasting and
impact analysis.

Observatories are the key components of the system. They rely upon
small working teams in charge of organizing and maintaining sectoral data
flows and files. They produce sets of indicators very frequently (sectoral
trends and policy performance); they also stimulate novel research when
indicators show anomalous or surprising values compared with expected
performance levels. Therefore, these observatories are an essential means
of monitoring planning activities and results.

Reports normally contain analyses of trends of regional development
in order to give annually a comprehensive view of the regional system; the
reports also assess policy implementation and achievements. In this way,
they contribute to monitoring functions. They consequently exert a posi­
tive impulse to the improvement of the information system as a whole,
since they require the reporting group to mobilize every possible informa­
tion resource.

Models represent the very core of the information system, and they
are organized as a flexible linked system. That is, they are not formed into
a rigid "supermodel" but, instead, are constructed as individual modules
that can be connected with each other in various ways. The models can
help in extending current trends and cycles into forecasts for different
time horizons. Hence, historical, current, and projected information are
looked upon in the same way within the information system. Of course,
the models produce results that are used for the reports and observa­
tories. Signals about new developments may therefore originate both from
working data bases and from model exercises. Over time, modules and
their linkages may be renewed, and signals from the monitoring system
may prompt the reorganization and refinement of some set of these sub­
models.

5. Outline of the Regional Model System

The core model of the Tuscany information system relies on the avail­
ability of recent regional input-output tables. These tables are derived by
direct survey methods, and this makes the input-output information more
interesting than when direct data are not available. In contrast, the asso­
ciated capital coefficient matrix (describing investment inputs and capa­
city outputs) has been derived only from national data (Westin et at. 1982).

In fact, the model system has a biregional input-output component
as its core. The regions are Tuscany and the rest of Italy; information
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about the latter has been obtained by combining data about the Tuscan
economy and the national economy. The model system is also comple­
mented by a national econometric model.

5.1. Overview of the Model System

The traits of the system of linked models may be summarized as fol­
lows.

• It is a biased two-region system in the sense that, although both
Tuscany and the rest of Italy are represented by complete
economic models, the economy of Tuscany is modeled in more
detail.

• The system contains a stronger emphasis on international trade
than similar multiregional economic models.

• The public sector plays a more pertinent role than is found in the
mainstream of this type of modeling. The public sector is
represented both as a provider of public goods and services
(including income transfers), and as a supplier of public infra­
structure.

Figure 2 illustrates the seven modules of the model system. To these
must be added at least two further components that represent inter­
regional trade links and regional-national-international links. These
interregional and international relationships are of special importance to
the Tuscany region in view of its openness and the significance of exports.
The international aspect is concerned not only with exports of goods such
as leather and textile products, but also with international tourism in the
region.

The core model of the system is the biregional input-output model,
TIM, which provides, for both Tuscany and the rest of Italy, matrices of
intermediate consumption and of (interregional and international) trade
coefficients.

The export model, MEXT, is an export demand model, with a destina­
tion (importing country) as well as a commodity specification. This means
that economic developments in the importing countries will have a direct
influence on the economic performance of Tuscany. A certain degree of
substitution between interregional and international exports is also possi­
ble.

The importance of the capacity concept for a regional economy has
led to the indirect modeling of capacity creation (INVEST). This model
operates on an annual basis. It is complemented by a five-year variant,
which treats investments and capacity creation. The investments are
transformed into exogenous annual inputs, yielding capacity limits that
cannot be exceeded. Short-term bottlenecks or supply-demand tensions
will then have to be resolved by interregional, or even international, trade
adjustments.
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exports scenarios

1
MEXT INVEST

Regional exports Regional private
investment

.. T
TIM

Core input-Qutput model

!
CONSUM MARGOT
Regional private Public sector Transfers
consumption components

,
LABOR

Labor market
model

t
POPULATION

Labor supply
by age and sex

Labor
migration

Figure 2 The regional part of the model system for regional planning in Tuscany.

The labor market model, LABOR, is not only tied to the production sys­
tem through the labor input process. It also interacts with the population
module through labor force participalicm and unemployment. These vari­
ables are determined by a simple form of labor market model that acts as
a balancing mechanism between labor supply and demand.

The public sector model, MARGOT, and the private consumption com­
ponent, CONSUM, are closely related because the disposable income poli­
cies affect the patterns of final demand both directly and indirectly. The
private consumption model is based on the concepts proposed for the
INFORUM system (Almon 1981), and has already been applied in the INTIMO
model for Italy (Grassini 1982).
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5.2. Existing Features and Future Options
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The model system is primarily intended for medium-term forecasting,
policy evaluation, and planning. This is true, at least, for the version con­
ceived and currently operated. In particular, it does not address long­
term problems of technological change.

The model system described here is intended to be a tool for con­
sistent economic forecasting with regard to the regional economy of Tus­
cany. In the scenarios attained with solutions of the system, there is a
consistency (i) between total demand and production capacity, (ii)
between production and deliveries to consumption and investment, and
(iii) between regional location of prod uction capacity and the structure of
regional trade.

The model system is also used for policy evaluation, and for monitor­
ing structural change as well as imbalances in the Tuscan economy. In this
fashion it may serve several purposes in the context of the larger informa­
tion system. When used as a policy evaluation tool, forecasts are made
conditional on policy actions being exogenously inserted into the model
system. The system could also be applied as a planning tool by introducing
mechanisms for the selection of policy instruments I decisions that satisfy
given performance criteria. The usefulness of this option depends on the
room for such design deliberations in the actual planning process. Experi­
ence from other kinds of policy-applied modeling shows that such demands
evolve as a natural stage in the development process. A modular design
will prepare for such options.

6. Conclusions about Yodels and Information Processing

Our main conclusion with regard to the long-term viability of informa­
tion systems for regional planning is that they need to be supplied with
analytic capabilities. These should be developed to comprise forecasting,
policy assessment, and planning models. Without such facilities, informa­
tion systems will lose contact with planning after an initial phase of
enthusiasm during development. On the other hand, regional economic
models, statistical inference models, and other policy-relevant models
need to be linked more closely to special-purpose information systems,
otherwise their connection with planning will disappear soon after the con­
struction phase. The latter brings about the necessary interaction
between researchers and planners. However, this interaction will not con­
tinue without devices to ensure that further development is stimulated.
Experiments such as the one described in this chapter indicate a viable
way to proceed in this respect.
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CHAPTER 13

Information Content of Data from
Different Spatial Aggregation Levels

Peter Nijkamp, Piet Rietveld. and Annemarie Rima

1. Introduction
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An information system (the monitoring system, computer graphics
system, regional model, etc.) contains a set of organized data for improv­
ing the quality of decision making. Structuring the data involves a
transformation of the original data into categories encompassing general
patterns and trends. If the original data are regarded as numerical attri­
butes of a certain phenomenon. one may use Xi,T,t to represent a numeri­
cal value (on a certain measurement scale) assigned to phenomenon i in
region r in period t. We will confine ourselves to the spatial aspects of this
symbol, in regard to which some important questions emerge: Is there an
appropriate way of consistently aggregating spatial microdata into macro­
data? How are model results affected by the choice of spatial scale?
These questions will be dealt with in this chapter, with special emphasis on
model results emerging from different spatial scales (Baumann et al.
1983).

Prior to any statistical and econometric regional analysis, a basic
decision to be made when designing regional information systems is the
choice of the appropriate level of spatial detail. The two main influences
on this choice are the cost of collecting data and the usefulness of the
information that can be derived from the data. These influences are in
general conflicting. The costs involved at the level of small basic areal
units are usually extremely high. Also, rules of confidentiality may give
rise to sociopolitical problems with such units. On the other hand, the
number of purposes for which information systems could be used may
increase considerably if detailed spatial information could be produced.

Obviously, it is fairly impossible to design simple rules for specifying
the range of spatial detail within which a best compromise between these
conflicting viewpoints has to be found. In this chapter a more modest aim
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will be pursued. One particular aspect of the choice problem will be dealt
with: the extent to which the choice of a certain level of spatial detail
affects the quality of the information that can be produced for analysis
and forecasting.

Research in this field has given rise to remarkable results (e.g. Alker
1969, Hordijk 1979, Openshaw and Taylor 1981, Lohmoeller et al. 1983). It
appears that statistical associations for aggregated populations may differ
in magnitude and even in sign from those for individual members of a
population. The well known ecological fallacy arises when correlations
observed between variables at an aggregate level are used as substitutes
for individual correlations. Clearly, when data are only available at a high
level of spatial aggregation, it is impossible to test the sensitivity of sta­
tistical associations for lower levels of aggregation.

The chapter has been organized as follows. Section 2 deals with
different types of aggregation relevant to spatial information systems. In
Section 3, the use of disaggregate as distinct from aggregate data is dis­
cussed in the context of (multi)regional models Section 4 is devoted to an
empirical illustration in the field of regional labor markets, in which three
spatial levels have been distinguished.

2. Types of Aggregation

Aggregation may be carried out in various ways: across individuals,
economic sectors, spatial units, time, etc. This condensation of informa­
tion inevitably entails loss of detail (e.g. Orcutt et al. 1968) but, if properly
carried out, it may improve the understanding of phenomena by focusing
on important general features of the data. Data as such are an insufficient
basis, however, for determining the relevance and importance of a feature:
the purposes for which the information is needed must also be considered,
so that, preferably, aggregation procedures should be adapted to these
purposes.

2. 1. Aggregation of Spatial Units

In many countries regional information systems are based on a gen­
erally accepted hierarchy of regions: municipality, county, province
(state), and nation. For the majority of purposes, users confine them­
selves to this regionalization, which means that they usually express their
information needs in terms of the desired average size of regions, but-not
in terms of the composition of regions.

The composition of regions may be based on entirely different princi­
ples (e.g. Harvey 1969). One way of forming them is to keep to existing
administrative regions. Another way is to construct regions on the basis of
a homogeneity principle, in order to achieve intraregional similarity
according to economic structure, type of landscape, degree of urbaniza­
tion, etc. A third way is to use the functionality principle, whereby the
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composition of a region is determined on the basis of the intensity of spa­
tiallinkages.

A regionalization principle does not completely determine the compo­
sition of regions. Each principle has to be supplemented with a clustering
method before a regionalization can be achieved. As shown by Fischer
(1982), there are many clustering methods that will, in general, give rise to
different aggregations of basic areal units.

2.2. Aggregation of Relationships

As long as descriptive purposes are dominant in the use of informa­
tion systems, aggregation of (spatial) units will not give rise to many prob­
lems. When analytic and forecasting purposes come into play, however,
this no longer holds true. Then the question arises how relationships
between variables are affected by aggregation of individual units (Akdeniz
and Milliken 1975, van Daal 1980).

In our presentation of the problems involved in aggregating relation­
ships we will follow Theil (1954). Let us consider I individual units (e.g.
households or basic areal units) and suppose that for each unit i the vari­
able Yi depends linearly on the predetermined variables Xki (k = 1"., ,K),
Thus one arrives at the following microrelations:

K
Yit =(Xi + L: {Jlcixlcit + ~t (t =1, ... ,T),

1c=1
(1)

where ~ and {J/ri are microparameters and Uit is a disturbance term, being
independent of Xkit (Vk.i.t) and having a mean of zero. Macrovariables can
be defined as follows:

I
Yt = L: Yit

i=l

I
Xlct = L: Xlcit (k = 1" .. ,K, t = 1, ... ,T)

i=l
(2)

(or as weighted averages of the microvariables).
Aggregation of relationship (1) across individuals gives

I I K I
Yt = L: (Xi + L: L: {JlciXkit + L: ~t (t = 1, ... ,T) .

i=l i=1Ic=1 i=1
(3)

This expression is in general not identical to the macrorelation obtained by
interpreting (1) in terms of macrovariables:

K
Yt = ex + L: {J"Xkt + ut (t = 1, ... ,T),

k=l
(4)
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in which ex and fJk are the macroparameters and Ut are disturbance terms
with means of zero.

In this case of a simple linear model a necessary and sufficient condi­
tion for complete correspondence between (3) and (4) is (assuming that no
restrictions are imposed on the distribution of the predetermined vari­
ables):

fJki =fJkj Vi ,j (5)

When condition (5) holds, we speak of perfect aggregation. When condition
(5) does not hold, while the macrorelation (4) is still used (because of the
absence of data at the individual level) one commits a specification error,
which may give rise to misleading results.

Condition (5) can be relaxed when certain restrictions are imposed on
the distribution of the predetermined variables. These restrictions can be
formulated by means of so-called auxiliary equations. More details can be
found in Theil (1954).

3. The Relevance of Perfect Aggregation

In the previous section we concluded that only in rather exceptional
cases is an analysis at a high level of (spatial) aggregation in agreement
with behavioral relationships specified at the microlevel. Therefore, one
might expect an emphasis in research on analysis at low levels of spatial
aggregation. The reality is different, however: it appears that aggregate
data are frequently used and often with reasonable results. There are
several possible explanations:

(1) Macrodata are usually more reliable than data at more disaggre­
gated levels, because measurement errors may level each other
out, for instance. Also, the length of the time series available for
the former is often longer than for the microdata.

(2) The coefficients of the independent variables do not differ
significantly at the disaggregate level. Then the condition of per­
fect aggregation is approximately satisfied.

(3) The point of departure from the theory of perfect aggregation is
the microrelation (1). If this equation is improperly specified,
the notion of perfect aggregation loses its value, for example,
when the microrelations are nonlinear (Kelejian 1980). More
importantly, Grunfeld and Griliches (1960) and Green (1977)
point to the fact that in equation (1) only variables of one partic­
ular level play a role. Thus, it assumes that behavior at the
disaggregate level is not influenced by variables at the aggregate
level. Grunfeld and Griliches present results of forecasts of
investments according to which the macro approach (4)
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performs better than lhe dis aggregate approach (3). Hence,
they conclude that aggregation is not necessarily bad.

This last explanation, which is the most fundamental, immediately ties in
with arguments concerning top-down and bottom-up approaches in
regional modeling. Therefore, we will now pay attention to the meaning of
these approaches.

The following classification of multiregional models, illustrated in Fig­
ure 1, is fairly common (e.g. Courbis 1982, Nijkamp and Rietveld 1982):

(1) Top-down models
(2) Bottom-up models
(3) Interregional models
(4) Regional-national models.

Top-down models

Interregional models

Bottom-up models

Regional-national models

Figure 1 Structures of multiregional models.

(1) Top-down models
In top-down models, the values of the national variables are assumed

to be known. The values of the corresponding regional variables can be
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deduced from the national variables by means of a disaggregation method.
An advantage of this way of model building is that a multiregional model
with a top-down structure can be linked immediately with eXisting national
economic models. One of the disadvantages of top-down models is the
absence of feedback effects of regional development on national variables.

(2) Bottom-up models
In these models, first the variables on the regional level are deter­

mined: the corresponding national variables follow by aggregation. A
disadvantage of bottom-up models is that they are often based on low­
quality data. The availability and reliability of regional data leave much to
be desired compared with national data. An advantage of bottom-up
models is that they can be used for investigating the possible conflict
between national growth and interregional (in)equality.

(3) Interregional models
In these models, the relationships between regions receive particular

attention (usually by means of input-output models). They are especially
useful when the understanding of interregional relationships is the main
interest and when no restrictions on these relationships are imposed
because of national conditions.

(4) Regwnal-national models
In this type of model, the top-down approach and the bottom-up

approach are combined within an interregional modeling framework. The
advantage of this union is that there is feedback from the national to the
regional level and from the regional variables to the national variables.
The values of the national and regional variables are determined simul­
taneously. A disadvantage of this type of model is its complex structure.

According to this typology, in Section 2 essentially a bottom-up
approach is employed. Interregional linkage s and linkages from the
national level to the regional level are ruled out by the specification of (1).
Both types of linkages are important in spatial analysis, however. A top­
down approach is appropriate for variables related to institutions (mar­
kets, governments, firms) that operate at the national level. A bottom-up
approach is appropriate only for variables that refer to institutions operat­
ing at low levels of spatial aggregation.

4. A Numerical Example: The Regional Distribution of Disability
Allowances

We will now give an empirical example of the effects of spatial aggre­
gation by examining how changes in spatial scale affect the determinants
of the number of persons receiving disability allowances in the Nether­
lands. In this analysis we will not deal with alternative compositions of
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regions of the same scale; only the scale of regions will be varied. In addi­
tion, we will only deal with bottom-up approactes.

We have selected a topic for which a bottom-up approach seems to be
reasonable. It is closely related to the labor market, which typically
operates at the regional level. We will focus on the numbe:7" of people
receiving disability allowances after having withdrawn from the labor
market. The data used can be found in GMD (t 977-81) and CBS
(1977-81 a,b). Substantial regional differences do exist in the shares of
people receiving disability payments. It is interesting to explore the
extent to which these differences can be explained by economic indicators
such as the unemployment rate. If such an explanation could be proven,
an implication would be that hidden unemployment exists among the
recipients of disability payments. This would be an important implication,
since in the Netherlands (until recently) the number of unemployed has
been much smaller than the number of recipients of such payments. For
example, in 1978, the number of unemployed was approximately 200,000
while the number of recipients of disability allowances amounted to
approximately 550,000 (van den Bosch and Petersen 1982).

For the explanation of the number of disability allowance (DB) recip­
ients, the following stock-flow approach will be used. The number at the
end of year t (DBt ) is by definition equal to the corresponding number one
year before plus the inflow during the year minus the outflow:

DBt = DBt -I +DBlt - DBOt · (6)

The number of people leaving the labor market and entering the stock of
disability payment recipients, DElt , depends on the volume of employment
at the end of the preceding period, Et - I . We assume that yearly a certain
proportion of employed persons starts receiving payments; this proportion
depends on the unemployment rate tit. Therefore,

or

DElt = ~2 + ~3[ 1:~~~I ]]Et - 1

DBlt = f:J2Et - 1 + f:J3 Ut-I'

(7)

(8)

where Ut - 1 denotes the number of unemployed at the end of year t-1.

For the number of people leaving the stock of disability allowance
recipients, we simply assume that yearly a constant fraction leaves:

DBOt =7DBt_l' (9)



222 P. Nijkamp, P. Rietveld, and A. Rima

Thus, after substituting (8) and (9) into (6) one arrives at

DBt ={:lIDBt-I+{32Et_I+{:l3Ut_l+tt' (10)

where {:ll = 1-, and tt is a disturbance term (normally distributed with
zero mean) that represents neglected variables. We assume that all
parameters are positive, and that {:ll is smaller than one.

Estimations of (10) have been carried out at three spatial levels: the
nation, the province, and the county. Figure 2 shows the 12 provinces and
40 counties, which are listed in Table 1. For the dependent variable region­
alized information is available only for the years 1977-81. Thus, the three
coefficients in (10) can be estimated on the basis of only four observations,
giving rise to only one degree of freedom. It is not surprising, therefore,
that most estimation results give rise to very high values of the
coefficients of determination R 2 and that statistically significant results
are rare. The results for the national level are presented in Table 2. The
parameters have been estimated by means of linear regression.

The parameters have the right sign but they are not significant at the
5% level. The value of {:l3 is remarkably low: it suggests that the level of
unemployment has only a marginal effect on the number of recipients of
disability allowances.

Estimation results at the prOVincial and county levels are presented
in Tables 3 and 4, respectively. Clearly, the values found for the parame­
ters differ considerably, so the condition of perfect aggregation is not
satisfied.

We will now examine to what extent a disaggregate approach leads to
projections of the dependent variable that are better than those given by
the macro approach. Thus we compute

.6Bt =~IDBt_1 +~2Et-1 + {J3 Ut-1 (11)

for four periods and three spatial levels. The values at the national, pro­
vincial, and county levels will be denoted by IfBf, DBl'i, and D~tj, respec­
tively. Subsequently, we will compare J5Bf, l:l~l6Br, and l:j~IDBtcj with
the results for DBp to see whether a disaggregate approach is more suc­
cessful. The results are summarized in Table 5.

The table shows that in three out of four cases the calcUlations based
on the data at county level give the most satisfactory results, followed by
the prOVincial level and finally the national level. When we look at the
differences between projections and observations, we find that the mean
absolute error at the national level is 2,211. For the prOVincial and county
levels, we find 2,075 and 1,937, respectively. This shows that the mean
absolute error can be reduced by approximately 6.5% by disaggregating to
the provincial level and by another 6.5% when the county level is
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Figure 2 The 1'1etherlands divided into counties.
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considered.
A similar comparison between aggregate and disaggregate results can

be carried out at the provincial level, since each county belongs to only
one province. The results are presented in Table 6. When we leave aside
the lwo provinces that comprise only one county, we observe that in 27 out
of 40 cases (lo provinces and four time periods) the calculations at the
county level give the best results, while in 13 cases an aggregate approach
gives beller results.
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Table 1 The provinces and counties of the Netherlands.

County Province County Province.
1 Oost-Groningen 25 Agglomeratie Leiden
2 Delfzijl e.O. 1 Groningen 26 Agglomeratie 's-Gravenhage
3 Overig Groningen 27 Delft en Westland

8 Zuid-Holland
28 Oostelijk Zuid-Holland

4 Noord-Friesland 29 Groot-Rijnmond
5 Zuidwesl-Friesland 2 Friesland 30 Zuidoost Zuid-Holland
6 Zuidoosl-Friesland

31 Zeeuws-Vlaanderen
9 Zeeland

7 Noord-Drente 32 Overig Zeeland
8 Zuidoost-Drente 3 Drente
9 Zuidwest-Drente 33 West Noord-Brabanl

34 Midden Noord-Brabant
10 Noord-Brabanl

10 Noord-Overijssel 35 Noordoosl Noord-Brabant
11 Zuidwest-Overijssel 4 Overijssel 36 Zuidoost Noord-Brabant
12 Twente

37 Noord-Limburg
13 Veluwe 38 Midden-Limburg 11 Limburg
14 Achterhoek

5 Gelderland
39 Zuid-Limburg

15 Arnhem/Nijmegen
16 Zuidwest-Gelderland 40 ZUidelijke 12 Zuidelijke

IJsselmeerpolders IJsselmeerpolders
17 Utrecht
18 Kop van

Noord-Holland
19 Alkmaar e.o.
20IJmond
21 Agglomeratie

Haarlem
22 Zaanstreek
23 Groot-Amsterdam
24 Gooi en

Vechtstreek

6 Utrecht

7 Noord-Holland

Table 2 Coefficients of (10) and R Z at naUonallevel (with standard errors).

~1 ~Z ~3
0.577 (0213) 0.063 (0.025) 0.049 (0.074)

Table 3 Coefficients of (10) and R Z at provincial level (with standard errors).

R Z

0.992

Province

1
2
3
4
5
6
7
6
9

10
11
12

0.106
-0.166

0.325
-2.697

0.379
0.505
0.614
0.424
0,767
0.622
1.040
0.455

~1 ~Z ~3
(0.144) 0.146 (0.021) 0167 (0.046)
(0.410) 0.172 (0.056) 0.203 (0.092)
(0114) 0.127 (0.016) 0.150 (0.040)
(1.606) 0.522 (0.251) 0.997 (0.503)
(0.200) 0.096 (0.026) 0.060 (0.060)
(0.236) 0.069 (0.026) 0.032 (0.110)
(0.141) 0.057 (0.016) 0.045 (0.071)
(0.231) 0.060 (0.020) 0.062 (0.076)
(0.482) 0.030 (0.040) 0.030 (0.249)
(0.144) 0.057 (0.016) 0.040 (0.040)
(0.274) 0.017 (0.047) -0.139 (0.121)
(0.166) 0.069 (0.012) 0.258 (0.092)

R Z

0.997
0.984
0.996
0.982
0.991
0.971
0.991
0.981
0.971
0.996
0.993
0.996
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Table 4 Coefficients of (10) and R 2 at county level (with standard errors).

County (31 (32 (33 R 2

1 0389 (0.111) 0.146 (0.023) 0.236 (0.061) 0.994
2 0.365 (0.135) 0.105 (0.019) 0.165 (0.053) 0.999
3 -0.364 (0.071 ) 0.186 (0.009) 0.194 (0.015) 1.000
4 0.190 (0.509) 0.111 (0.063) 0.124 (0.107) 0.981
5 0.178 (0.237) 0.124 (0.031 ) 0.206 (0.084) 0.976
6 -0.337 (0.804) 0.234 (0.133) 0.183 (0.147) 0.939
7 0.133 (0.110) 0.172 (0.020) 0.139 (0.026) 0.999
8 0.459 (0.136) 0.107 (0.021 ) 0.094 (0.053) 0.993
9 0.172 (0.568) 0.138 (0.084) 0273 (0.239) 0.945

10 -0.338 (0.240) 0.176 (0.030) 0.192 (0.054) 0.987
11 -0.010 (0.577) 0.145 (0.078) 0.103 (0.095) 0.974
12 -1.674 (0.338) 0.407 (0.051) 0.903 (0.117) 0.994
13 0.116 (0.213) 0.132 (0.029) 0.148 (0.056) 0.996
14 0327 (0.336) 0.102 (0.045) 0.141 (0.109) 0.991
15 0.433 (0.188) 0.088 (0.023) 0.050 (0.060) 0.981
16 0.566 (0.043) 0.084 (0.006) 0.003 (0.013) 1.000
17 0.505 (0.236) 0.069 (0.026) 0.032 (0.110) 0.971
18 0.473 (0000) 0.083 (0.000) 0.123 (0.000) 1.000
19 0.604 (0.047) 0.063 (0.006) 0.084 (0.016) 1.000
20 1.090 (0.236) -0.001 (0.022) -0.032 (0.139) 0.991
21 0.443 (0.153) 0.104 (0.023) 0.038 (0.118) 0.951
22 0.937 (0.144) 0026 (0.015) -0.115 (0.104) 0.991
23 0.547 (0.142) 0.061 (0.014) 0.037 (0.074) 0.989
24 0.819 (0.001) 0.032 (0.000) -0.045 (0.001) 1.000
25 0.095 (0.128) 0.111 (0.014) 0.111 (0.037) 0.994
26 -0.058 (0.341) 0.103 (0029) 0.107 (0.122) 0.859
27 0.610 (0.182) 0.038 (0.013) 0.023 (0.103) 0.974
28 0.549 (0.182) 0.044 (0.014) 0.102 (0.061) 0.997
29 0.698 (0.175) 0.034 (0.015) 0.010 (0.050) 0.991
30 0.479 (0.171) 0.062 (0.016) 0.061 (0.070) 0.993
31 0.968 (0.409) 0.020 (0.032) -0.116 (0.263) 0.979
32 0.683 (0.515) 0.036 (0.045) 0.091 (0.213) 0.970
33 0.696 (0.186) 0.044 (0.021 ) 0.040 (0.043) 0.998
34 0.490 (0.085) 0.015 (0.009) 0.062 (0.031) 0.998
35 0.508 (0.181) 0.015 (0.021) 0.063 (0.057) 0.995
36 1.114 (0.077) -0.006 (0.009) -0.078 (0.020) 1.000
37 2025 (0.023) -0.127 (0.003) -0.490 (0.007) 1.000
38 1.130 (2.695) -0.000 (0.473) -0.168 (0.503) 0.932
39 0.715 (0.475) 0.070 (0.083) 0.082 (0.308) 0.962
40 0.445 (0.166) 0.069 (0.012) 0.258 (0.092) 0.998

Table 5 Comparison of national, provincial. and county projections.

1978 1979 1980 1981

DB/' 557,493 586,327 618,201 635,904

DB/,- J5Bl' 22 -2,861 4,375 -1,588

DB/,- L:l,~lJ5Br 31 -2.777 4,105 -1,393

DB n - L:~O J5Bei 77 -2,618 3,787 -1,261t J'''1 t
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Table 6 Comparison of provincial and county projections.

Province 1978 1979 1980 1981

DBt 26,046 26,909 28,298 28,853

DBfl_DSfl -50 -10· 111 -54

DBt -l:l=lDSr -28· -15 73· -31·

2 DBl'2 21,140 21,910 23,024 23,859

DBr-DBf2 131· 32· -244 94

DBf2 -l:f=4DBtei 230 -65 -235· 92·

3 DBf3 18,514 19,423 20,669 21,478

DBr-DBl'3 -23· -41 98· -37·

DBf3 -l:f=?DBt'i -39 -30· 111 -42

4 DBr 41,109 43,875 46,306 47,496

DBr-J5Br -203 -215· 582 -183

DBr -l:l~\oDB{i -25· -221 358· -119·

5 DBr 67,503 70,590 74,018 75,540

DBr-DBr -24· -291 476 -169·

DBr-l:.16 DB ci -26 -272· 465· -173>=13 t
6 DBfB 35,510 37,405 39,489 40,631

DBf6-J5Br 120 -448 465 -134

DBr - I5BtCl? 120 -448 465 -134

7 DBf? 98,685 104.368 110,329 113,865

DBr -J5Br 118 -663 789 -247

DBf? -l: 24 Wei 102· -580· 673· -200·>=lB t
8 DBfB 99,073 102,914 107,488 109,754

DBfB-DBr 50 -650 888 -293

DBfB -l:;30 J5Bci 47· -589· 809· -271·>=25 t
9 DBf9 9,701 10,296 11,178 11,622

DBr-J5Bf9 -38 -99 218 -84

DBf9 -l: 32 Wci -34· -97· 205· -77·>=31 t
10 DBtO 76,889 81,683 86,685 89,776

DBflO - DEflO -82· -132 354 -149

DBflO -l:l~33I5Bt'i -99 -99· 321· -133·

11 DBt l 61,779 65,045 68,415 70,037

DBfll_DBfll 20· -285 412* -151·

DBfll -l:l~3?J5B{i -182 -226* 589 -189

12 DBf12 1,544 1,909 2,392 2,993

DBf12 - OOf12 12 25 -44 14

DBf12 - J5Bro 12 25 -44 14

• Smallest difference between observed and computed values.
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5. Concluding Remarks
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This contribution has considered the explanation of aggregate vari­
ables by means of disaggregated data. The choice of aggregation level
depends on the problem under consideration. We gave some reasons why a
disaggregate approach does not necessarily produce better results than an
aggregate one. In particular, when the phenomenon being studied has a
top-down structure, an aggregate approach may be preferable. For the
numerical application we selected a case for which a bottom-up structure
is most plausible and found that a dis aggregate approach leads to some­
what better results. The small number of observations did not allow the
testing of alternative model specifications. For example, we did not deal
with interregional linkages (White and Hewings 1982).

We conclude that in spatial studies the information obtained for ana­
lytic, planning, and forecasting issues may be highly sensitive to shifts in
the level of spatial aggregation. In order to test this sensitivity, simulation
experiments such as that reported here are essential.
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CHAPTER 14

Interactive Systems for Regi onal
Analysis of Industrial Sectors

Borje Johansson and BertH Marksjo

1. Introduction
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This chapter describes two information systems that generate
regional information about industrial plants and firms, respectively, in
Sweden. SIND-data+ is installed in the National Industrial Board; SUPPORT
has a stronger orientation toward decision makers in business corpora­
tions. Both systems are used for regional planning, impact studies, and
forecasting. The chapter focuses on the methods and foundations for con­
structing and designing information systems like SIND-data and SUPPORT.
It also reports on some of the different ways in which the systems and
their dialogue and graphic options may be utilized.

The SIND-data system may be used to outline the contents of the
chapter. This system contains, for example, information about how pro­
duction techniques, productivity, and profitability of establishments
belonging to a given sector are distributed in a region. In Sweden, as in
many other countries, there exists a confidentiality criterion that prohib­
its information about individual units from being made public. To satisfy
this criterion, establishments have to be grouped together. Section 2 out­
lines how this problem has been approached by means of a filter process.
Section 3 describes this process in mathematical form, as well as its gen­
eral features. The method arranges the original data in groups that satisfy
requirements of (i) confidentiality, (ii) aggregation consistency, (iii) group
homogeneity, and (iv) distribution accuracy.

We also describe in Section 2 how the design of the systems has been
guided by the requirements that (i) the information shall be reliable for
the purpose to which it is put, and (ii) its expected degree of uncertainty
shall be measurable and known. These principles are observed by

• A similar system, called NIND-data, exists in Norway.
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organizmg the information in the form of distributions that are structur­
ally invariant over long periods.

Statistical theory and economic theory, together with estimated
invariances, become integral parts of the information system by being
introduced during its design.

2. User Requirements. Theory. and Estimated Invariances
2.1. Principles for Designing an Information System

Information systems may be looked upon and evaluated from
different perspectives. In what follows we shall interpret them as systems
for decision support (e.g. Marschak 1974). The following ways of utilizing
an information system have been identified by Nijkamp (1982):

• description, monitoring, and ex post evaluation
• impact analysis, scenario projections, and forecasts
• decision analysis, evaluation of options, and planning.

If the user is an organization that makes diagnoses and forecasts,
these activities will represent the decision making of the user. Basic user
requirements of an information system are accessibility and reliability of
the information, flexibility of the system (multipurpose use of informa­
tion), and relevance to decision making.

Users of information systems often reveal an anxious fixation on
obtaining information with a high degree of "actuality." This property
depends not only on the time lag between the occurrence of an event and
the observation/recording of the event in the information system. One
may also distinguish between "perishable" and "durable" information,
where the latter retains its "actuality" for longer. Durable information will
generally refer to decision-relevant structural features of a regional sys­
tem. We may refer to this as information about structural invariances.

Although time-invariant information is usually obtained by processing
time sequences of observations, we may still illustrate the basic idea with
Figure 1. This figure depicts the trade-off between reducing the observa­
tion lag A and increasing the invariance interval B within which the infor­
mation can be regarded as reliable.

We shall present two different information systems, both of which
were set up with the ambition of satisfying two criteria: it was required
that the information should have a form that made it decision-relevant and
that gave it a high degree of invariance so that interval B in Figure 1 could
be extended. Moreover, the degree of reliability and invariance was meas­
ured and analyzed for the type of information that could be generated by
the system.

The following approach was selected. The original data set is
transformed to distributions for which the degree of invariance can be
evaluated over time. In the SIND-data system the distributions refer to
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decision problem

Figure 1 Trade-off between observation lag A and invariance (reliability) interval
B,

characterislics of industrial establishments (production units), The other
system, SUPPORT, refers to induslrial firms, where a firm (as distinct from
a production unit) represents a decision-making and financially defined
unit. For each firm one can always identify one or several establishments
belonging to it. Data referring to individual establishments and firms are
regarded as confidential in Swedish statistical systems,

In order to satisfy simullaneously the crileria of invariance and
confidentiality, + the systems are updated annually in the Central Bureau of
Statistics (SCB), There, confidential data may be used to evaluate invari­
ances and lo transform the original data into a model of the data (MD),
The MD is designed in such a way that it satisfies all confidentiality criteria
with "minimum loss of information," Thereafter, the MD can be transferred
to users outside the bureau as an integral part of the information system,
In this sense the model is an input to the production of information with
the information system, The procedure is illuslrated in Figure 2,

A more explicit illustration of the data transformations in Figure 2 is
given in Figure 3. This figure shows the path from raw data to decision
support information.

The difficulties of designing a multipurpose information system can
be seen from Figure 3. To have some success it is essential to know the
decision context before designing the filtering process according to
confidentiality rules and invariance criteria, For the SIND-data system,
sorting is made with regard to the ratio between wage and value added
(wage share) of each unit, and the filter is used for each regional level. To
be more specific, in order to include regions A, B, and AuB in dala set (3)
of Figure 3, three separate "filtering runs" are necessary. If the
nonconfidential aggregates in set (3) are required to contain units with
similar capital costs instead of wage shares, then another filler process

• 'Ibe confidentiality criterion requires that observation units are ordered in groups. Such
a group can never contain less than three units, Section 3 gives a definition of the cri­
terion.
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Invariance
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Construction of data model: D
a nonconfidential data base I""'" Theory
with desired flexibility

Estimation of invariances

1 Application of principles
of minimum information
loss

Designing an information
system with desired
accessibility and flexibility

Transformation

Imputations, cod ing ]

Filters: rules of confidentiality

Jand sorting

Software for retrieval ]and presentation

Model specification errors; lI proxies, incompleteness

I (3) Public model of data set r

I (5) Decision support I
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Figure 2 Designing and updating the information system. When confidential data
are used, operations A to D have to be done inside the Central Bureau of Statis­
tics.

State of data

Figure 3 Stages of data transformation.

has to be applied. *

• The SUPPORT system contains separate models of the data set based on (i) sorting by
wage share and (ii) sorting by rate of return: capital cost information can be retrieved
from both models.
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2.2. Specification of Variables for Regions and Sectors
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The preceding section described a method for designing two informa­
tion systems so that certain criteria were satisfied. Both systems have
also been designed in such a way that information is generated for
different levels of spatial and sectoral aggregation, and in a form that
makes it possible to separate short-term variations and structural
changes.

Three types of geographic subdivision exist. These are the nation, the
industrial region, and the county. There are six industrial regions; each of
them consists of several counties. The total number of counties is 24.

The SIND-data system contains about one hundred sectors of the
manufacturing and mining industries. These sectors can be aggregated in
different ways. With certain combinations between region and sector it is
not possible to generate any information because of confidentiality re­
strictions. Then the system offers two options. One is to retain the finer­
sector level and enlarge the region through spatial aggregation. The other
is to aggregate several sectors at the initially given regional level.

Each type of distribution generated by the system may be presented
either as a table or as a diagram. A diagram can have either of the basic
forms shown in Figure 4. Each diagram includes two distribution curves,
which may be selected in continuous, smooth form or in a discrete, step­
function form. Curves A and B can compare either two different years for
the same region, or two different regions in the same year (e.g. county
compared with nation). In this way a series of comparisons may be
obtained that makes it possible to separate fluctuations from structural
changes.

y

50 100
x (%)

y

50 100
x (%)

Figure 4 Two types of distribution diagram.

For both SIND-data and SUPPORT there exist several choices of the
variables x and y in Figure 4. The following alternatives are used
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frequently in SIND-data:
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y: productivity (value added per number of persons employed), or
profit margin (gross profit per sales value), or wage share (total
labor costs per value added) (l---y then represents profit share).

x: cumulative share (%) of (i) persons employed, or (ii) value added,
or (iii) sales value in seelor or region.

The absolute value of the x variable may be obtained separately. The
cumulative share scale has been chosen in order to facilitate comparison
of structural properties.

The SUPPORT system contains a rich variety of options for x and y. In
addition to the options for SIND-data, the variable y may, for example,
represent investment, rate of return on total capital and owners' capital,
proportion of foreign capital, interest rate with regard to foreign capital,
and turnover rate; and x may also represent value of total capital, owners'
capital, number of firms or of persons employed, etc.

2.3. Production Theory and Productivity Measures

Since many features are similar for the two systems we shall concen­
trate on the SIND-data system, in which establishments are the units of
observation. In this case it is straightforward to apply a classical type of
production theory.

The theoretical background may be summarized as follows. A produc­
tion unit is characterized by its different types of durable resources, which
are formed into an organization embodying the operation technique (pro­
duction, distribution, etc.). The technique represents a time-invariant
property of the produelion unit; it can only be changed by means of invest­
ment efforts. This also means that value added, at fixed prices, per
number of persons employed (labor productivity) remains unchanged in
the absence of investments.

In general, renewal investment in existing units is a slow process.
This means that the produelivity parameter 7-t; will also change slowly; 7-t;
denotes the productivity of units in sector j and region T that are applying
technique T when the units operate at full capacity. However, the annually
observed productivity p,; will fluctuate as a result of variations in utiliza­
tion of capacity.

The structural invariance of the distribution of productivity over
employment in each seelor and region has been examined by means of the
following type of combined cross-section and time-series estimation:

z = [1+exp (ao+a lP,+a2t)]-1 (1)

where z =z(p"t) denotes the fraction of the number of persons employed
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in establishments with a productivity equal to or higher than fL, where t is
a time index (years) and aa' a l • and az are estimated parameters. The
logistic type of function in (1) gives an acceptable description of the actual
distributions over the period 1968-78 for specific sectors and regions.
When observations of extremely high values of fL and values of z of 0.9999
or above (O':::z <:;1) were eliminated. it was possible to obtain for most sec­
tors a value of R Z (coefficient of multiple correlation) ranging between 0.8
and 0.9 at the national level and between 0.6 and 0.85 with regard to indus­
trial regions (Appendix 1).· When evaluating the invariance property one
should observe that three parameters for each z function generate ten
different productivity curves of the type illustrated in Figure 5. Certain
sectors in some regions display an invariance below the average. In those
cases the growth rate of fL is unevenly distributed over different segments
of the curve.
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Figure 5 Continuous productivity and elasticity functions for the graphics indus­
try in Southern Sweden during 1968-78 (1975 prices). Curve A: value added,
1978: B: value added, 1985: C: elasticity. 1978; D: elasticity. 1985.

• For most sectors values of fJ. exceeding 300 were eliminated. This corresponds to 300,000
in Figure 5.
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2.4. Structural Invariance and Gross Profits

For each establishment we may write

J.L( t) = W(t ); s (t) + B (t); s (t) ,

B. Johansson and B. Marksjii

(2)

where W(t) denotes labor costs, B(t) gross profits, and S(t) the number of
persons employed. If J.L(t) exhibits invariance then the fixed-price values of
W(t) and B(t) should change slowly on average. There are two reasons for
examining the variance of B (t) and, in particular, the profit share
B(t); F(t), where F(t) =J.L(t)S(t) denotes value added in an establishment.
Firstly, one of the curves generated by the information system describes
the distribution of profit share over value added. The other reason is that
for the SIND-data system the model of the original data set is constructed
by forming groups of establishments that have approximately the same
profit share. If the share B; F is approximately invariant in the produc­
tion units, then the units will have the same relative position on a given
type of curve over time.

The degree of invariance for different profit levels displays the same
pattern for the different sectors of industry in Sweden. As illustrated for
the whole manufacturing industry in Figure 6, the invariance is large at
high and medium profit levels. When the profit is reduced and becomes
negative, the invariance decreases. One reason for this is, of course, that
when such units are not shut down but retained, it is desirable for the own­
ers to invest in new techniques so that the profit situation is improved.
The ratio B; F is characterized in Figure 6 as approximately invariant if it
varies by less than 10% between consecutive years.

The examination of the invariance properties of the information that
can be processed through the SIND-data system is to a large extent based
on a complete transition analysis showing how productivity and profit
share change for units between years (e.g. Johansson and Holmberg 1982).

2.5. Interactive and Noninteractive Parts of the Systems

Both SIND-data and SUPPORT have (i) an interactive part with a high­
access dialogue system and (ii) a noninteractive part from which informa­
tion is obtained on request. For this second part there is no dialogue sys­
tem and access is low.

The interactive part of each system produces diagrams and tables of
the kind already described. This output can be evaluated and interpreted
with the help of associated models. Besides the type of invariance meas­
ures described earlier, it provides information about the intensity of exit
and entry processes and the probability of a future loss in view of the
current productivity and profit share. The probability of exit, i.e. shut­
down of establishments, is estimated using functions with the following
exponential form:
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Figure 6 (a) Share of persons employed and (b) share of value added in units of
Swedish manufacturing industry (1968-78) for which the profit share B / F varies
by less than 10% between years (source: Striimqvist 1983a).

t = a exp ({J W/ F) . (3)

where t denotes the annual probability that a unit with wage share W/ F
will be shut down; a and {J are estimated, positive parameters. According
to (3). the frequency of shutdown is also positive for units with positive
profits.
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Figure 7 describes the probability of transition from a positive profit
level to a situation of loss. The curve refers to establishments in the
industry as a whole.
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Figure 7 The probability that a person employed in a unit with positive profit in
year t will be employed in a unit with negative profit inyear t +1.

Figure 8 gives an overview of the SIND-data system. Most of the
features are also valid for SUPPORT. but SUPPORT contains many more
options than SIND-data. The output from the interactive part of the system
is used, for example.

• to detect and evaluate structural change in regions and sectors.
to predict the likelihood of shutdown in a 2-5-year perspective,
and
to project the regional impact of changes in price and wage lev­
els.

This means that tables and diagrams are interpreted with the help of asso­
ciated models of the kind described earlier. A description of the dialogue
access is given in Appendix 2.

Using the noninteractive part of the information system, one may
describe certain input coefficients (production technique) of establish­
ment groups for each sector in a region. This information is extracted for
each group of units from data on (i) labor force and labor costs, (ii) use of
oil products (cost and quantity). (iii) use of electricity (cost and quantity).
and (iv) other input costs. Together with information about production
these data are used to assess and forecast the change of production tech­
niques for different segments of a productivity curve.
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I Information system I
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Forecasts ----------
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Figure B Overview of SIND-data.
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Some of the models in the noninteractive part of the system have
been described in English. Programming models are described by Johans­
son and Stromqvist (1981), Johansson (1983), and Stromqvist (1983b). The
input-output model system MACROINVEST is described by Persson and
Johansson (1982).

3. Design Criteria and Confidentiality
3.1. Confidentiality and Types of Aggregation

Confidentiality is a broad concept that can be defined in various ways,
depending on the context. For statistical systems, however, it denotes a
principle of not exposing any observation unit to the public. The principle
is applicable for all features of a unit that are guaranteed privacy during
data collection. In the case of profitability statistics the observation units
are production units (establishments) or business units (firms).

In Sweden this type of statistic is not allowed to be used in its original
form outside the government agency "Statistics Sweden.'" If the observa­
tion units are "sufficiently aggregated" into observation groups, the result­
ing statistical system can be used without constraints outside the agency,

• Official Statistics of Sweden, National Central Bureau of Statistics.
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and one is allowed to process and disseminate information from it. The
criterion "sufficiently aggregated" can be deduced from the confidentiality
rule, which says:

The accumulative sales value of a permissible group should be more
than twice the sales value of any observation unil within lhal group.

From this rule one can conclude that a permissible group must contain at
least three observation units, since in a group of two units the larger unit
would contribute at least 50% of the sales value in the group, and this
makes the group not permissible.

Groups may be formed by means of optimization techniques provided
that it is possible to rank different groupings on the same scale. Following
this approach, we have introduced an objective that requires that the
information lost during aggregation should be minimal, subject to the
confidentiality rule and certain homogeneity constraints on the groups.
The information loss concept will be developed in the next section; the
homogeneity constraints are discussed below.

The SIND-data system utilizes a less complicated model of the original
data set than the SUPPORT system. Therefore, we shall use the properties
of SIND-data to shed light on the general aspects of reshaping the original
data set into a nonconfidential register. One of the purposes of SIND-data
is to study profitability. Because of this, it is desirable to make the groups
in the register as homogeneous as possible with respect to profitability.
This means that the profit share B I F of each production unit in a group
should be approximately the same.

Alternative principles of group homogeneity could be formulated with
regard to the number of persons employed, amount of capital, degree of
export orientation, etc. Measuring homogeneity in several ways makes the
process of constructing groups more complex, since then it becomes
necessary to evaluate the trade-offs between these different aspects. In
the SUPPORT system one type of register is constructed for each type of
homogeneity measure. The various registers can then be used to process
combined information. The SIND-data system utilizes only the profit share
variable by which to measure homogeneity.

In SIND-data, establishments are observation units, and each such
unit has a given location. In this case it is convenient to form a separate
register for each combination of region, economic sector, and year. We
shall now describe how a single register of this type is obtained. Hence,
the presentation concentrates on an aggregation scheme using one vari­
able.

The aggregation procedure can be visualized as a manufacturing pro­
cess producing permissible (nonconfidential) groups with observation units
as inputs. In order to obtain homogeneous groups with regard to a certain
variable, in this case profitability, we sort the observation units along a
unit line, ordered according to the value of BI F.
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In the assembly phase one unit at a time is moved from the front of
the unit line to the end of an assembly line. As soon as the units in the
assembly line fulfill the confidentiality rule, they are appended as a new
group in a group line. The process is repeated until the unit line is empty.
Figure 9 illustrates the aggregation process.

Unit line

Assembly line

Group line

.~-- . . . .- --.
...-........-
~

...-........-~- -.
Figure 9 The assembly phase of the aggregation procedure.

When the assembly phase has ended, in the sense that no more
groups can be obtained, it may happen that the assembly line is not yet
empty. The reason will be that the remaining units do not satisfy the
confidentiality rule. In such a case a disassembly phase has to be started,
as described in Figure 10. The last group on the group line is moved to the
assembly line and is disassembled. This process is repeated until the units
on the assembly line form a group fulfilling the confidentiality rule.

Assembly line

Group line

Remaining confidentiality­
protected group

,..--__~A'____..

/ ". . . - - . ...-........---.
"-----v--/

" t /
V I

I ' 1·,-----------'-

Disassembling
last group

I-.
Figure 10 The disassembly phase of the aggregation procedure.

In the degenerate case the group line becomes empty during
disassembly, so it is not possible to extract any information about even
one group. In all nondegenerate cases the group line finally consists of
units aggregated into a sequence of groups.
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3.2. Criterion of Minimum Information Loss

B. Johansson and B. Marksjii

In the filtering process described in the previous section we obtain a
set of groups representing the original set of units. We would like this pro­
cess to have the following characteristics:

• The process should use a weight variable such that the group
weight equals the sum of weights of the units within the group
(value added in the case of SIND-data).
It should use a conjidentiatity variable for which the largest
value within a group is less than half the sum over the group
(sales value in the case of SIND-data).

• It should use a homogeneity variable that varies as little as possi­
ble within each group (wage share in the case of SIND-data) (if y
is wage share, profit share is l-y).

• The distribution of weighted homogeneity over the groups should
be as close as possible to the same distribution over units
(wagesllabor costs in the case of SIND-data).

A common underlying principle can be used to promote the second
and third characteristics, whenever they do not conflict. The principle has
its origin in statistical theory. A brief summary is given below.

Let us suppose that in a statistical experiment n different outcomes
are possible. These events are numbered j =1,2, ... ,n and the probabili­
ties, Pi >0, that they occur add up to 1. Let P denote this type of probabil­
ity distribution. Kullback (1959) has defined an asymmetric measure of
the difference between two probability distributions P and Q. He defines
the information gain of P over Q as

n
I(P; Q) = l.: Pi In(Pj / qi) .

i=1
(4)

We choose in this context to interpret I(P;Q) as the information loss
from Q to P, where Q is called the a priori distribution and P is called the
a posteriori distribu tion. In this application we would like to give the attri­
butes a priori to the observation units and a posteriori to the groups
formed during the filtering process.

Let W denote the weight variable and H the homogeneity variable.
The number of units is n and the number of groups is m. If H is scaled
properly, the a priori probabilities Q are given by

qi =hjWi for j =1,2, ... ,n . (5)
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From now on we require that hi and wi are greater than zero for all j. Let
the groups be indexed by J such that J=1,2, ,Tn where J, at the same
time, denotes a set of unit indices lj J,jz.J3 l showing to which group a
certain unit belongs. We assume that every unit belongs to some group,
and that no unit belongs to more than one group. This type of grouping
will be called complete.

The variables corresponding to Hand W, but varying over the groups,
are denoted by Hand W. Then by definition:

WJ = I; wi for J=1,2, .. ,Tn

iEJ

We prescribe that

hJ =hi when jEJ for J=1,2, ... ,m.

Then we can define the a posteriori probabilities P over the units by

(6)

(7)

Pi =
-
hiwi

n _
I; hkwk

k=J

for j =1,2, ... ,n . (8)

In the general case, hi ~hi'

Now the information loss criterion can be stated as follows:

Among all complete groupings of units, find the one that minimizes
I(P;Q), where Q is defined in (5) and P is expressed in a short-hand
form of (8) as

Pi =xJwi when jEJ and J=1,2, . . ,Tn ,

such that

n
I(P;Q) = I; xJwi In(xJwi l hiwi)' jEJ,

j=J

subject to the following simultaneous conditions:

(8a)
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(1)

(2)

(3)

XJ>O for J =1,2, ... ,m,
n
2.: xJwi = 1, where jEJ=1,2, ... ,m,
i~l

2 n:tax(s) < 2.: si for J=1,2, ... ,m,
] EJ iEJ

B. Johansson and B. Marksjo

where SO is the confidentiality variable.

Given a permissible complete grouping the Lagrange function L (x) of
the problem is

L(x) = ~ 2.: xJwi In(xJI h) + A[l - 2.: 2.: XJWiJ.
J~liEJ J~liEJ

(9)

The first-order conditions for a minimum are aL I aXJ = 0 for
J = 1,2, ... ,m. Differentiation yields

~ Fi In(xJ I hi) + wi - AWi] =o.
] EJ

Summation gives

wJlnxJ + WJ(1-A) - 2.: Wi In hi = O.
iEJ

Hence

XJ = exp(A-1)TIhWjl1ZJJ
iEJ ] .

We observe that xi>O for J=1,2, . ..•m since hi>O for j=1,2, " . ,no

The second-order conditions are

fJ2L uJJ

BxKfJxJ = XJ °JK'

(10)

where 0JK=l if J=K and 0JK=O otherwise. Since xJ>O, a minimum is
obtained because wJ>O.
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Appendix 1: Combined Time-Series and Cross-Section Estimates of
Productivity Distributions
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Estimates of the productivity curves are obtained directly from the
SIND-data system. The currently used estimation method differs somewhat
from that described here. Table 1 presents results for two of the several
estimation procedures that were initially utilized on the original data set.
Results are presented for the 14 major industrial sectors on the national
level. In addition we give results for the industry as a whole with regard to
the six industrial regions.

Table 1 Measures of estimation accuracy. All parameters have significant t­
values.

Estimation alternative
II

Industrial sector on national level F-value II F-value II
Manufacturing (whole)
Mining
Food
Textiles
Wood products
Paper and pulp
Printing and publishing
Chemicals
Stone and clay
Iron and steel
Fabrication of metal products
Machinery and equipment
Electrical
Transportation equipment
Region of manufacturing industry
East Sweden
Southeast Sweden
South Sweden
West Sweden
Central Sweden
North Sweden

71,387
35

3,479
7,572

12,371
409

3,994
957

2,860
152

8,401
4,398

365
121

12,701
12,436

4,383
8,045
4,470
2,408

0.91
0.34
0.80
0.88
0.87
0.65
0.87
0.79
0.83
0.65
0.85
0.86
0.63
0.44

0.90
0.89
0.82
0.84
0.83
0.82

35,596
98

2,746
3,914

14,452
727

5,624
1,772
2,193

217
9,218
3,645

583
558

0.84
0.67
077
0.79
0.88
0.78
0.90
0.89
0.79
0.73
0.86
0.83
0.74
078

Estimation alternative I
Let z denote the observed employment cumulative share variable.
Observations where z~0.9999 were eliminated. A weighted least­
squares approach was used to minimize ~[h (z -z )]2, where h =z for
i<0.5 and h=l-i for z~0.5.

Estimation alternative II
This alternative utilizes unweighted least squares with elimination of
i~0.9999 and J.t~300.
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Appendix 2: Conversation Menu

B. Johansson and B. Marksjo

The implementation of the data base, dialogue access, and graphic
presentation of results has been made in the programming language APL
for both the SIND-data and the SUPPORT information systems.

The dialogue is especially designed for asynchronous terminals using
low-speed dial-up connections. The design is intended lo minimize the
number of charaelers transmitted between the terminal and the com­
puter. Data base access is achieved via a dialogue session that can encom­
pass several passes through the questioning system.

During each pass a lot of table forms, predefined charts, or data vari­
ables for user-specified analysis can be requested. All tables or charts are
colleeled at the end of the session and saved. They are later retrieved in a
presentation session, which will not be dealt with further here.

The dialogue is menu-oriented and is easy for the inexperienced user.
The expert, on the other hand, can run through a session very fast. At any
point in a dialogue pass he can suppress a number of question texts by
typing the corresponding answers at once, separated by a certain delim­
iter. Questions on branch, region, and time allow for several alternative
answers. A pass through the dialogue results in all combinations of the
alternatives chosen, thereby reducing the typing effort considerably.

Abbreviations can be made in the response alternatives, which lessens
the typing work further. If the user's shortened answer results in an ambi­
guity, then the system only presents the alternatives matching the
response and asks for one of them. Single alternatives can consist of
several words separated by blanks. Abbreviations are also allowed within
single words. If the user responds with an "empty" answer, the dialogue
pass is canceled and a new one is starled. The earlier passes are not
affeeled, however. An empty response to the first question in a dialogue
pass will end the session.

The presentation of the data accessed in this way can be made flexi­
ble. For instance, it is possible to choose between observed and estimated
data. Text can be shown in different languages, and plotting done on
different media.

An excerpt from a dialogue is shown below, where lhe computer
writes in uppercase letters and the user writes in lowercase.

SPECIFY REGION: any
ANY: PLEASE CHOOSE BETWEEN:

EAST SWEDEN CENTRAL SWEDEN
NORTH SWEDEN SOUTH EAST SWEDEN
SOUTHSWEDEN WESTSWEDEN

SPECIFY REGION: s
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~: PLEASE CHOOSE BETWEEN:
SOUTH EAST SWEDEN SOUTH SWEDEN

SPECIFY REGION: s e
(Southeast Sweden is picked out.)

A more advanced example is demonstrated below.
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SPECIFY REGION: e, s....w
(First, e picks East Sweden. Then, s....w was intended to pick out some
South part of Sweden and proceed to West Sweden.)

.s.: PLEASE CHOOSE BETWEEN:
SOUTH EAST SWEDEN SOUTH SWEDEN

SPECIFY REGION: s s
(This refers only to the ambiguous part. East, South, and West
Sweden are picked out as a correct response to the first question.)
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CHAPTER 15

Disaggregate Spatial Information Systems:
The Use of Geocoding in Regional Planning

Jan van Est and Frans de Vroege

1. Introduction
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The complex structure of a regional system and the lack of under­
standing of regional development processes make it very difficult, if not
impossible, to guide and to regulate these processes effectively. To reduce
this uncertainty in planning and decision making, information systems for
regional planning are designed and used as decision support systems (Hin­
loopen and Nijkamp 1982). This approach relies on the availability of
relevant data and proper information so that it is possible to monitor
development processes and prepare (alternative) plans. However, to sup­
ply the necessary information very often requires impractically large
amounts of time and money. The resulting gap between required and
available information influences decision making, in that some decisions
are either postponed or are made without an adequate rational foundation.
To overcome this problem, methods should be developed to supply infor­
mation in due time and at reasonable cost, since information is the driving
force behind planning.

A basic aspect of data processing and information supply for regional
planning is the locational referencing of data elements and statistics. A
house is known by its address and a property by its parcel number, and
the number of unemployed people is assigned to a particular area or zone.
This locational reference appears to be the most important difference
between spatially oriented information systems and systems for other
kinds of planning and decision making. Nevertheless, until the late seven­
ties locational referencing did not receive as much attention as it should
have. Indeed, it still hampers the proper and systematic supply of infor­
mation.

Locational referencing alludes to the spatial dimension of an informa­
tion system for spatial planning. It has two specific functions:
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(a) to identify data elements individually, e.g. the address of a
house; and

(b) to identify data elements spatially and to process data to derive
the required information, e.g. aggregation and assignment of
individual houses to the number of classified houses in particu­
lar, arbitrary regional zoning systems.

The second function is found in almost no information systems for regional
planning. In other words, aggregation of data for particular zoning sys­
tems and thematic mapping have to be carried out manually. It follows
thflt instead of functional zoning systems only administrative subdivisions
are used, and that handmade thematic maps are only used incidentally.
The burden of disaggregated data collection and data processing is so
great that either the information is supplied too late or it is not produced
at all. It follows also that most people are working on an ad hoc basis
without any overall coordination.

Many data files have been created for either similar or overlapping
zoning systems, producing different figures. Differences in orientation
with respect to spatial scale and aggregation level prevent data from being
used by other than the primary users for their original purposes. To make
regional information systems more versatile, the spatial dimension must
be incorporated. The way to do this is explored in this chapter. Section 2
presents an outline of a spatially oriented information system, concentrat­
ing on the geographic base file and the specific meaning of segments for
such a system. In Section 3, we shall show how coordination between plan­
ning agencies, both horizontally and vertically, and between spatial scale
levels can be achieved.

2. Segments and a Spatially Oriented Information System
2.1. The Information System

In the 1960s and early seventies many data files were computerized
and many integrated mathematical models were constructed to fulfill the
promise that high-speed computers with large storage capacities could
quickly provide comprehensive information for regional planning, includ­
ing estimates of the consequences and efficiencies of alternative plans.
These promises were frustrated (Rautenstrauch and Pannitschka 1980),
the building of computerized information systems usually going no further
than collecting data and making data banks. Modeling and other scientific
methods were not introduced into computerized planning practice.

Information (systems) and data (files) are very often used as
synonyms, but this is to misunderstand both concepts. A data file is noth­
ing more than an ordered set of attributes of several items, which forms
the basic material from which information is extracted. An information
system is much more than a set of data files; it consists of people and pro­
cedures, as well as computer hardware and software (US Department of
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Housing and Urban Development 1968). This definition of an information
system is very broad. In this chapter, discussion is limited to the way in
which data are processed.

An information system can be considered as a tool to store and link
several data files, to retrieve and transform data for use in statistical and
mathematical modeling (i.e. data analysis), and to translate the results
into information for planners and politicians. This definition (Scheurwater
and Masser 1981) is illustrated in Figure 1 and fits very well the three key
activities in the planning process: description, analysis, and evaluation
(Nijkamp 1982).

Input
Storage
Retrieval

Analysis
Modeling

Application
Information

Figure 1 The information system.

From the methodological point of view, to incorporate a model into an
information system is not of major concern; a proper information system
should be able to handle various kinds of statistical and other modeling
operations. Attention should be focused instead on the other phases of
data processing. Of importance are the way data files have to be designed
and processed to produce suitable model input and the way model results
have to be translated into clearly understandable tables and thematic
maps for use by planners and politicians, since they strongly determine
the structure of an information system for regional planning.

For the planners, reading statistical data from a map has clear advan­
tages over having the same information listed in tables. For example, a
map can highlight problems at a glance. For many governmental agencies,
however, producing thematic maps by hand turned out to be too great a
problem. After alternative approaches were examined, it was concluded
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that a spatially oriented information system based on a segmented geo­
graphic base file was required.

2.2. The Segment Method

Regional planning means, among other things, preparing and evaluat­
ing alternative plans. These plans can range from the local scale to the
regional and national scales. In all cases, there is a very close relationship
between the data and the map on which they are displayed. Since it is
their simultaneous use that makes up the information system, the map
should also be computerized, not like large-scale maps (1: < 2,500) but in a
more schematized way. By digitizing information on the intersections of
the transport infrastructure (roads, waterways, railways, etc.) one can
define a network of nodes and road centerlines, i.e. segments. Segments
are identified by their node numbers or segment number; they can
describe both sides of a street separately, with a street name and ranges
of house numbers. Also, frequently used area codes for administrative
zoning systems, such as census tracts, can be added. This idea of encod­
ing an infrastructure network completely is known as the DIME concept
(dual independent mapping encoding) (US Bureau of the Census 1970).
The resulting segment file is known as a geographic base file (GBF).

The encoding of segments therefore makes it possible to incorporate
a map into a computerized information system. Segments are used for
the following functions:

(1) to locate addresses along segment sides to acquire a general idea
of the distributions of data elements, e.g. shops and business
sites;

(2) to locate "semiaddresses" along segment sides, e.g. car parks
and road accidents, so that registers that include locational
references of such items can be constructed and used in an
information system;

(3) to link individual data elements for various purposes: (a) to
aggregate data into predefined and arbitrary zonal subdivisions
(when the boundaries of the zones are known and described by
segments, the inner segments can assign individual data to the
zones); or (b) to establish spatial relationships between individ­
ual data elements (e.g. public facilities) according to predeter­
mined shortest paths in the network; or (c) to determine an area
subdivision for a special application by assigning characteristics
to segments that will be combined by criteria of homogeneity;

(4) to determine the shortest paths in a network, measured in
length, time, or cost, to build impedance or distance matrices;

(5) to calculate spatial statistics and other characteristics of
regional phenomena;



Disaggregate spatial information systems 255

(6) to draw thematic maps automatically, using coordinate referenc­
ing of vertices or nodes of segments and of locations of particu­
lar thematic subjects.

These functions can be grouped into two classes. The first two func­
tions refer to the spatial identification of the information sources, Le. the
spatial registering and visualizing of elements of data files, while the other
four functions refer to the processing of these elements, where segments
are used as information earners. From the definition of a segment it fol­
lows that spatially oriented elements, as point locational references, are
linked to the segments. Together they represent the idea of a spatially
oriented information system as a spider's web. This "cobweb theorem" is
illustrated in Figure 2.

Population
Housing
Industry
Employment

Street attributes
Capacity data
Traffic data
Public transport

Topography
Centroids
Boundaries
Networks

Census tracts
School districts
Catchment areas
Zonal subdivision

Figure 2 Cobweb theorem of spatially odented information systems, GBF: geo­
graphic base file.

Data elements can be linked to the segment file by four different loca­
tional references (van Est and de Vroege 19S2a): addresses, nodes and seg­
ments, coordinates, and areas or zones. From Figure 2 it can be seen that
the GBF is the center point, the pivot that "spins webs" for capturing data
files. It can thus be seen that the simultaneous coordination of informa­
tion sources (data files) and information carriers (segments) constitutes a
base for a spatially oriented information system (van Est and de Vroege
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19B2b). A GBF and computerized data files must be available for such an
information system to be created.

The cobweb theorem has several organizational implications. The GBF

forms the central part and should therefore be kept centralized. For a
town government it means that a particular central agency should be
charged with the maintenance and updating of the geographic base file.
The data files, on the contrary, should be kept by those offices or agencies
that are responsible for their creation. This implies a decentralized form
of organization with a maximum of flexibility. It also emphasizes the
responsibility of each office in working with computerized data. The appli­
cation of the segment method provides a firm basis for an efficient way of
data processing and information supply as well as for a flexible framework
to organize a spatially oriented information system. It is the decentralized
aspect of the organizational form that solves the problem of the size of the
information system and guarantees its efficiency.

3. Spatial Scaling and Spatial Referencing

The principles of spatial referencing and data processing outlined in
the previous section imply that it should be feasible to coordinate data
transfer between and information supply to various governmental agencies
operating on different institutional levels and in different sectors, as well
as to bridge different spatial scales. However, a spatially oriented informa­
tion system cannot solve the classification problem, which can hamper
communication. It happens very often that different definitions are used.
For example, in the Netherlands the Central Bureau of Statistics and the
Post Office define a residential unit in quite different ways. The appropri­
ateness of a definition depends on the problem to be solved. The informa­
tion system can stimulate uniform classification because it provides a
better and more efficient use of existing data.

A physical object can be identified with its locational reference, which
can vary from the microscale to the macroscale level. The micro level is
the smallest unit with which an object or event, e.g. a house, a traffic
accident, or a cadastral parcel, is associated. In general, two kinds of
basic spatial unit can be distinguished: address and semiaddress units.
Most local data files are based on address references, such as housing and
population files. Many other spatially located objects and events, such as
car parks and traffic accidents, can be associated with a semiaddress
reference (van Est and de Vroege 1982a). For other elements, more arbi­
trary decisions have to be taken. In t.his respect, the cadastral parcels are
the most well known nonaddress-based locational references.

All these basic spatial units can be considered as point locations and
can be linked to segments (van Est and Smit 19BO). This integration of
points and segments makes the information system flexible, because it can
now aggregate data to any desired spatial scale or zonal division by com­
bining sides of segments. The problem in daily practice, however, is either
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that dis aggregated data files are not available or that aggregated or zonal
figures are known only for particular administrative zoning systems.
Therefore, it happens very often that:

(1) various data sources are available for different and overlapping
zoning systems, but cannot be linked to each other;

(2) one item is distributed over various zoning systems in one
region. which then show significantly different overall figures;

(3) zonal statistics, based on administrative zoning systems, cannot
be redefined for functional zoning systems.

These three problems arise very often with population and employment
data. The solution depends on the kind of aggregated data. of which there
are basically two groups:

(a) statistics. based on sampling. e.g. the national labor force sam­
pling survey and the housing needs sampling survey;

(b) zonal figures, which are based on enumeration from disaggre­
gated data files, e.g. population and migration figures.

The segment method can be used to determine zonal figures by
enumeration of individual elements along each side of a segment. The
method is fairly flexible and efficient, and the enumeration can be done
automatically for each arbitrary zoning system. For illustration. we shall
describe the assignment of a housing file to a particular zoning system.
Let us assume a zonal division into 50 zones and a file containing 100,000
residential units. The boundaries of the zoning system can be described
with 500 segment sides. When the boundary segments are given as input.
the computer program can find all inner segments of each zone and the
assignment of residential units can now be executed using these segments.
Instead of 100,000 manual assignment actions. one uses 500 manual boun­
dary descriptions and a computer run. An advantage of the latter method
is that the results can be shown on thematic maps automatically. This
saves weeks of labor and, on average, reduces the cost to 10%.

Sampling surveys are very often drawn on particular zoning systems
for a single purpose. Consequently the statistics usually cannot be used
for other zoning systems. To overcome this lack of versatility, expansion
factors should be used on subareas that are as small as possible. That is,
sampling should be based on individual segments or a small group of seg­
ments. The size of sample subpopulations can then be determined by
enumeration of segments, while samples can be drawn at random accord­
ing to known characteristics of the subpopulations concerned.

The segment method, as described above, is versatile and provides a
basis for multipurpose enumeration and sampling. Also. if one is dealing
with data on a particular zonal scale and new questions arise. one is able to
go back to disaggregated data sources and answer the questions on the
appropriate level, and the results can be aggregated to the original zonal
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level. An example of such a question is an internal migration problem.
Overall zonal figures are known, but the required information on house­
holds and housing characteristics, for instance, is too detailed for records
to be kept on a district zoning system. However, the availability and
accessibility of disaggregated data sources are essential if one is to be able
to answer such questions, and a spatially oriented information system, in
the form of the segment method, provides the proper framework. This
conclusion reflects a nuance in opinion compared with that of Peters in
Chapter 3. A spatially oriented information system can be flexible but this
does not mean that most disaggregated data are stored centrally. The
principles of the cobweb theorem suggest the contrary: disaggregated
data are available and stored in decentralized organizations so that they
cannot overload the information system. If the segment framework is pur­
sued, decentralized data files should be not only available but also accessi­
ble.

In summary, spatial references can vary from the microscale to the
macroscale level. The segment method provides consistent and uniform
data-processing procedures along the "micro-macro data line," and in fact
creates a "common spatially oriented language" (CaSaL) for information
exchange and coordination (vertically and horizontally) between govern­
mental agencies (van Est and Smit 1980). Through CaSaL, data, though
assigned to different spatial levels, can be related to each other by proper
aggregation or disaggregation methods. Only data files, created according
to the casaL concept, can provide the information system with the neces­
sary versatility.

4. The Two-Pyramid System

The previous section outlined how data processing along the
micro-macro data line enables basic spatial units, as point locations, to be
assigned to more aggregated or greater zonal levels. There is, however, no
need to consider basic spatial units only as point locations; they can also
be looked upon as polygons, since they have surface area. It is possible to
describe the polygon boundaries with segments. At this point, new seg­
ments have to be introduced because these boundaries are different from
the infrastructural network of segments.

Starting from a point location at the micro level, one can follow two
different ways to achieve an areal description. The first is to consider the
individual element on an aggregate.d or zonal level and the second is to
consider the element with its own areal surface. Both results can be seen
as macro or zonal levels, though different from each other. For both
methods the casaL concept and the segment method can be applied.

The resulting two micro-macro data lines, though of different kinds,
can be combined into one locational referencing system: the two-pyramid
system, illustrated in Figure 3. All data-processing activities are chan­
neled to and from the micro level. The aggregation procedures and data
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analysis, as normally used in urban and regional planning, refer to the
upper pyramid (the bollom-up approach). In geodesy and land informa­
tion one deals with the lower pyramid (the top-down approach). The micro
level remains the pivot of the system. Although in both pyramids the same
segment methods are used, the segments themselves are of different
natures. While the upper pyramid describes the infrastruetural network,
or communication channels, the lower one describes the outer boundaries
of basic spatial units and the objects within. The introduction of the seg­
ment method in planning practice has brought together different disci­
plines and themes, which, in spite of their differences, complement and
benefit each other.
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Figure 3 The two-pyramid system.

5. Conclusion

Peters concluded, in Chapter 3, that spatial information systems are
much more complicated to handle than nonspatial systems. The truth of
this statement is proven in practice by the huge amounts of time and
money involved in processing spatially oriented data and producing
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thematic maps. He also stated that information exchange is not only a
technical problem but also a political problem of power distribution. Infor­
mation "supersystems" are not the answer. There is a great resistance to
them because they are difficult to control and cannot be operated econom­
ically,

From a technical point of view the segment method can alleviate
many problems. It provides the framework of a decentralized organiza­
tional form for a spatially oriented information system in which every
agency may keep and maintain its own data files, The cobweb theorem of
spatial referencing epitomizes an efficient way of data processing and
analysis and thematic mapping, The casaL concept is an incentive for a
common information base and a step toward consistency and better coor­
dination of information exchange, The two-pyramid system shows, finally,
how various spatial levels and disciplines are related to each other and how
coordination can be achieved between them,

The use of a spatially oriented information system does not guarantee
a better rationalization of the planning process itself, but it does ensure a
beller, quicker, and more efficient way of information exchange. Such an
information system can be considered as a decision support system,
though it is not a substitute for the decision process (Voogd 1983; see also
Chapter 6 by Hinloopen and Nijkamp). It is not tailored to simulate activi­
ties and to support negotiations, It is a very efficient tool for helping to
visualize the planning problem and to deliver information on alternative
decisions and plans.
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CHAPTER 16

Technical Aspects of Computerized
Spatial Information Systems

Aribert B. Peters

1. Introduction

263

Until very recently the task of the computer was to perform specified
arithmetic operations on a given set of data and to print or plot the
results, but the capabilities of computers have changed. Today. the
preparation of a plan might involve the computer in nearly every step, and
therefore also the job of the planner is changing (LeWis 1982). Instead of
the user putting in the data and deciding the sequence of operations, the
data are nowadays collected in the computer or different computers, and
standard-package operations are performed. In this way the user rarely
comes into contact with the data or with the basic arithmetic. Instead,
knowledge of the computer hardware and software components, of the
data structure, and of the way in which data are stored is retrieved as
required. The plan will be prepared by the plotter of the computer, the
text by a text-processing system. The bill for the plan will be written by
the computer and the payment will be transferred via computers.

Essentially, the computer performs several different tasks in a spatial
information system:

(a) storage update and retrieval of data;
(b) running programs for the analysis of data (models);
(c) preparation of output in the form of texts, diagrams, or maps;
(d) communication with the user about the way in which these tasks

are to be performed.

The microcomputer revolution has changed the general attitude
toward computers, causing a rapid increase in their use for different tasks
in the planning process. Consequently, integrated planning information
systems will be used more frequently and will improve in quality.
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Moreover, improved hardware and software technologies will upgrade the
quality of information systems. Human factors will obtain greater
relevance, so that the use of computers and the development of programs
will be easier (Ramsey et al. 1978). Of special interest here is communica­
tion between man and machine, i.e. the computer language.

The state of the art of hardware and software fifteen years ago was
such that punched tapes were the major communication medium with the
machine. Arithmetic operations were performed by machines that were of
the size and price of typewriters. The technical standards of today are not
older than five to seven years. Successful development relies on mutual
iterative adaptation of technical concepts and user expectations and
requirements. Only two or three such iterations have been possible in the
short development period of computer technology.

The major computer developments during the last five years have
been:

(a) a general breakthrough in interactive modes of communication
via terminals;

(b) increases in speed and storage capacity, together with a
decrease in prices that made the new technologies generally
available;

(c) an increase in the capacity of mini- and microcomputers as a
result of miniaturization in electronics;

(d) an increase in telecommunication between computers.

These developments have not been incremental but are significant qualita­
tive jumps.

2. Data Structures

The data management system is of more importance for spatial than
for nonspatial information systems. Very often data are retrieved via their
spatial location and therefore space is a key variable. As will be explained
below, this causes problems. The second awkward property of space is
that the amount of data in the data base increases by multiples of the
number of spatial units considered. In most cases these increases are two,
three, or four orders of magnitude and call for more efficient techniques of
data storage, searching, and organization. It might be acceptable to dou­
ble the time needed for data retrieval, but it is impossible to wait one
thousand times longer. These are the basic reasons why professional data
base structures are needed for spatial information systems.

Productivity depends on the way in which the data are stored and on
the user's view of the data base - the data model. The physical storage
structure need not be the same as the user's view of the data. This dis­
tinction between storage structure and data model is especially useful
when the relational data model is introduced. Currently three different
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kinds of data model are generally distinguished (Date 1975, pAl): (a)
hierarchical, (b) network, and (c) relational.

The hierarchical approach is very popular. In this type of model, data
are stored in a tree-like structure. There is only a minimal distinction
between data model and storage structure. A prominent example is IBM's
Information Management System (lMS) or the Scientific Information
Retrieval System (SIR). Problems and diseconomies occur if different per­
pendicular access trees are needed, which is very probable if spatial data
are stored. Space would be the main structural criterion, but equivalent,
simple accesses via other subjects are desirable.

The network approach, proposed by the Data Base Task Group of
CODASYL, overcomes the difficulties of the hierarchical approach but
keeps very close to the actual storage structure. The user has to be
thoroughly aware of which chains do and do not exist, and his program­
ming rapidly becomes extremely complex.

The relational approach separates data model and storage structure
and simplifies the data model as much as possible. A clear distinction
between the logical and physical aspects of data base management is
introduced, thereby encouraging a common understanding of the data by
users and programmers alike. The basic idea is very easy to understand.
A multidimensional relationship can be illustrated by a two-dimensional
relation: instead of writing matrix A as

b] b 2
c] 1 10
c2 15 20

one can expre ss A as a rela tion A (B ,C) :

B C A

b I C I 1

b I c2 15
b 2 c] 10
b 2 C2 20

If more than two dimensions are involved, the matrix has to be written as a
relation to show all elements.

The relational approach is a logical (user) view of data organized as
two-dimensional tables. It closely follows the traditional representation of
sequential files, with rows corresponding to records of the file and columns
corresponding to fields of records. Such tables are known as relations and
are a rigidly defined construction of mathematics. Relations are highly
organized files since:
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(1) each file contains only one type of record;
(2) each type of record has a fixed number of fields;
(3) each record occurs only once;
(4) the position of each record has a unique identifier (key);
(5) record locations either have an unknown order or are ordered

according to values contained within those locations;
(6) associations between records are represented solely by data

values in the field s (Date 1975).

Tables are the most important representation of relations, because they
are universally understood (Codd 1982, p.111). A certain number of
columns constitute the key of the table (the values of Band C in the
example). Such addressing of data by value rather than by position boosts
the productivity of programmers as well as users.

The manipulative part of the relational model consists of the alge­
braic operators (select, project, join, etc.), which transform relations (and
hence tables). Relational processing entails treating whole relations as
operands (set processing capability) (Date (1981) describes integrity rules
for relational processing).

The ease of use of different data base systems has been tested experi­
mentally, and relational systems seem to show a definite advantage
(Lochovsky and Tsichritzis 1977, Reisner 1981). A lot of different relational
data base systems are already available (Kim 1979). For example, in Ann
Arbor, Michigan, a special-purpose urban information system has been
successfully installed (Bohl 1978). An advantage of relational operators is
the "cut and paste" way in which the table containing the desired informa­
tion is formed. Bohl concludes: "The relational approach provides the ulti­
mate in ease of use and flexibility while maintaining the ability to meet the
diverse and unanticipated information needs of local governmenl."

A lot of big projects to establish integrated information systems never
become fully operational because the data structure is too complicated for
users and programmers. The relational approach is a promising new
development, because the critical part of existing systems was conceived
correctly: the communication between user and machine.

3. ComnlUnication Problems

The user of a computerized information system and the program in
the machine communicate in the language constructed by the designer of
the system. The crucial question is how easily the planner's idea about the
necessary information processing can be transferred to t.he computer.
Because a major task in the planning process is to find out in which way
data are most appropriately compiled, the construction of the planning
language is in itself a planning process.

This argues in favor of taking into account the experience and
knowledge of the planners in designing the language, which is a condensed
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image of the model. The programs do no more or less than realize this
language; they are a function of it.

If a user is ignorant about the capabilities or details of the language
he has to be taught by the program itself, the manual, or some expert.
The standard means of communication are the keyword technique, the
menu technique, help commands, and prompting sequences. The careful
design of manuals and teaching procedures deserves much more attention
in the future.

The efficienl use of the system depends critically on the ease of infor­
mation exchange between user and machine during the phase of task
specification. Not every error in this phase is caused by the user's
ignorance. Because nowadays the user is the more intelligent, he is sup­
posed to learn from the program, but in a couple of years this asymmetry
may be broken and the learning computer will accept human fallibility and
adapt to the user.

Today, elaborate expert systems or knowledge-based systems are
capable of bringing specialized knowledge to bear on fuzzy, nonnumerical
problems that hitherto resisted solution by computer. Examples of such
systems are computers that can program themselves, translating plain
English into statements of a program language. Other systems were
developed for medical diagnosis and oil exploration. However, the high
development costs of these systems limit their general availability (Alex­
ander 1982a,b,c).

A related development is natural-language programs that can
comprehend and obey in everyday English. Programs that rely mainly on
syntactic analysis for limited understanding of ordinary English are
becoming a commercial success. The leading example is INTELLECT,
developed by Artificial Intelligence Corp. of Waltham, Massachusetts,
which can be attached to large data bases, enabling untrained users to
retrieve information with queries in more or less everyday English (Alex­
ander 1982a,b,c).

The number of planning languages is nearly as large as the number of
available program packages. Each language relates to a specific class of
tasks. It is hardly possible to speak about planning languages in general
because planning is so diverse a field. Even the restriction to regional
planning covers a variety of planning purposes (demographic, economic,
environmental, etc.) and of planning traditions. The complexity of spatial
planning languages results from the complex structure of spatial data,
spatial models, and of graphic or cartographic output (Baxter 1976). A
certain degree of standardization (similar to FORTRAN) is desirable.

Apart from the user-machine communication problem there is
another between the user and his client, i.e. the public or the decision
maker. Because of the complexity of the spatial dimension this problem is
more severe in spatial planning.
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4. Spatial Referencing

A.B. Peters

The inclusion of the spatial positions of thematic elements not only
multiplies the amount of data and the complexity of storage and retrieval
functions in regional information systems, but it might also change the
basic types of analysis performed with the data and require special output
procedures. Spatial information systems can use prepared general­
purpose software only to a limited degree. Consequently software develop­
ment is a prerequisite for most spatial analyses The amount of individual
development varies with the spatial scale and with the importance of space
in the analysis. For a simple regression over all spatial units in the system
a standard package can be used. As soon as spatial autocorrelation is
introduced, extra programming is needed.

Space is not an additional variable, but it changes or more or less
determines the relationships between all the variables considered. The
crucial importance of this dimension and its incomparability with other
variables are the fundamental cause of the difficulty of creating spatial
information systems. Minor changes to existing packages will not adapt
them to spatial problems. This is the reason for the "spacelessness" of
most statistical spatial analyses.

At the scale of small areas, of towns or villages, topology has crucial
importance and information about segments, nodes, and links gains in
relevance. Special packages have been developed for the management and
analysis of geographic data, such as the ODYSSEY package of the Harvard
Laboratory for Computer Graphics and Spatial Analysis (Teichholz 1978).

5. Cartographic Output

The natural result of geographic analysis is a map - probably thought
of as a compensation for difficult programming work. On the other hand,
computers are being increasingly used for cartographic purposes. The
listing of existing cartographic packages is in itself a book of two volumes,
which proves the popularity of computer cartography (Oest and Knobloch
1974, 1976). A lot of techniques of computer-aided design migrated suc­
cessfully to cartography. As in geocoding, no major system has become a
general standard. The reasons might be the same in both cases: it is often
much easier to solve the problem at hand than to install a general-purpose
package. This might change soon, as the hardware and software com­
ponents become more standardized with bigger sales. The need for the
exchange of information, programs, and experiences is thus increasing.

New software technologies will facilitate the use and exchange of car­
tographic packages. Computer cartography will also benefit from progress
in theoretical cartography, which investigates the relationships between
maps and their users. Technical knowledge about computers is only one
ingredient for the production of cartographic output. At the same time
knowledge of cartography and of planning methodology is also required.



Technical aspects of computerized spatial information systems

6. Outlook and Conclusions
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The breakthrough of computerized spatial information systems was
delayed by, among other things, hardware and software bottlenecks in
computer technology. Enlarged storage capacities and improved software
technology for large data banks will broaden the information base of spa­
tial information systems. Also, administrative data bases will probably be
exploited more easily for planning purposes. The use of computers for
everyday tasks will change common attitudes toward computers very
quickly and the capabilities of computers will become familiar to every­
body. Also, communication between man and machine will be further facil­
itated by adaptive, intelligent computer systems. Even if the use and
relevance of spatial planning remain unchanged in the future, improved
computer technologies will increase significantly the quality of every facet
of spatial information systems.
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CHAPTER 17

Information Technology and
Integrated Regional Development

M.R. Wigan

1. Introduction

271

Information systems for integrated regional development have
become subject to the rapid convergence of technologies epitomized by
the phrase "information technology." This chapter places some of the
recent and emergent tools of information technology in context with the
patterns of information management and production developed by
regional planners. These developments fall into several categories:

(1) The range of opportunities to process and draw from data assem­
blies has increased by several orders of magnitude.

(2) The need to integrate data collections of national statistical
bodies with monitoring statistics has become a matter of urgent
concern.

(3) Communication and data capture techniques have undergone
(and will continue to undergo) fundamental changes that will
affect both the execution of regional planning and development
and the management of the process.

(4) The public has, simultaneously, increasing expectations of both
more efficient developmental planning and greater restraints on
the access to and security of information on individuals.

Treatment of the developments will follow the same general path as
these descriptions. First to be treated will be the tools of the trade, in the
currently conventional sense, followed by some implications of data net­
works and knowledge-based systems. Next, the needs for raw data input,
its timeliness, and its nature wIll be considered, in conjunction with the
balance between data reduction and presentation and the need to syn­
thesize such complex and extensive material into problem-specific form:
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albeit with or without a specific regional. econometric, or other forecasting
framework.

Thirdly, the impacts of the recent expansion of networked communi­
cations on the nature of both regional development and regional develop­
ment planning and management will be explored. Lastly, the potential and
actual problems of public demands for security of data held in public­
authority and other data banks, and the increasing need to hold down the
costs of information collection will be discussed.

2. Tools of the Trade of Information Technology

The traditional tools for regional analysis have been heavily influenced
by input-output analysis, sectoral studies, and other tools broadly follow­
ing the accounting matrix formal. The problems of subregional (and sub­
national) input-output table production are well documented, and a wide
variety of empirical and other devices for creating subregional tables have
been tried. All rely, in the end, on data availability - and many have had
to depend on the triennial or decennial intervals of national input-output
table production. Certainly all have had to accept the considerable delays
inherent in the collation, production, and public release of these
macroeconomic statistics.

Regional models that include the dynamics of the housing, transport.,
employment, fertility, and economic activity component.s of the syst.em
have become increasingly frequent. in the literat.ure. Once again, these
systems are demanding in both the quantity and the often novel nature of
the time series data required.

The microscale aspects of regional information syst.ems have
developed swiftly from the early land-parcel inventories to highly compli­
cated geocoded, spatially oriented data bases. The more complex of these
systems integrate the classifications of land-use and physical planners
wit.h plot and dwelling details, with public utility access points, lighting
positions, wat.er and sewerage locations, rat.ing values, and ot.her location­
specific variables. Such systems, Amsterdam being an example docu­
mented by van Est and Smit (1980), also expanded t.o cover road accidents,
traffic flow, and other activity variables. These comprehensive systems
now form a convergence between the macroeconomic and the spatially
specific, microeconomic lines of work.

Local government aut.horities (of t.he fairly small scale of the West
Sussex County Council in the Unit.ed Kingdom and the Sydney City Council
in Australia) initiated such systems because of a revealed need in a
specific section of their area of responsibility: road inventory and land-use
parcel control, respectively; and then the integrat.ion followed.

Larger bodies, like t.he Greater London Council, undertook the pro­
duction of separate (and major) information data bases, such as the GLC's
complete, detailed inventory of the regional road syst.em in the late 1960s,
but let the invest.ment collapse by not updating and maintaining them.
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As an illustration of the accumulating problems of integrating and
updating accumulating data bases, the detailed land-use recording sys­
tems for London over the last decade or more were inconsistent between
different London boroughs, but were also updated sufficiently often to
remain in use, and of real value - for example, in the 1974-76 GLC
Regional Freight Policy development. At the same time the GLC regional
accident location data base was being set up and used, and two regional
transportation surveys were being carried out, as well as at least one
major housing and one recreational survey. Each of these information sys­
tems was a major consumer of updating resources and was spatially
oriented on a different regional basis, but was only marginally integrated
at that time.

This pattern of multiple and overlapping spatially oriented regional
information systems is not uncommon. However, the integration of these
systems has had to await the widespread understanding of large-scale data
base techniques, and the development of organizational structures geared
to such data access. This integration has taken place over nearly two
decades, and the current round of integration now well under way
demands that the statistical and analytic tools in use by professionals be
available with a smooth interface to these data bases. As is usual, only
when serious attempts are made to make full use of the putatively avail­
able data banks do the real requirements for such data sets and analytic
systems integration emerge.

A typical example of the convergence of tools and interfaces, in yet
another of the London information bases, is the SIR data base system for
scientific information retrieval. This is used to control the transportation
planning data bank. It covers all of the normal data base processes and
also interfaces to SPSS (Statistical Package for the Social Sciences) with
the same syntax philosophy. This convergence is now being taken the obvi­
ous next step, with microcomputers being viewed as "smart" terminals to
such large-scale data base computer systems, and SPSS syntax for
smaller-scale statistical analysis has already become a marketable
microcomputer-based product.

The present round of enhancing the capability of integrated data
bases and application systems is taking place with unprecedented speed.
The digital packet switched networks (typified by EURONET within the Euro­
pean Communities) are rapidly transforming the patterns of data acquisi­
tion and access across the world. The convergence of telecommunications
and computing technologies has at last become a market reality and is
beginning to reach the general professional consciousness in many disci­
plines as various Viewdata systems come into public use.

The tools of this altered environment are:

(1) packet switched networks as common carriers;
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(2) Videotex as a "simple" mass data base access protocol and physi­
cal terminal device;

(3) cabling of large areas of domestic housing with video-bandwidth
linkages and response;

(4) remote data bases (with searching software) as a large-scale
commercial market;

(5) local networks of large and small computers;
(6) small computer systems with vastly enhanced local processing

power, and tens of megabytes of storage in local small systems
at low cost;

(7) graphics and color graphics processors of very high resolution at
mass-market prices;

(8) the first tools (fairly primitive but still practically usable and
widely available) for building "expert systems" to aid data struc­
turing and retrieval.

These developments have occurred at a far greater pace than previous
rounds of innovation. Integrating these new types of products, developing
and setting up management structures and modes of operation that make
effective use of them, and consequent changes in service levels, reaction
times, and consultation and management strategies for regional planning
and development are going to last into the late 1980s, at least.

By that time the tools will have developed substantially in power, but
the fundamental changes in philosophy, in data access and use, and in
data collection and availability are already clear and unlikely to be aug­
mented by further large changes before 1990. The infrastructures now
committed to be in place (cellular radio, video-bandwidth cabling with
response capacity, satellite routings, and direct reception) require about
this period of time to become fully operative. and are being discounted in
this discussion.

Social adaptation could well take place faster than professional adap­
tation. The weight of early and expensive centralized and centrally con­
trolled statistical collection and planning systems has already built up
expectations of power and control balances, which are now being destabil­
ized by the swift devolution of the power to access, hold, present, and pro­
cess information and by the escalating need for more information to be
reduced to a decision-making framework and for qUicker and more direct
response based on the broadening scale of integrated responsibilities and
information.

The early introduction of Videotex systems as a "home service" by
British Telecom was a clear marketing error. The businesses that could
really use the synchronous timing of access and updating that Videotex
provides, such as travel agents, with their need for large amounts of
rapidly updated information on time-sensitive commodities and to book
confirmations at the same time, have long been heavy users of telephones.
The airlines (in particular) have an essential interest in a single. continu­
om,lv updated data base of seat and type availability. It is not surprising
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that the travel industry has taken to Videotex with enthusiasm.
The French alternative to creating access to a large market has been

to install massive numbers of terminal devices in specific areas as a means
of both cutting the cost and increasing the market This is bearing some
fruit already since, with the regionalization of French government, many
regions are requesting such pilot Telematigue installations for their own
areas, thereby accelerating the penetration of data access to more people
and places and increasing the ability to garner information economically.

The implications of this are crucial for regional and development
planning: the public Videotex systems have quickly made direct-connect,
auto dial modems a cheap consumer product, and as the home computer
market had become orders of magnitude greater in the UK than the
present Videotex market the communications aspects of Videotex have
been supported by very cheap modems in the UK Micronet 800 service
recently launched by British Telecom. This move has, at a stroke, given
the UK public direct access to the world communication networks, as the
Gateway systems to Videotex are now rapidly becoming established as a
new and easy way of extending simple user access to information provid­
ers' own computers and data banks.

The common problems of data communication rates, protocols, and
modem frequencies are all handled by the packet switched network ser­
vices of the various PTTs. The Bell 103 US standard modem frequencies are
quite different from the European/Australian conventions of CenT V21.
Such essential conversion problems have proved to be time-consuming and
annoying even to sophisticated users, but the happy synergy of the
Videotex 1200/75 baud standard and the advent of PSS networks as com­
mon data carriers for both national and international communications
have protected users from many of the real barriers to increased accep­
tance and usage.

The phenomenon of the late 1970s was not the commotion about com­
mon carrier rights on PTT lines, but rather the prompt and effective emer­
gence of community bulletin boards on microcomputer systems, accessed
via modems at 300 baud over ordinary telephone lines. History is now
rapidly repeating itself, with networks of professionals looking to this tech­
nique to expand their own interchanges, the demands of the microbiolo­
gists in Australia being merely one of the more recent such initiatives.
This market is now being pursued by purveyors of electronic mail services
on the packet switched networks, led by Telenet and Tymnet, presently
among the largest international common carriers of such services. The
stimulus for this came from the users whose own systems were operative
and who wished to communicate with others, especially after tasting the
joys of text capture and processing on their own machines, and to capture
and exchange data and programs with each other without the problems of
finding an acceptable floppy-disc format or of bringing two machines into
proximity for file transfers.

The mass-market equivalent of this type of service is usually thought
to be Videotex, but an equally important delivery system is Telesoftware.
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This technique uses standard television transmissions with additional digi­
tal information packed on to the carrier. The Teletext, Ceefax, and Oracle
services in the UK are typical such systems, but are designed for the ordi­
nary text-reading user (with pages on the weather, news, etc.). Selectivity
is built into the command for a page, and as the information issued is a
fixed block sent repeatedly (although the broadcasting authority may alter
the contents between scans), obtaining a page is a slow process. However,
this time is not subject to any communications charge, and it is hardly
surprising that Teletext adaptors have been sold to many times more
homes than has the Prestel Videotex service of British Telecom.

The use of this available bandwidth for downloading computer
software is increasingly being adopted. The British Broadcasting Corpora­
tion is now on the point of making Telesoftware available, without extra
charge, to the many BBC Micro users, through a Ceefax adaptor. The
difference between the ordinary Ceefax service and the new Telesoflware
service is that the full video bandwidth available out of normal transmis­
sion hours is to be utilized, instead of the small fraction available during TV
transmission times. The obvious expansion of this market as cable TV and
wideband satellite links begin to spread is clear, and the BBC has already
indicated a practical interest.

The integration of Videotex and Telesoftware is remarkably promising,
whatever the means of delivery. The Austrian Videotex experimental ser­
vice now being operated and developed with the participation of the Inter­
national Institute for Applied Systems Analysis (IIASA) in Laxenburg and
the University of Graz uses British Telecom's Prestel technology, but allied
to an "intelligent" Videotex terminal (the MUPID color computer), so that
the full Telidon dense-graphics mode may be adopted as far as the user is
concerned. The response time of the small-scale services (including
games) currently available for downloading (automatically, and tran­
sparent to the MUPID user) is excellent, yet the response interaction with
host computers on the Videotex network is maintained. In this special
case the Telesoflware is sent down the Videotex modem link, but the prin­
ciple is clearly identical.

This broad-based push toward communications has led to electronic
mail services over public telephone lines, and provided - and continues to
provide - an efficient and much used means of exchange of programs,
data, and text. Some magazine publishers use community bulletin boards
as a standard means of accepting material for publication, and have
automatic downloading and typesetting interfaces on their own systems to
complete the publishing task. Such cottage industry applications are
swiftly being supplanted by large-scale commercial services. There are
major projects under way in Europe - such as GILT (Get Interconnection
Between Local Text Systems) - to build links between different computer
conferencing and message systems by developing interchange standards
(Palme 1982, Sztanjkrycer and Karmouch 1982, Hauge et al. 1982).

The ground swell of demand has now been merged with the Videotex
and PSS systems, and new products will condition the whole planning and
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participation process. The billion-dollar industry that provides data base
information has already felt the sharp impact of distributed local­
processor power with local storage and telecommunications linkages.

In parallel with these rapid developments, computer-aided group
communication has been developing as an efficient and cost-effective tool.
Electronic mail is an easily understood concept, but as the analogies to the
telephone system become more apparent than the analogies to the physi­
cal mail system, the need arises for directories; for different levels of
privacy and immediacy in communication; and for the ability to merge the
text capture, text-processing, and publication processes into what appears
to be a unitary environment from the other side of the terminal.

Developments in computer, audio, and video conferencing have taken
place at different rates. Video conferencing and audio conferencing are
specifically synchronous: all parties must be coordinated on-line, and only
the spatial problems are overcome by this need for timing coordination.
Much work needs to be spent (e.g. the South Pacific experience with
PEACESAT (Semahu 1982)) on setting up timetables for these coincident
timings to work. Nevertheless, such audio links have proved to be of con­
siderable value in large regions such as the South Pacific, and even in
small parts of this region such as Hawaii, which suffers from communica­
tion problems between the islands, although the archipelago is only a few
hundred kilometers across.

The best tribute to this form of communication is that the sugges­
tions that the new satellites to replace ATS-l, which is used by the
PEACESAT consortium, would require more advanced and expensive recep­
tion equipment have raised widespread concern from the Pacific nations,
who have come to realize some of the potential of ATS-l through
PEACESAT. Currently the need for asynchronous communications is being
attacked, and computer networking over radio links, with a simple form of
electronic mail, is now being set up.

Video conferencing systems have received what might reasonably be
regarded as an unreasonable amount of attention. Certainly the concept
of the videophone put forward by Hugo Gernsback in some of the earliest
science fiction this century has been followed more because of technical
capability than of market need. Extensive work has been done on the
advantages or otherwise of synchronous communications to link more than
one person.

The audio conference, where many speakers can share the aural parts
of a conversation (usually by means of an audio bridge device supplied by
the PTT) , has become increasingly enthusiastically supported where the
facilities have been made available. However, in most cases it is still
necessary to make prior arrangements to set up the technical links,
thereby vitiating some of the potential.

The extension of the synchronous aural conference to include visual
information is an appealing idea, but requires a bandwidth of several
megacycles as opposed to the few kilocycles needed for audio exchange.
To date this has meant that the prior coordination efforts have Illade video
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conferences most suitable for regular meetings, and limited the ranges of
application because of the need to reach the studios where the facilities
are offered.

The delivery of the signal by direct satellite links will sharply alter
these limitations, and make the video conference station a portable (or at
least transportable) device requiring less spatial and temporal restric­
tions. The Satellite Business Systems studies of video conferencing (Han­
sell et al. 1982) consequently produced rather more positive results than
had previously been obtained when these types of services were tested.

The asynchronous aspect of computer-aided communications is con­
siderably underestimated. The term teleconferencing is currently used in
a generic manner to cover video and audio conferencing - basically the
synchronous modes - and the asynchronous systems of electronic mail
and computer-aided conferencing are played down.

The spatial separations inherent in regional planning and coordination
make the use of such systems between diverse organizations of consider­
able value. Communications for the development of the massive Australian
Northwest Shelf for natural gas have been materially assisted by computer
conferencing services, as it has required at the smallest scale coordination
over the several thousands of kilometers between the Shelf and Perth
within the state of Western Australia, as well as the transcontinental and
international distances also involved in the network. Organizations such as
the International Institute for Applied Systems Analysis are not the first to
carry out distributed management of scientific (as distinct from engineer­
ing) projects (Vallee and Gibbs 1976), although the IIASA Telecenter system
has been actively used for some time for this purpose (Lathrop and Pear­
son 1981).

The tools of the trade of information technology for integrated
regional development are therefore becoming available in forms that link
data gathering, data processing, data access, publishing, and delivery of
subsequent results for decision support and monitoring. In the next sec­
tion the means by which these links can be made usable will be con­
sidered.

3. Using the Tools of the Trade

The primary problem in using large-scale data systems is grasping the
nature and structure of the systems used to organize the information. The
underlying structure of many of the data base systems now available has
become extremely complex, and requires special skills in information
retrieval to drive them usefully or efficiently. This has certainly slowed
down the penetration of the use of such systems, and the costs (in both
communications and data base services) of learning on-line have inhibited
many from looking in this direction. There are now new tools to service
this specific need.
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Substantial numbers of investors in the United States have automatic
programs to "wake up" their home computers, dial an access number of an
information utility, call up the Dow-Jones stocks data base, request the
results, load them down on to the floppy disc of their own computer.
merge the results with data sets collected previously, analyze the stocks,
and store the results before pulling the computer back to sleep again.
Bibliographic data base specialists, such as Dialog and Orbit, have noted
the sharp decline in connect-time sales with the introduction of 1200 baud
access lines, as users switched over to off-line preparation of their
enquiries and immediate downloading of the results on to local discs for
review and reuse. The reaction of at least one of these specialists, BRS
(Bibliographic Retrieval Services), has been to accept this trend and offer
a microcomputer with a 20 megabyte hard disc and software tailored for
this task, and offer a service of regular bulk downloading of the necessCl.ry
updates from their data bases. This trend can reliably be expected to
accelerate with the spread of TV cable services.

Another recently demonstrated major trend has been in improving
the quality of access to some of the extremely complex data bases. For
example, use of the massive Disclosure data base. which comprises all
available company reports for the US, requires substantial training of
information retrieval specialists. This is becoming increasingly
uneconomic. Disclosure, Inc. is one of a number of information providers
who have turned to expert systems techniques, and have created a micro­
computer program that makes the information retrieval specialist
unnecessary. This type of development is the harbinger of many more
such highly intelligent and intensive-access demands for information.
Recent privacy laws will make it difficult for official national statistical
bodies to resist these developments for long. especially as a number of
them now use the I.P. Sharp personal computer and many others to make
their own time series of data available to their end users, in an environ­
ment with integrated analytic tools: APL and MAGIC, to pursue the (far
from unique) I.P. Sharp example.

This trend in increasing machine intelligence at the user enquiry
interface has gained fresh support and momentum from the steady
improvement in the usability of the "knowledge-based systems" program­
ming languages developing in the course of work on artificial intelligence.
These have made accessible some of the methods of formalizing queries
based on logical deduction from assertions and conditional statements
that can be made about the situations under study. The best known
language of this type is PROLOG (Programming in Logic) (Clocksin and Mell­
ish 1981). and it is increasingly being used to link data base and logical
deductive retrieval processes together into a single system.

This quintessentially academic language is being used effectively in
applied environments already. British Telecom is using it to ease the
interaction with its own Strategic Planning model, and numerous data base
workers are now forging the links between relational data bases and such
semi-intelligent front ends as British Telecom has undertaken to build
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(Probert 1981).
A special feature of this BT approach is that it was recognized from

nearly the start of the program that the normative numerical models
underlying the different segments of the BT long-range planning system
are not the key areas for attention. The user interface has been given par­
ticular attention, and the use of expert systems techniques for aiding the
analyst and his senior management to gain in understanding from the use
of the model system has led to the need for a system that can extract the
lessons from the manifold of variational runs of the forecasting system,
and at the very least draw the user's attention to areas of significance and
association with the queries he has just initiated.

The cumulative effect of these movements - at the user interface and
at data base structuring levels - i.s to shrink the gap between data inser­
tion into the data base and the response to queries of the system that take
account of the new material. The pressures already being induced by
cheaper and better graphic systems to provide wider-bandwidth displays
and responses to planning requirements may lead to larger amounts of
information being provided at a more limited level of analytic reduction
and synthesis.

This is unlikely to reduce the need for strategic economic analysis
and forecasting, and may even increase the recognition of the need for it,
but the expectation that high-density graphic displays of physical,
economic, social, and demographic factors will be readily available can be
counted upon to increase the pressure on regularly updated information
and the linkages between different administrative sources of input.

The implications of extensive cross-linkage of different computer sys­
tems through packet switched data networks are important for regional
planning and a strong catalyst for integration of the processes involved.
The use of distributed computer processing power is already well estab­
lished over such networks and is heavily used over dedicated lines between
numerous academic centers in many countries. The parallel development
of remote access to major data bases and searching systems over these
networks has been a specific goal of the EEC Euronet. The development of
distributed data bases, reliant on such networks for their integration,
access, and processing, is the one that has greatest importance for
regional planning.

The simplified access systems provided by Viewdata systems offer a
highly effective way of expanding the services based on such systems, and
- through the Gateways into other systems and to other types of services
- the ability to gather data as well as request it. This "response page"
aspect of Prestel has been used by BT to offer a gateway service from
Prestel directly through to the on-line booking computers of Pan Am and
other major travel carriers. The exploitation of this capability for gather­
ing data will no doubt follow.

In summary, the tools now available and coming into wider use pro­
vide:
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(1) Distributed data access
(2) Distributed data base retention
(3) Graphics-aided responses
(4) Interactive data-gathering capability
(5) Electronic mail
(6) Asynchronous communication, such as computer conferencing
(7) Intelligent tools for information extraction and aid and interpre-

tation of results.

4. Implications for Data Collection

The expanded use of distributed data management systems will facili­
tate a greater decentralization of data acquisition without the loss of cen­
tral coordination. It will also provide (potentially at least) the ability 10
redistribute the processing and input of information as a result.

In densely populated countries the expansion of video-bandwidth
cable networks will provide novel interactive and friendly means of collecl­
ing data from households, business enterprises, and organizations. The
Viewdata systems growing up, slowly, may yet offer further opportunities.
The far greater present success of Viewdata as a system for operations of
closed user groups and data capture is both a sign that this is a real possi­
bility in the technical sense - and that it may not prove praclical for
household-based information, for lack of penetration. Viewdata is not the
only interactive data collection system in prospect, however, and planners
should expecl others to emerge.

The technical opportunities for altering the approach of regional
management and planning to data, from the slow red uction of mass cross­
sectional data collections to the tracking of changes, and thus from a nor­
mative planning stance to a monitoring and control position, are becoming
extensive. This does not mean that the political will is likely to emerge to
make such a change practical rather than merely possible.

The ability of Viewdata systems to "narrowcast" information to a spe­
cial interest group is of particular importance when the enormous diver­
sity of regional planning needs is considered. nice and Paisley (1982)
report a typical case, where a farmer information system was set up and
assessed in operation in the US. The significance of information access and
immediacy in a farmer's everyday life already was a marked finding: the
key resull was that the farmers used the system, quickly and effectively,
and the technique of Videotex delivery was appropriate. but it was also
vulnerable to narrowcasting radio services when they started at a local
level. The point of greatest interest is that the monitoring process and
data collection system were buill into the information delivery system.
This trend will accelerate. Of significance for regional data providers is
that this high level of distributed access to these data bases can also work
in the reverse direclion.

It may already be more economical to permit remote users to specify
forms of analysis on-line, and the central data base computers only then
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produce the results. The protection of individual privacy from record link­
age can be properly controlled, and major increases in the quality and
speed of response to user needs can be obtained as well.

5. Implications for neglOnal Management and Integrated Planning

Modern information technology offers many perspectives for an
appropriate use of all pertinent and available data for regional planning
(see also Chapter 3). Some examples will clarify this relevance of spatially
oriented information systems for regional management and integrated
planning.

The lowest level of geographic detail in regional planning is
exemplified by the land-parcel and public services inventory. It is when
such geographically specific data become fully captured on electronic
media that regional planning gains greatest benefit.

The diversity of information flows of crucial interest to regional
planners includes flows of goods and of financial services and transactions.
The flows of financial transactions are qUickly becoming technically within
the scope of semiautomatic data capture - but this would of course be
resisted by the emerging interbank and common-carrier data networks.
The place of the law and of regulation in this domain should be pursued by
national statistical authorities, as their roles change over the next decade.

6. Social Acceptance

The increasing intrusiveness of coordinated data banks and the
steadily increasing ease of obtaining sufficient computer processing
resources to trace individual links through large data collections are con­
tributing to a real sense of loss of privacy by individuals, business organi­
zations, and the community. These pressures have become concrete in
the form of data privacy laws, licencing of data holdings, and, on the other
side, freedom-of-information acts. The nature and tensions in the chang­
ing balance between these opposing forces of retention of privacy and
increased ease of correlation and coordination of electronically captured
and transmitted data will be crucial for all aspects of planning.

The technical capabilities of data capture and record linkage that
have already emerged are far beyond the general understanding of most of
the population, and add a considerable burden of loss of confidentiality
both to individuals and to organizations. In some economies these issues
may be regarded differently, and the implementation issues will then dom­
inate the discussion. In others the social balance will be sufficiently dis­
turbed by them that such developments will not proceed far without the
need for wide public endorsement being recognized. For example, the bal­
ance between the bank and individual interests in eleclronic transfer of
funds has yet to be shown to offer much to the individual, but it
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undoubtedly has a great deal to offer to both banks and government.
A trend has become apparent in some countries, Japan being among

the first to experience it, of an increasing resistance to government survey
data collection. This social fador will become more acute if the new
opportunities for data collection and use for integrated planning are not to
be barred. In this connedion it is important to note that Japan has long
had very large-scale planning data banks.

7. Conclusion

The technical trends in computer and communications developments
are altering the economics of large-scale processing, of immediate data
reduction and acquisition, of presentation aids, and of management oppor­
tunities for coordination and decentralization. While all of these trends
may be seen simply as increasing the support for present means of servic­
ing integrated regional planning, it is highly unlikely that the social,
managerial, and operational changes that they will bring will leave the
processes of regional planning untouched.
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CHAPTER 18

A General Framework for Comparison of
Regional Information Systems

Peter Nijkamp and Piet Rietveld

1. Introduction
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Regional information systems are made up of three elements: inputs
(regional data), outputs (information for regional planning and research),
and the intermediate system serving to convert inputs into outputs. The
aim of this part of the book is to see how these three elements are given
concrete form for regional planning under different conditions in various
countries. The six countries chosen for study differ in size, physical condi­
tions, and planning systems: Sweden, France, the United States, the Neth­
erlands, Czechoslovakia, and Finland.

These countries display considerable variety from the viewpoint of
regional planning. For example, in France the competence of national
authorities is large compared with that of regional authorities. In some of
the other countries, the regional authorities have considerable com­
petence in some fields of planning. There are also significant demographic
differences: for example, the Netherlands are densely populated, whereas
Finland and Sweden are not.

A problem with comparative studies of this kind is that usually only a
small number of cases (countries) can be studied, whereas many variables
are involved. This hampers the formulation of generalizations that satisfy
usual statistical requirements. As indicated by Masser (1981), a solution
would be to select the "most similar cases," This means, in a statistical
sense, that there has to be a large measure of control in defining features
that must be common to all cases. A disadvantage of this approach is that
it is rather demanding in terms of the theory needed prior to defining the
relevant common features.

In this comparative study we have adopted another approach, since a
well developed and uniform theory of regional planning and information
systems does not exist. Our main concern is not so much the formulation
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of generalizations but rather the exploration of a relatively unsurveyed
field. An important aim is to show the variety of regional planning and
information systems that have developed. Therefore, we have included, for
example, both a country with a centrally planned economy (Czechoslo­
vakia) and a country with a low intensity of planning (the United States).

For each of the countries one or several experts have been invited to
write a national report on the regional information systems in use. In
order to achieve as much comparability as possible, a general framework
was developed to guide the presentation of each national report. Clearly,
this approach may run the risk that a contribution from a centrally
planned economy might not completely fit into the strict framework that
we set out in this chapter. We are content that a contribution could be
obtained from Czechoslovakia, although we are aware that in some
respects the fit is not complete.

The general framework consists of two dimensions. Firstly, regional
planning is given a more precise meaning by introducing a reference sys­
tem that includes various planning components (Section 2). Secondly,
various aspects of regional information systems are dealt with: data, tech­
nology, and information produced (Section 3). By combining the two
dimensions one arrives at a matrix structure for the national reports,
which is presented in Table 2. After the six national reports (Chapters
19-24), a chapter will be devoted to a comparative review in order to draw
conclusions regarding marked similarities and dissimilarities among the
information systems described.

2. Regional Planning

Regional planning may be regarded as any activity (or set of activi­
ties) that aims at achieving certain goals for a regional or multiregional
system. In these broad terms, regional planning (territorial planning,
planning of territorial production complexes, etc.) may encompass various
components, such as:

• economic and industrial planning
• land-use planning
• manpower and labor market planning
• housing planning

transporta tion planning
• infrastructure planning
• financial planning
• environmental planning
• energy planning
• social planning
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• facilities planning.
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This list, by no means exhaustive, shows that regional planning addresses a
wide range of issues. It would not be worth while here to focus alt.ention
simultaneously on all kinds of information systems that might be designed
for the above-mentioned issues, as this would lead to a disintegrated
methodology. Instead, we will present a systematic but simplified picture
of some key components of a regional system. This representative system
will be referred to as the reference system, since it will provide the basis
for our international comparison. This reference system is not meant to
be normative, but to help produce a logical and integrated view of the
necessary information base for regional planning.

The main focus of this reference system for integrated regional
development planning is on the spatial interactions between various basic
activities taking place in a regional or multiregional economy. In this way,
geographic activity patterns (e.g. labor and settlement patterns), land
use, transportation, infrastructure, and natural resources may be taken
into consideration in a coherent framework. The reference framework is
represented in Figure 1, where the main emphasis is placed on the link­
ages (direct or indirect) between the household sector and the production
sector. A more extensive version might be developed, but for ease of
international comparison of regional information we will mainly use the
system of Figure 1. The components of the reference system are each
represented by one of the shapes in the figure. This system may relate to
both single- and multiregional systems, so that interregional commodity
flows, etc. may also be taken into account.

It is important to note that the most relevant spatial scale is not the
same for all planning components. Let us, for instance, interpret a region
as a functionally interdependent labor market area with strong internal
commuting flows. Then it is clear that for economic, industrial, and labor
market planning, such a region is the basic spatial unit. The same applies
to the planning of migration. Thus, these planning components have a typ­
ically interregional character. On the other hand, land-use planning is
usually concerned with intraregional issues, such as suburbanization. The
same holds true for housing policies.

An intermediate position is assumed by transportation, infrastruc­
ture, and energy and environmental planning. Here the predominant
regional level depends considerably on the kind of issue concerned. This
argument is summarized in Table 1.

The contents of Table 1 are important when analyzing the competence
of planning agencies at various spatial levels (national, provincial, county,
municipal). There is clearly more scope for intensive planning activities at
a low spatial level in the case of land-use planning than there is for indus­
trial planning. Consequently, the need for information with a high spatial
detail will be much larger in some planning components than in others.

Two main viewpoints influence the aims of regional planning. The first
is that the main goal is to promote national economic efficiency. In this
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Housing planning

Households

• dwellings
• income
• consumption
• location

Land-use planning

Manpower and labor
market planning

Energy and environmental
planning

P. Nijkamp and P. Rietveld

Economic and
industrial plannin

Production activities

industrial sectors
production
investments
location

Figure 1 The reference system.

Table 1 Predominant spatial level of various planning components.

Planning component

Land use
Housing
Infrastructure
Energy and environment
Transportation
Economic and industrial
Manpower and labor market
Migration

Level of plannine:
Intraregional Interregional

case. the objective of regional planning is an interregional reallocation of
population. investments, and infrastructure so as to achieve interregional
efficiency. This emphasis on national efficiency is predominant in centrally
planned economies. Efficiency is also the predominant aim in pure market
economies, the antipode of centrally planned economies. The difference
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between the two of course concerns the extent to which market forces are
allowed to contribute to efficiency.

The other viewpoint is mainly fostered in the mixed economies of the
West European type. Here the predominant reason for regional planning is
the desire to reduce interregional welfare discrepancies in terms of
employment, income, and infrastructure (Snickars et al. 1982).

The regional planning system of each country depends on the political
and institutional conditions of the country. Some countries may have a
bottom-up planning structure, others a top-down or mixed structure. In
some countries, regional planning may be the responsibility of a single
public agency (e.g. a ministry of regional development), in others various
ministries are involved. In some countries, regional planning is mainly
oriented toward physical planning, while in others it is almost exclusively
toward economic and industrial planning. In general, there is a tremen­
dous variation in planning activities, varying from so-called facet planning,
characterized by emphasis on one component without consideration of the
others, to comprehensive planning, characterized by an all-encompassing
master plan. Integrated planning may be regarded as an intermediate
form that aims to coordinate various planning activities without, however,
the high ambitions of a comprehensive master plan.

Planning may focus on incremental changes or on integral changes in
6 spatial system. It is of course especially important to know the problem
orientation of the information in relation to the regional planning. Clearly,
the depth and scope of planning activities determine the required size and
accuracy of an information system. The structure and purposes of infor­
mation systems are also determined by the aims of the planning activities
at hand, such as description, impact assessment (including modeling and
forecasting), and evaluation (including decision making).

3. Regional Information Systems
3.1. Introduction

Having delineated a reference system for regional planning, including
several planning components, we will now deal with the information sys­
tems developed to serve regional planning. The following subjects will be
covered: general features, data collection, contents and quality of the
information produced, information technology, the actual use of informa­
tion systems, and perspectives. Thus, we arrive at the framework, shown
in Table 2, for the description of regional information systems. This table
is used as a guideline for the description of the regional information sys­
tems in various countries in the following chapters.
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3.2. General Features
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The notion of integrated regional planning has its counterpart in the
notion of integrated regional information systems. Thus, an important
question is to what extent regional information systems are integrated
across spatial levels and planning components. Several factors hinder this
integration. Firstly, coordination is difficult from a scientific point of view,
since side effects of a certain planning field on others are often hard to
assess. Secondly, the coordination gives rise to conflicts of competence
among planning agencies and political bodies at various spatial levels.
These factors obviously obstruct the coordination not only of planning
activities but also of information systems. Therefore, they deserve atten­
tion in an international comparison of integrated information systems.

An obvious test of the adequacy of an information system is whether
it has something meaningful to say on policy issues. Two time lags should
be mentioned in this context. Firstly, once an issue has received political
recognition, it may take time before the information systems are adapted
to the new need for information. Thus, it may be expected that informa­
tion systems tend to be more relevant for problems of the past than for
problems of the present or the future.

Secondly, it usually takes time before a certain issue receives so
much attention that it becomes a political issue. Many issues only gain
political character after having been latent for a long time. Well known
examples are environmental decay, energy scarcity, and (recently) innova­
tion. Thus, information systems can be made more adequate by broaden­
ing their scope from political issues to latent issues that may later become
political (see also Section 5 of Chapter 1 on adaptive information systems).
Therefore, an even harder test of information systems is their ability to
help one identify the latent issues that will probably achieve political
status in the future. This test requires that forecasts can be produced not
only on actual states but also on political priorities. This last type of infor­
mation is clearly qualitative.

3.3. Data Collection

Data are the inputs of information systems. In some cases, such as a
normal population census, data are colleeled for the purpose of feeding
information systems. Then, the concepts and definitions used in the
census can be directly adapted to the purposes for which the information
system will be used. In other cases, secondary data are used. They are
based, for example, on administrative registers of dwellings, the unem­
ployed, or tax payments. An obvious disadvantage of secondary data is
that the concepts and definitions that they embody may not match the
aims of the users. An advantage is that they are usually less expensive. In
addition, they are often collected continuously, which makes them very
useful for planning purposes, given the continuous character of planning
(see Chapter 4 by Batey).
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Integration of regional information systems requires the standardiza­
tion of concepts and regional classifications used in data collection. A high
level of integration can be obtained when data files with individual observa­
tions can be linked. In some countries such linkage is possible because of
the use of individual identification numbers for persons and firms.

3.4. Contents and Quality of Information

Various aspects of the contents and quality of the output of informa­
tion systems can be distinguished.

Scope. The range of phenomena that an information system deals
with comprises not only the number of planning components but also the
kinds of variables covered by each component. In this respect qualitative
data and data on interregional flows should be mentioned.

Degree of detail. The usefulness of information systems depends con­
siderably on the possibility to produce information at a highly detailed
level. In addition to spatial detail, there is also sectoral detail for describ­
ing firms and occupational detail about employees, for instance.

Reliability. Measurement errors may substantially reduce the quality
of information systems. These errors may be due to, among other things,
intentional or unintentional mistakes of respondents, obscure questions,
inappropriate sampling techniques, and mistakes in data processing.

Validity refers to whether data really measure what they are
intended to measure. Problems may arise, especially when secondary data
are used.

Coherence refers to the standardization and synchronization of data
for different variables. Coherence is a prerequisite for integrated informa­
tion systems.

Time aspects. Various time aspects can be mentioned. Examples are
timeliness, the length of time series, and the frequency of observation.

3.5. Information Technology

Information systems may differ significantly in the degree of comput­
erization. Some systems are not computerized at all: their output usually
consists of statistical publications for general purposes and nothing more.
It may be extremely difficult and time-consuming to use noncomputerized
systems for specific purposes. Computerization may be introduced at
various points, such as data collection, data storage, data editing, use of
data banks, and distribution of information. Obviously, the degree of com­
puterization has a substantial impact on the forms of communication
between system and users.
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3.6. Use of Information Systems
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Information systems can be used for at least two purposes: planning
and research. It should be remarked that these two are not independent.
Research may produce results that are useful for planning; it may also give
rise to the construction of models that later become incorporated in infor­
mation systems to generate forecasts or impact assessments.

One main aspect of the use of information systems is their accessibil­
ity; they may sometimes be restricted to only a few agencies. It is also
interesting that very often data are available at statistical offices, but have
never been officially published. Further, in some cases the contents of an
information system are determined by the users (e.g. planners), while in
other cases the research needs of experts and analysts determine the con­
tents.

Several kinds of barriers may prevent extensive use of regional infor­
mation systems: institutional barriers, technological problems, high costs,
and, last but not least, low relevance and low quality of the information
produced (Section 3.4). The bottlenecks encountered when using informa­
tion systems for regional modeling are discussed by Issaev et al. (1982), as
well as by Peters in Chapter 3 and Rietveld in Chapter 9.

3.7. Perspectives

Developments in the sphere of regional planning and information
technology have been rapid in recent decades. It is not surprising, there­
fore, that in most countries regional information systems have not
reached a balance either with the planners' needs for information or with
the opportunities offered by advanced information technology. It would be
interesting to know how further developments of information systems are
being considered in various countries to restore these balances.

4. Concluding Remarks

It is clear that the subject matter of this comparative study is very
broad. An integrated analysis of regional planning and information sys­
tems is certainly hard to carry out. The difficulties are nicely illustrated
by Table 3, which lists a number of key dimensions in planning that jointly
determine the complexity of this activity. It is striking that the planning
sit uations considered in the comparative study fall into the "difficult to
deal with" category for virtually all dimensions. It will be clear, therefore,
that the conclusions to be drawn in the review of the national reports
(Chapter 25) can only be tentative.



296 P. Nijkamp and P. Rietveld

Table 3 Key dimensions in planning situations (source: Masser 1982).

Dimension

Specificity

Number of groups affected

Character of
negotiations

Degree of agreement,
in terms of awareness,
priority, and intensity
of concerns

Impact on organizational
structure

Impact on resource
allocation pattern

Impact of external
factors in internal
negotiations

Technical difficulty, in
terms of comprehension of
causation and complexity
of technology

References

Plannin.e. situation
Easy to deal with
High

One

Dominant actor among
participants

No conflict with
existing value
system

No reorganization
required

No change

Reinforces existing
tendencies

Within existing
technological tradition

Difficult to deal with
Low

Many

No dominant actor
among participants

Major conflict with
existing value
system

Significant reorganization
required

Significant change

Counteracts existing
tendencies

Radical change from
existing technological
tradition

Issaev, B., P. Nijkamp, P. Rietveld, and F. Snickars (eds.) (1982) Multiregional
Econo'TTLic Modeling: Practice and Prospect (Amsterdam: North-Holland).

Masser, 1. (19B1) Comparative planning studies: A critical review. Report,
Department of Town and Regional Planning, University of Sheffield, UK.

Masser, 1. (1982) The analysis of planning processes: Some methodological con­
siderations. Environment and Planning B 9:5-14.

Snickars, F., A..E. Andersson, and M. Albegov (1982) Regional development model­
ing - Theory and practice. Regional Development Modeling: Theory and
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CHAPTER 19

Information Systems for Integrated
Regional Planning and Policy Making
in Sweden

G. Guteland and O. Nygren

1. Introduction

297

It is not an easy task to provide a summary report on information sys­
tems for integrating regional planning and policy making, One reason is
that the topic is a very broad one, Another is that the difference in
Sweden between regional planning and regional information systems is not
quite clear.

In our national report, we have tried to distinguish between the plan­
ning system, the information system, the statistical system, and informa­
tion about objects and events. The planning system deals with intra- and
intersectoral goals and procedures. The information system gives fore­
casts and analyses of developments, using statistics and other types of
information, The statistical system includes production and distribution
of statistics, and uses information from data bases and special enquiries.

It is difficult to make an exact distinction between the four levels,
For example, Statistics Sweden is increasingly making statistical analyses,
This means that the bureau contributes to both the statistical system and
the information system, At the regional level the county planners work
with the planning and information systems and also with statistical
analysis. The plans are sometimes just forecasts or descriptions of
development, to be used as background for planning in different sectors at
the regional and local levels. Sometimes these sectors produce statistics
of their own and also create their own information systems, At the local
level, collections of statistics for use in planning are common.

In this chapter we shall describe the different systems and offer some
recommendations and perspectives.
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2. Regional Planning and Policy Making
2.1. Background
2.1.1. The state

G. Guteland and O. Nygren

A basic characteristic of the Swedish Civil Service is that it is organ­
ized at two separate levels: the ministry (departement) and the agency or
board (rimbetsverk). The former is primarily responsible for the framing
of policy, the latter primarily for its execution.

The state has a fairly large regional administrative network, which is,
as a rule, based on the counties (lan) as administrative districts. There
are 24 counties in Sweden and each has a County Administrative Board,
headed by the Provincial Governor. There are also special regional boards
for certain branches of the administration, each of which is directly subor­
dinate to the respective central board. There is, for example, a County
Labor Market Board, a County Board of Education, and a County Housing
Board.

The sectoral structure, which is a feature of organization on both the
national and the regional level, allows each administrative sector to be
largely responsible for the geographic distribution throughout the country
of the funds made available by the national budget.

2.1.2. Local government
A characteristic of the administrative structure in Sweden is the

amount of responsibility in the hands of the local government and its
importance to community development. It is for this very reason that a
particularly strong need has been felt for an adjustment of the local
administrative system to meet the new requirements made by community
development. To this end, extensive changes in the local government pat­
tern were conceived and, to a large extent, implemented during the last
twenty years.

The basic political decision-making body at the local level is the com­
mune. The functions and powers of the communes were strengthened by
the local government reforms of the 19~)Os and 1960s. There is, however, a
municipal body at the regional level that has certain characteristics in
common with the communes. This body is named the County Council
(Landsting) and is mainly responsible for health and medical care within
the county.

Both communes and County Councils have two types of duty. The first
type comprises duties that, unless such matters are to be dealt with by
some other authority, the communes have the right to undertake at their
own discretion, although they are not obliged to do so according to the
legislation governing their activities. This "free" sector covers matters
such as recreational facilities, libraries, theaters, and local transport. The
second type consists of duties delegated to the communes by the govern­
ment. This official administration includes social welfare, building and
planning, public health, and energy.
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The local authorities have the right to levy income taxes and receive
the revenue of a tax on real estate, and they charge fees for various ser­
vices. Considerable grants in aid are distributed to the communes from
the state budget to cover costs in connection with the compulsory duties
mentioned above. Communes and County Councils are independent of
each other, have decision-making assemblies elected by the public, and
have their own powers of taxation.

2.2. National Planning

Planning in Sweden is summarized in Figure 1. As a rule the responsi­
ble authorities in each sector of society have to see that plans are drawn
up for developments in their different sectors. These plans, or in some
cases the reports of special commissions, provide the basis for accounts
that, in turn, lead to annual resolutions adopted by the government and
Parliament. In these resolutions the requirements of the different sectors
are balanced against one another according to the resources available.
The secloral authorities are then responsible for executive planning within
the bounds defined by government resolutions.

2.2.1. Central economic planning
Economic planning in Sweden is subject to certain fundamental prin­

ciples concerning management of the economy and the conditions under
which economic policy operates. The primary principles are that
consumers shall be free to choose, a clear assertion of a liberal trade and
tariff policy, and freedom in such malleI'S as choices of vocation and
establishment of business.

The Long-Term Surveys deal with the whole economy, their primary
purpose being to present and analyze trends in the economy, primarily in
the medium term (5 years) but to a certain degree with a 15-20-year hor­
izon as well. The surveys are not a program for the Swedish economy but
informative and guiding instruments for the political and other public and
private bodies that have the task of formulating lines of action in the long
term. The forecasting nature of the surveys also applies to the public sec­
tor, the chief aim here being to create a background and joint frame of
reference for discussions about forthcoming political decisions and to give
these a long-term perspeclive. The Long-Term Surveys further provide a
natural opportunity for coordinating the assumptions about future pros­
pects, which serve as a basis for planning in the public sector and by
private firms.

2.2.2. Planning for regional development
In Sweden, the foundation for a specific policy for regional develop­

ment was laid in 1964 when Parliament approved an active location policy.
The goals of regional development policy were further elaborated by Parli­
ament in the seventies in the light of the experience gained. A prere­
quisite for this has been the increasingly systematic regional development
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planning, which has been pursued since 1967.
The general goals of regional policy in Sweden were recently formu­

lated in the following way (Ministry of Industry: Swedish Regional Policy
1982): "The aims of regional policy are to create conditions by which a
stable population trend can be maintained in the different parts of the
country and to give people access to jobs, services, and a good environ­
ment regardless of where they live in the country."

To achieve these objectives, the government and Parliament have
designed a set of regional policy measures and have specified guidelines
for the implementation of regional policy. The Ministry of Industry is
responsible for certain regional policy measures. In the implementation of
regional policy, certain guidelines have to be prescribed for the priorities
of different regions. The national guidelines traditionally used in Sweden
are threefold: population frames, a regional structure plan, and the desig­
nation of regional development areas ("subsidiary areas").

In a system where decision making is largely decentralized, efforts to
implement a coordinated regional policy presuppose that the various sec­
tors of society have a common basis for decisions on the location and
dimensions of various activities

The availability of housing, schools, communications, etc. is of great
importance to regional development. The main responsibility for the plan­
ning and expansion of these kinds of amenities rests with the communes.
In certain cases government aid is available for the creation and mainte­
nance of the necessary buildings and installations.

2.2.3. Transportation
In various ways, national policy in the transport sector takes into

account the connections existing between the development of this sector
and the development of the demographic and economic structure in
different parts of the country. One of the fundamental principles govern­
ing state initiatives in the transp'ort sector is that they must be in accor­
dance with goals of regional. employment, and general economic policy.

The regional transport plan commissioned by the government from
the County Administrative Boards for 1974 is to be seen in these terms.
The purpose of this plan, with due allowance for population structure,
economic conditions, and existing and anticipated demand for transport
services, is to put forward proposals for the optimum provision of ade­
quate regional transport facilities, according to the need.

The need for transport planning is also in evidence at the local level.
Regional and local planning need to be coordinated and therefore planning
at county level is accompanied by local transport planning on the part of
the communes.
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2.2.4. National physical planning
Apart from the problems of regional balance mentioned previously,

the course of social development has also given rise to problems of
another kind requiring countermeasures in the form of state long-term
planning. It has happened with increasing regularity that demands have
been made from different quarters for the utilization of identical
resources of land and water that are of outstanding value from a variety of
angles. In situations of this kind, those wishing to exploit natural
resources have generally been able to assert their interests more easily
than those wishing to keep an area in its unspoiled state. Conflicts on
environmental issues have attracted progressively greater attention
because of an increasing realization of lhe vulnerability of nature to
different kinds of interference and of the long-term consequences of the
inept exploitation of natural resources.

Thus long-term planning of the use of natural resources with a view to
the prevention of environmental damage and conflicts over these
resources has become an increasingly urgent necessity. In view of the
nature of the conflicts involved, planning of this kind must be given a per­
spective whereby the entire country can be considered as one continuum.
Accordingly it is both natural and necessary for the state to have assumed
direct responsibility for this planning.

Factors of fundamental importance in determining the scope of
national physical planning include the manner in which this planning is to
take account of ecological assessments and matters concerning environ­
mental developments generally, as well as the desirability of economic
growth. The time perspective on which planning is to be based is another
highly important consideration.

The guidelines for land and water management established by Parlia­
ment are couched in very general terms and the principal responsibility
for their implementation rests with the communes. National interests will
ultimately be provided for in the context of municipal physical planning.
This presupposes a process of interaction between government and com­
mune, enabling municipal planning authorities to specify and develop the
centrally formulated guidelines and to influence their continued formula­
tion. No significant departures may be made from the guidelines without
Parliament being consulted.

2.2.5. Energy
According to the government proposals, Sweden's energy policy

should aim to reduce the annual growth in energy consumption from a
postwar average of 5% to 2% during the eighties and to zero from 1990.
However, this is not a goal in itself. The basic idea is that the energy sys­
tem should be transformed so as lo reduce its environmental impacts as
well as the country's dependence upon imported fuels. This transforma­
tion should, according to the government proposals, neither conflict with
important social and economic goals nor lead to dramatic changes in elec­
tricity supplies. The above-mentioned growth figures were thus regarded
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2.2.6. Housing and building
The quantitative goals of Swedish housing policy, in terms of stan­

dards of equipment and space, are generally considered to be achieved.
The building activity in the next decade will be restricted to compensation
for demolition. The age structure of the dwelling stock calls for consider­
able renewal, taking energy saving and improved access into account.

The planning of housing, in terms of housing consumption distribution
and equalizing housing costs, is carried out by the state. The housing
market in Sweden is to a wide extent regulated by the state through subsi­
dies. The planning of building is carried out through interaction between
local government and municipal and private construction firms. Legally,
the planning is restricted to local government. National guidelines are
worked out in the Long-Term Survey, and now and then the state provides
economic stimuli. In the seventies, regional development planners were
strongly engaged in distributing the building activity between municipali­
ties by restricting government loans. Today, building activity being low, it
is not an effective instrument in regional planning. Consequently, housing
and building are not discussed very much in regional development plans.

3. Regional Information and Statistical Systems

Referring to the introduction, we separate this description into two
parts, the information system(s) and the statistical system, while com­
ments on information about objects or phenomena will be given in Section
4.

3.1. Information Systems
3.1. 1. County planning

The mandatory elements in county planning are the following:

(1) the forecasting of employment and population trends, and the
analysis of regional problems;

(2) the specification of objectives for the development of the county
in accordance with national objectives and guidelines laid down
by the government and Parliament;

(3) the formulation of guidelines to govern the use of regional policy
measures at the disposal of each County Board, and of guidelines
for other regional authorities whose activities are of importance
for regional development.

County planning is carried out in close cooperation with the municipalities
and the other parties concerned in the county. The forecasts made by the
County Boards are of considerable importance in planning at the



304 G. Guteland and O. Nygren

municipal, regional, and national levels. They also provide data that can
serve as a basis for governmental decisions on regional policy.

The forecast model used is common for all regions. Roughly, lhe
model is construeled so that the demand for labor is appraised first. The
supply of labor is estimated by a demographic projection and application
of employment rates. The difference is supposed to be net migration. The
calculations of the demand for labor are for some sectors - industry,
trade, and building - worked out in special submodels. For other sectors,
including the public sector, the assessments are based on a mixture of
trend analysis, national forecasts, local and regional investment plans
(public seelor), and informal contacts with private firms. The labor
demand is adjusted with a figure for the assessed net commuting rate. In
forecasting employment rates, cohort-based trends and the demand for
labor are considered. The labor supply is not distributed into sectors in
the model.

Demographic age-specific faelors, such as birth, death, and migration
rates, are all based on historical data specific to each region. Usually, a
splined average over the latest five years is used.

In praelice, the forecasting work is carried out iteratively. The
balancing faelors - employment, net migration, and net commuting - are
adjusted until a reasonable result is achieved.

A flow chart of the forecasting model is shown in Figure 2. The fore­
casting system was constructed in 1970. In 1976 it was computerized at
Umea University. The system is financed by the Ministry of Industry,
which is also responsible for supplying the historical data base for the
model. The forecasts are worked out by the County Boards in an interac­
tive system. The data base is updated whenever new data are collected:
yearly for demographic data, but only every fifth year for the olher com­
ponents in the model.

Regional development planning does not take economic variables
explicitly into consideration. It deals with population and employment
concepts only. Another drawback is the inconsistency bet.ween the sum­
marized regional plans and the national plan (forecast). Therefore, since
1975 the forecasts in the Long-Term Survey for the whole economy have
been broken down into eight regions (aggregates of counties). The
analysis, in terms of resources devoted to model development and con­
sistency testing, is, however, not very ambitious. The Lowry model is used,
working only in terms of employment. Regional differences in capital
struelure are not taken into consideration. Earlier efforts to implement
an input-output model have been restrained, mainly owing to lack of
regional input-output data.

There is also a cumulative information system dealing with economic
data, which is based on local government plans (KELP). Data concerning
planned investments, consumption, and employment over a five-year hor­
izon are collected yearly by the Regional County Boards. After analysis
and consistency testing, the material is delivered to Statistics Sweden and
the National Housing Board. The summarized data form an important
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Figure 2 The forecasting model used in Swedish regional development planning.

component in the negotiations between t.he state and local governments
about local taxes and transfers between the state and municipalities. For
the County Councils, there is a similar system, LKELP, which assembles
data on such matters as health care.

3.1.2. National physical planning
National physical planning (NPP) is still in a development phase.

Some of the guidelines are soon to be established in the Swedish law for
planning and building. Ninety-five percent of all municipalities have by
now worked out plans for the whole municipal area. The work on design of
an information system is to be started in 1983, after establishing rules for
the interplay between the national, regional. and local aut.horities (Figure
3).

The responsibility for maintaining the information system will fall on
the County Boards. Up to now, county inventories and national overviews
have been worked out by the sector authorities. These products are
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documented on maps on a scale of 1:250,000. They include areas required
for agriculture, forestry, tourism and recreation, polluting industry,
nature conservancy, cultural conservancy, roads, and leisure housing.

The maps have been digitized into a computerized pilot information
system, called the NPP data base, with a spatial specification in 5 km
squares. For each such square, quantitative and some qualitative meas­
ures are specified. The aims of the system are:

• to point out areas with certain qualifications for location of pol­
luting industry;

• to show the amount of land demanded by several activities;
• to explain the connections between human activity and the

natural qualities of land;
• to give quantitative descriptions of the amount of land demanded

by various activities.

So far, the system has mostly been used for small-scale map production,
covering the whole country.

There are two basic problems in creating an information system for
national physical planning: representation of qualitative data, such as
evaluating different degrees of demand, and the spatial distribution.
Methods for evaluating different land-use demands (recreation, nature
conservancy, etc.) have not yet been developed. A classification of arable
land in ten categories is so far the only result of the ongoing efforts. So­
called "areas of primary interest" have been established for a number of
activities.

The spatial distribution of these areas is represented by grids. A
major problem in integrating grid-represented qualitative aspects with
conventional statistics, such as population and housing, is that grid
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representation of the statistics is not yet available. Spatial distribution in
Swedish statistics is generally based on the real-estate unit. A project to
connect the real estates with grids is still not finished, and the work is
proceeding fairly slowly. This has delayed the development of grid-based
information analysis systems.

In a statistic-rich country like Sweden, we still face the fact that
land-use information is insufficient. A reasonable explanation might be
that the country is sparsely populated, and the land-use conflicts are, from
an international view, very few and concentrated in the southernmost coa­
stal areas.

3.1.3. Transportation
Overall regional transport planning can be looked upon as just an

information system. In the late seventies inventories on goods and human
transport, as well as plans for investments in infrastructure, were made by
the Regional County Boards.

The most successful part of the planning process has been the
development of the public medium-distance transport system. The basic
information sources are statistics and regional inventories on commuting
patterns, focused on the rural areas. The demand for public transporta­
tion is calculated using models that account for the distribution of housing
and employment, car commuting frequencies, and assessments of future
car density and fuel price.

The lack of information about goods transportation has been a serious
deficiency in working out plans and guidelines. As to local investment
plans, the regional authorities have not had sufficient impact on local deci­
sions.

It seems less probable that a specific information system will be
established exclusively for traffic planning. More likely is an integration
with regional development planning. The fact that traffic planning and
regional development planning are organized by different ministries might,
however, be an obstacle to such integration.

Governmental road planning is highly integrated between the national
and regional levels and uses a common information system, called the road
data bank, which is an efficient planning tooL This computerized system
includes data on all government-financed roads. The roads are
represented by links limited by nodes (crossroads, bridges, etc.). The
nodes are spatially represented in a grid system. For every link, there is
information about technical details (width, paving, height profile), traffic
flows, accidents, and speed limits and other rules. The system is being
constructed in stages. The first stage was finished by 1978. The current
stage is aimed at further development of routines for analyses and graphic
representation. Today the system is already very powerfuL

Social accounts are an important instrument in road planning.
Project costs are related to benefits in terms of increased security and
access, reduced noise, and even regional policy. Every fifth year, plans are
made for a ten-year period.
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3.1.4. Housing
The local authority housing construction program (KBP) is the basic

component in the housing information system. It is linked to the long­
term economic planning of the municipalities (KELP). The program is
divided into two parts, one for assessments of future housing needs, and
one for the planning of construction, including spatial distribution. The
program is based on population forecasts and assessments of future
household formation for the municipality as a whole. The planning of spa­
tial distribution is closely linked to physical planning.

Since 1980, plans for rebuilding have been included in the KBP. In the
near future, so-called social housing inventories, including data on stan­
dards of living, will be an important part of this program. The KBPs, which
are worked out yearly for a five-year horizon, are integrated by the
National Housing Board.

The summarized KBPs are evaluated against the national housing plan,
worked out in the Long-Term Economic Survey. This plan is based on a
forecast, using an econometric model that includes three basic com­
ponents: real income, housing cost, and age distribution. These com­
ponents are expressed as aggregated elasticities.

In recent years, Swedish researchers have developed new methods.
Disaggregated demand models, based on local or regional housing markets
and the distribution of demand for different types of housing and forms of
possession, will probably be used on the national as well as the local level.
New models for household forecasting are also being developed, but the
necessary flow statistics are still not sufficient.

3.1.5. Energy
Local and regional energy planning started without an adequate infor­

mation system because of the urgent need for such planning. Energy bal­
ances have been worked out on a national level, using sampled informa­
tion.

At the local level, planning is divided into two parts: energy saving,
and substitution of oil consumption with coals and domestic fuels. An
information system for energy-saving planning is now being constructed by
the Municipality Association (KoTTLTTLunj6rbundet). The system, which is
being computerized, is based on real-estate data that refer to, among
other things, areas, construction, ownership, and kind of fuel used in the
heating system. The system, used by some fifty municipalities, can be
updated.

For oil substitution planning, inventori.es of potentials for using
energy woods, peat, and wind power have been made by the Regional
County Boards and the National Geological Survey.

Information from local authorities on electrical power supply and con­
sumption is used for estimating energy balances. Oil supply statistics are
made available by the delivery companies. The main shortages of informa­
tion are on the consumption side, for heating as well as for transportation.
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Strong efforts are being made to form appropriate information sys­
tems on the local and regional levels, making it possible to work out
energy balances yearly or, at least, every third year.

3.2. The Statistical System

The colleelion and distribution of statistics, which form the basis of
the regional information system, have been centrally organized by Statis­
tics Sweden since 1960. Some important exceptions are statistics on
unemployment (National Labor Board), roads (National Road Board), social
insurance (National Insurance Board), and forestry (National Forestry
Board).

Statistics Sweden is divided into three basic units, which work on indi­
vidual statistics, spatial statistics, and economic statistics. Since 197{),
there has been a spec ial unit for regional statistics, having as its major
task to coordinate the sectoral production units and to manage groups in
contael with the regional and local authorities. These groups ael as fora
for marketing new statistics as well as surveying the demand for new
statistics. Data for regional statistics are colleeled in basically two ways:
by joint utilization of administrative data bases, and from population and
housing censuses.

3.2.1. Administrative data bases
The National Registration System (RTB) is the data base for population

statistics (Figure 4). It includes data on an individual's age, sex, national­
ity, civil status, and family relationship (e.g. number of children) for the
whole population. The system is continuously updated with information on
births, deaths, and migration. The registration is based on a real-estate
unit. Regional and local statistics of this type are produced quarterly.

The income tax register is the data base for income statistics, which
are produced yearly. Connection of this data base with the RTB allows
statistics to be distributed by age, sex, and so on. The link is the so-called
individual identification, which is a uni.que ten-digit number. Regional and
local statistics are produced yearly.

The real-estate tax register includes data on type of building, area,
taxation value, ownership category, and, in the latest version, building con­
struction and fuel source (for energy planning). Taxation takes place
every fifth year. Updating is periormed only when the estate value is
changed considerably. In the future, the taxation will probably be a con­
tinuous procedure, which will help to make the statistics more up to date.

There is another real-estate data base for legislative use. It contains
mainly plans and stipulations, and ownership and other legal data. What
makes this data base interesting is the grid registration, which, it is
hoped, will be finished in the 19aOs.

In addition, there is a central register on firms (eFR), which was built
up in the seventies. The main variables are economic seelor classification,
number of employees, address, and (by connection to an address data
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base) real-estate unit. The register is divided into two parts, in which the
basic units are, respectively, lhe firm as a legal entity (e.g. head offices)
and the branch or work place (e.g. physical units). The data base includes
both the public and private sectors. Identification is given by a so-called
organization number (legal unit) combined with a unit number (physical
unit).

3.2.2. Population and Housing Census
The administrative data bases are not yet sufficient to provide the

information necessary for regional planning. The shortages of information
on employment, households, and housing are compensated and lor com­
pleted by the Population and Housing Census. Originally an instrument for
population registration, the census has developed into a basic survey for
regional and local planning as well as sociological research.

Censuses have been carried out every fifth year since 1910. The ques­
tionnaire has changed over the years, and up to 1970 the content of the
census had been increasing. A serious debate at that time about
confidentiality and the unacceptable number of people who did not
respond made it necessary to shorten the questionnaire in the 1975 and
1980 censuses.
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• employment level
• employment by economic and institutional sectors and by occu­

pation
commuting

• household composition
• housing stock, by house type, form of possession, owner

category, age-structure size (number of rooms), and equipment
standards (water supply, heating system).

Connections with the National Registration System make it possible to dis­
tribute all information according to age, sex, nationality, and civil status.
An important feature of the census is that it makes it possible to complite
the informaL household composition. Civil status has been a poor measure
of household composition since the 1960s in Sweden, because of the high
number of people living together who are not formally married.

Another important feature of the census is that it offers possibilities
of integrating information. Most important is the linkage between house­
hold groups and dwelling stock characteristics. There are also possibilities
to link housing information to, for instance, income, occupation, and com­
muting variables.

The categories of respondents to the questionnaire are individuals tby
employment, occupation, and position in household), real-estate owners
(housing data), and companies (economic and institutional sectors). Local
authorities collect and examine the information and connect individual
and housing information. Connection with company information is made
by Statistics Sweden.

The reliability of census data is normally high. The fraction of people
who do not respond is about 1-2%. For single variables, evaluations have
shown that the error might reach 3-4% for employment measurements.
Variables describing occupation and dwelling size show errors of up to 15%.

The census results are presented in four different ways:

(a) aggregated tabulations in official statistical publications (10-15
volumes);

(b) "raw" tables, including detailed information distributed to local
and regional planning authorities;

(c) magnetic tapes, containing exhaustive tables with detailed
classifications on a detailed regional level;

(d) distribution through the Regional Statistics Data Base.

The main disadvantage of census data is that they are not sufficiently
up to date, because of the five-year interval and the lag between collection
and presentation. For example, the most recent housing data available in
1982 were the 1975 census results. This inadequacy has been stressed anx­
iously during recent years, resulting in great efforts to make it possible to
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provide census information by completing the administrative data bases.
From 1985, it will be possible to achieve yearly regional and local employ­
ment statistics by connecting the individual register, the income tax regis­
ter, and the central register on firms (physical units). A prerequisite is
that the income tax register is completed with a physical employment
unit.

To obtain yearly housing and household data, more radical changes
have to be made:

(1) A dwelling-unit register has to be built up, and routines for
updating must be organized.

(2) The register on individuals has to be changed in the sense that
the dwelling unit will replace the real estate as the registration
key.

In Denmark and Finland, these solutions are now being tested, and cen­
suses are no longer carried out. Current plans in Sweden will make this
solution possible no earlier than 1990.

3.2.3. Other regional statistics
The administrative data bases and Population and Housing Census are

complemented by certain sector-oriented statistics. The most important
are the following:

• a yearly industrial survey of production, investment, real capital,
and energy use: the survey is exhaustive and covers all com­
panies having more than five employees;

• monthly unemployment statistics, which are based on the
administrative data base of the National Labor Board;

• the regional distribution of goods carried by trucks;
• monthly wage statistics, primarily used for wage negotiations,

jointly collected by Statistics Sweden and the unions.

3.2.4. Regional Statistics Data Base
The heavily increasing production of regional statistics made it evi­

dent that the standard ways of presentation and distribution had to be
changed. Refining official statistics for appropriate use in regional plan­
ning tends to be a long-winded and unnecessarily time-wasting part of the
planning procedure.

Therefore, Statistics Sweden has developed the Regional Statistics
Data Base (RSDB), a general-purpose system for distribution of statistics.
The system makes it possible for the user to design tailor-made statistics
within the framework of a large set of matrices, which are stored in the
computer. The matrices are stored on the local level, making it possible to
aggregate the data to commune and county levels. The matrices cover a
broad field of statistics, including the census and register data mentioned
previously.
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It is difficult to make a distinction between use of information for
planning and for modeling, because we regard a model as an integral part
of an information system. Therefore, we divide this section into three
parts: the use of information systems in a broad sense (e.g. models and
statistics), the use of computerized information systems, and the use of
statis tics.

4. 1. Use of Information Systems

Much of the current discussion among planners and decision makers
in Sweden involves the use of modeling as a tool for planning and poVcy
making. Breaks in trends of national economic development and regional
development have meant that a lot of forecasts have failed. Models using
the economic base principle of economic activities have not been able to
explain the rapid growth of the service sector. Input-output mod els are
evidently too complicated for use at the regional level in Sweden. Policy
makers are quite sceptical about using analysis that they consider to have
been worked out in a "mechanical" way. Planners and statisticians have
produced a lot of documents mainly dealing with inventories and trend­
based forecasts.

In the future, planning will have to involve a lot more qualitative
analysis and discussions about consequences of alternative future develop­
ments. Forecasts will have to rely less on long-range projection of present
trends. Planners will have to explain their prerequisites and assessments
and be more flexible in making alternative forecasts and assessments in
view of the dynamics and uncertainty in Swedish economic development.

A typical example of the current sceptical altitude is that the quality
of the local medium-term economic planning system is being questioned
and the system is nearly out of use. Economic uncertainty makes local
planners find it more or less meaningless to draw up investment plans for
a five-year period, when they do not know enough about future national
policy and industrial development.

Another example is that the regional breakdowns of the Long-Term
Survey are not really regarded seriously at the regional level - they are
looked upon as too "mechanical."

This does not mean that we do not need models in regional planning.
Rather, we need more flexible and more instructive models and planners.

4.2. Use of Computerized Information Systems

The regional development planning system, UMDAC, is frequently used
by the County Boards. Three years ago, it was made accessible also to
communes and national authorities. As the system is very powerful, and
the interactive dialogue is very quick. its use is growing rapidly. To pro­
duce a table (or a forecast) takes at most five minutes. The user cost is
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about 30-50 Swedish kronen for a session that includes a forecast and
some tables. The dialogue is keyword-oriented, which means that the
training necessary to handle the system is a bit more comprehensive than
for other more user-oriented systems.

The Regional Statistics Data Base is a typical highly user-oriented sys­
tem. Being easy to handle for any planner or policy maker, it can also be a
hindrance. The dialogue is "menu-oriented," that is, the system gives the
user a set of alternatives on what to do next but the procedure tends to be
tedious, and after using the system a couple of times the user finds it quite
boring. Another disadvantage is that the system so far does not provide
any unique information; the statistics are all to be found in publications.
The potential users being the Regional County Boards, the UMDAC system
has been a superior competitor of the RSDB system. Hence, the current
efforts to improve the use of the RSDB are aimed at changing the spatial
distribution from the commune/county level down to the key areas. This
will make the system interesting also for local planning.

The national physical planning data bank is used very little so far, and
mainly by the National Planning Board. Reducing the grid size from a 5
km square to a 500 m square will make the system interesting also for
regional planners. In the long-term perspective, an integration of regional
development planning with national physical planning will make it neces­
sary to integrate the information systems as well.

4.3. Use oj Stati"tics

Statistics traditionally play an important part in Swedish policy' mak­
ing and debate. Regional development planning has made statistics an
important form of communication between local, regional, and national
planners. The number of employees at Statistics Sweden has increased
from 400 to 2,000 over the last twenty years. The demand for more and
better statistics is still very heavy. The character of the demand, however,
is changing gradually from the conventional standard cross-tabulations to
analyzed statistics. The demands for analysis vary over a wide spectrum.
More time series, graphic products, and interregional comparisons are
some examples of the simple kinds of analysis demanded. More compli­
cated analyses, such as regional forecasts of the occupational distribution
of labor demand, analyses of regional fertility and mortality palterns,
regional standard-of-living surveys, and remigration (ruralization) studies,
are already carried out by Statistics Sweden.

However, these examples are unfortunately still exceptions to the
main pattern of the production of statistics in Sweden. Most of the statist­
ical products are still of the conventional kind. The statislical system is
set up mainly to serve nalional planning and policy making. The national
accounts are an important framework for the collection of data. The agri­
culture, housing, and industrial sectors are rich in statistics, while statis­
tics on the service sectors, land use, and the environment are insufficient.
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Out of the budget for Swedish statistics production (Skr 300 million)
less than 10% is intended for regional statistics. Whether it will increase is
partly dependent on the exhaustive statistical investigation now taking
place. In this investigation, the demands for statistics within all sectors of
society are being examined. The demands for regional statistics are being
examined separately by one of four expert groups. The preliminary results
from the investigation show that both local and regional planning offices
want to produce their own statistics from data bases assembled by Statis­
tics Sweden. Decentralized production of statistics was intensively dis­
cussed in the early seventies. At that time the prerequisites of computer
hardware and systems knowhow appeared to be insufficient. However, the
rapid development of microcomputers, combined with more competent
personnel in the eighties, will probably lead to a decentralization of the
final step in the production of statistics, namely tabulation and analysis.
Collecting and examining data, as well as establishing standard definitions
and integrating administrative data bases, will still be important tasks for
Statistics Sweden.

5. Recommendations and Perspectives

The information systems at the regional level are not as integrated as
many planners and decision makers would like. Further, long-term plan­
ning at the national level is not integrated with county planning and there
are discrepancies between regional and local planning. It is not easy to
solve these problems, but efforts to improve integration are proceeding.

One criticism of county planning has been that it deals too much with
statistics and information. The critics say that county planning ought to
deal with coordination of planning in different sectors and also with more
concrete planning.

Changes have gradually been made over the years and today a County
Board's regional policy responsibilities can be described as the promotion
of regional development in various ways, which includes planning, the
administration of regional policy measures, and the coordination of activi­
ties in particular sectors.

The main significance of the 1982 Regional Policy Act in this respect is
that it decentralized the county planning system and made it less formal.
Formerly, there were far-reaching planning rounds every five years and
detailed instructions on how the planning should be carried out. County
planning today is very much planning by each County Board for its own
activities within the regional policy fie ld.

An important change is that annual regional planning has replaced
the earlier five-year plans, which were regarded as obsolete a short time
after their presentation. They were to a large extent based on data from
censuses.

One problem with the new planning system at the regional level is to
provide it with information and statistics. A special investigation at
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Statistics Sweden has looked into the possibilities of replacing census data
arising from special enquiries by using administrative registers. At least it
will then be possible to create better annual employment statistics at the
regional level. This means that there will be a better fit between the sta­
tistical system and the information system, and between the information
system and the planning system. It will perhaps also be easier to integrate
the different systems. But it will, perhaps, not be enough.

As administrative registers are based on information from separate
sources, there will be more problems with secrecy and integrity in the
future. The information system will combine information from different
sources. This is easy if the sources have the same standards and use com­
mon forms of identification, but the authorities responsible in mallers of
secrecy want the planners and statisticians to combine information to as
small a degree as possible. In the future those who want to combine statis­
tics from different data bases will have to prove that it is necessary and
that the interests of individuals will be safeguarded.

6. Conclusion

The desire in Sweden is to have an information system at the regional
level that:

(1) gives information about the regional consequences of develop­
ment and planning at the national level;

(2) is coordinated with information systems at the local level;
(3) integrates information about both physical and economic condi­

tions;
(4) is based on annual statistics or, at least, has a more frequent

inflow of new information than each fifth year. This might mean
that administrative registers will be used to a larger extent.
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CHAPTER 20

Information Systems for Integrated
Regional Planning and Policy Making
in France

Jean Muguet

1. Regional Planning and Policy Making

319

Planning and policy making in France have been highly centralized for
fi long time. Indeed, centralization has been a great support in the growth
find strengthening of the nation. However, many people consider that the
process went too far, in that the location of all decision powers in Paris
hampered local initiatives. The new decentralization law of 1981 aims at
reversing this process and reinforcing the role of local authorities:
regions, departments, and communes. The design is broad, and will not be
fulfilled for several years, but the turn has been taken and its conse­
quences will be important to the nation.

Planning in the French way, based upon dialogue and agreement,
must reflect the power structure in order to be efficient. Although the
planning process used to be centralized, the 9th Plan (1984-88) will modify
this greatly.

1. 1. Regional Planning. 1945-81

The first French plans did not mention regional problems. Economic
regions were created by the decrees of 30 June 1955, whose object was to
complete the national Modernization and Equipment Plan by coordinating
public and private resources in a regional framework. They prescribed the
establishment of "regional action programs" to be integrated in regional
economic development plans.

Regional plans became effective with the 4th Plan (1962-65), whose
implementation through "operative installments" involved the timing of
operations, priorities, and indications about financial planning. The two
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main public agencies were created in 1963: the Commissariat G~n~ral du
Plan, CGP (General Planning Agency), and the D~legationa l'Amenagement
du Territoire, DATAR; both are still the Parisian backbone of regional plan­
ning. The 5th Plan went further, by integrating regional concerns in the
national plan and creating regional installments of public investment,
analogous to operative installments. They were distributed in three
categories:

(1) investments at a national level, e.g. highways and universities;
(2) investments to be specified at a regional level, e.g. collective

dwellings, high schools, and agricultural projects. Priorities are
chosen by the Pr~fet de Region, who represents the central
government;

(3) departmental investments, e.g. primary schools. The Prefet dis­
tributes program authorizations and payment credits between
the departments of his region.

During the 6th Plan (1970-75), the focus was no longer regionalization
of the plan, but regional planning, and even urban and regional planning.
The main purpose was to limit the growth of the Paris region, by develop­
ing the metropolitan region, balancing the urban hierarchy, and restruc­
turing rural areas around big towns. It should be emphasized here that
politicians were backing decentralization at that time, after General de
Gaulle's Lyons speech in 1968 and the preparation of a referendum in
April 1968 on this topic. This explains the relatively autonomous character
of regional approaches compared with the national plan. It was the era of
great studies: regional scenarios, exploring economic perspectives until
1985, "white books" (scenarios) on metropolitan areas, sketches of urban
planning up to 2000, and urban perspective surveys. Public investments
were split into four categories: the first one was committed to national
goals and, as such, was under the control of central government; the
fourth one was directed to local goals and was under the control of depart­
ments and communes; the intermediate categories contributed simultane­
ously to the fulfillment of the goals of local and regional authorities.

The necessary discussions took place at two levels. At the national
level, the General Planning Agency (Regional and Urban Division) and
DATAR checked the consistency between medium-term regional economic
perspectives and long-term plans for land use, and distributed public
investment credits under total or partial government control. At the
regional level, the corresponding job was performed by the Missions
Economiques Regionales. Subordinate to the PnHets, they had to program
and implement public investments under regional or local control, and to
lead discussions with planners and technical experts about the future of
regions.

This organization still prevailed during the 7th Plan, but many obsta­
cles had accumulated and the plan was losing its direction. The discus­
sions at every level were heavy. and the harmonization of the various
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programs resembled more compromise than full approval of plans. The
very concept of growth was reflected upon. Economic crises and the boom
in oil prices had upset all previous predictions. It became no longer possi­
ble to base a national plan on the index of growth of gross national prod­
uct. Therefore, the aims became less ambitious and were limited to a
series of partial objectives of national or regional interest, realized
through "prior action programs." This tendency increased during the
preparation of the 8th Plan.

The regions and departments of France are shown in Figure 1.

1.2. New Planning and the Role of the Region

The planning reformation law (29 July 1982) commits regions to a
basic planning role. According to this law, there will be a national plan and
regional plans at the same time. As the region becomes a political entity,
it will participate in the planning process at various levels.

1.2.1. Lawful participation in the National Planning COTnmission
For the first time in history, local authorities will be systematically

represented in the National Planning Commission. This Commission, which
has a consultative voice, is in charge of leading the necessary consulta­
tions for elaborating the national plan and taking part in its execution.
Besides regional governments, trade unions, employers' unions, represen­
tatives of cooperatives, and mutual assistance societies, cultural groups
will be members of the Commission.

1.2.2. Contribution to the national plan
Regions had to make proposals about the main orientations of the

national plan of July 1982. The central government synthesized them in a
report, which was transmitted to the National Planning Commission and to
the regions. The whole process gave birth to a bill, in the spring of 1983,
about the strategic choices and goals of the 9th Plan. The corresponding
resources will be defined in a second law, which should be ready four
months before the beginning of t.he 9th Plan.

1.2.3. Elaboration of regional plans
An elected executive body, the Regional Council, will reinforce the

powers of the region. The region will be free to elaborate the regional plan
in its own way, under the only condition that it consults departmental
authorities and socioeconomic partners. Regional plans should focus upon
two kinds of proposals. The first kind concerns development of production
sectors: agriculture, industry, and services. The demand for public facili­
ties should be considered as subsidiary to the region's own efforts in favor
of production activities. The second kind of proposal refers to education
and skill training.
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Figure 1 French regions and departments.

1.2.4. Connection of national and regional plans: Planning contracts
Consistency between various planning levels will be secured by means

of contracts, which will deal with both national and regional strategic
goals. They will express either national support of regional schemes of
industrialization or skill training, or regional support of national policies
(policy on mountainous regions, maintenance of poor zones, aid to minori­
ties). Each planning level will finance programs within its own legislative
and institutional competence.
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From the institutional point of view, DATAR, at the national level, is in
charge of coordinating the various regional plans and of fostering the
exchange of information and experiences between central and regional
authorities. Inside a region, the Prefet, now to be called the Commissaire
de la Republique, is the only representative of the state who is allowed to
elaborate, sign, and follow up planning contracts.

1.2.5. Association of regional plans with local agents
A region should prepare other contracts on its own initiative:

with departments (public facilities, housing, and physical plan­
ning);

• with separate communes or groups of cities (creation of employ­
ment areas, setting up of communal development charters,
land-use planning);
with other regions, about programs of mutual interest;
with public and private companies in the production sector that
are located on its territory;

• with the banking system: it will prove necessary to evaluate the
financial needs associated with the execution of regional plans
and to prepare the instruments, warrants, or subsidized loans.

The new plan, as defined by the law of 29 July 1982, is intended to differ
basically from previous plans, to which information systems had to adapt
year after year. Will the new needs be met, and will the information flows
and elaboration be adapted? One should hope so, but the task is not easy.

2. Regional Information Systems
2.1. Regional Features of Information Systems

Prevailing information systems reflect the structure of political
power. Therefore, as one would expect, they are mostly centralized. For
the sake of presentation, we shall refer to the analysis scheme proposed in
Chapter 18 by Nijkamp and Rietveld. The various elements of French
regional information systems are indicated in Table 1.

2.2. Collection of Data

The main information sources are national data repertories, censuses,
and surveys. Secondary sources are administrative registers, whose
extension would develop both the quantity and quality of regional and local
statistics. Finally, there are sampling surveys, their validity depending
more or less on the size of the sample or the geographic level of analysis.
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Table 1 Analysis of French regional information systems.

J. Muguet

Planning component
Spatial
Multiregional
Regional and local

Sectoral
Population.
households

Health. welfare

Culture
Education

Tourism

Environment
Justice
Employment and
labor markets
Income and
consumption
Companies
(repertories and
data bases)
Agriculture

.Industry

Commerce

Dwellings

Infrastructure

Transportation
Foreign trade

Migration

Institution involved

CGP, DATAR
Regional councils.
Commissaires de la
R~publique

INSEE

Ministry of Social
Affairs and National
Solidarity
Ministry of Culture
Ministry of Education and
Professional Training
Ministry of Leisure

Ministry of Environment
Ministry of Justice
Ministry of Social Affairs
and Labor
INSEE

INSEE

Ministry of Agriculture

Ministry of Research and
Industry
Ministry of Commerce and
Handicraft
Ministry of Urbanization
and Housing

Ministry of Urbanization
and Housing
Ministry of Transport
Ministry of Economy and
Finance (customs)
INSEE

Geographic level

Regions, departments
Local areas, urban
districts, urban systems

Blocks of buildings, cities,
rural areas, urban districts.
cantons, arrondissements,
departments, regions
Regions, departments

Cities, cultural centers
AcadElmies, departments,
schools, colleges, universities
Regions, tourist areas.
departments, cities
Sensitive areas
Departments, law courts
Regions, departments,
cities, labor areas
ZEAT (large regions)

Individual repertories,
including addresses

Rural areas, departments.
cities
Regions, departments,
chambers of commerce
Regions, departments,
chambers of commerce
Regions, departments,
urban districts, rural
areas
Regions, departments

Regions, departments
Regions, departments,
ports
Regions, urban and
rural areas

2.2.1. National sources

(a) The most recent General Census of Population and Housing was in
1982. Earlier ones were in 1946, 1954, 1962, 1968, and 1975. Collection of
data is the responsibility of the town governments, which recruit
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interviewers to meet people at home. The whole process is controlled by
the Institut National de la Statistique et des Etudes Economiques (INSEE),
which gathers the questionnaires for processing.

(b) Environmental inventories are made of water and air pollution,
endangered species, land use, and industrial waste. Information is
obtained by observation and interviews.

(c) Information is available from repertories on enterprises and
establishments (Systeme d'Identification pour Ie Repertoire des
Entreprises et Etablissements, SlRENE), and from the General Census of
Agriculture, for which exhaustive surveys were made, by means of inter­
views, in 1970-71 and 1979-80.

2.2.2. Administrative formularies

(a) Records of births, deaths, marriages, and divorces, by place of
registration and place of residence.

(b) Records of health, medical, and social care, e.g. from social wel­
fare programs (since 196~i), medical establishments, and professions in
social services.

(c) Education records, based on the collection and processing of for­
mularies according to level of education and school year (September to
June).

(d) Justice records, including annually processed data about divorces
or law sentences, and various forms filled in by courts or management
documents.

(e) Employment records comprise documents issued by the National
Employment Agency, the Departmental Direction of Labor, and the
National Immigration Office. The documents are usually compiled monthly
or quarterly.

(f) Incomes records consist of fiscal declarations about salaries and
of social security sheets. They are processed annually by INSEE.

(g) Housing records include statistics on building licenses and on the
rent aid program.

(h) Transportation records comprise registrations of vehicles.
(i) Records of foreign trade are created from monthly processed cus­

toms declarations.

2.2.3. Sample surveys
A great many sample surveys of various kinds are carried out in

nearly all sectors. They are particularly useful for filling the gaps in infor­
mation from public formularies, and for providing additional information
to meet the needs of sectoral planning.

(a) Population and households. Apart from carrying out monthly
surveys of retail prices, INSEE makes comparisons of standards of living
between large conurbations (1972, 1977, 1978). Also, there are periodic
surveys of living conditions in households, or of intentions to purchase
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households,
(b) Health, Most often, surveys are done by mail and focus on

health-care establishments,
(c) Employment, There are quarterly mail surveys of work activities

and conditions (Ministry of Labor),
(d) Incomes, INSEE carries oul biannual surveys on salary costs and

surveys every six years on the structure of salaries, These surveys are
made through the maiL There is also a five-yearly survey of fiscal incomes
of households, which is made by studying a sample of fiscal declarations,

(e) Agriculture, There are many surveys of harvests, technologies,
structures of farms, and financial variables,

(0 Industry, trade, and services, Every year there is a mail survey
of enterprises, which is exhaustive for the biggest firms but samples the
others, In addition, monthly surveys of production or commercial activity
are made by mail or telephone,

(g) Transportation, Surveys are made annually of the use of road
transport vehicles and (since 1971) of interregional flows of goods by road,
rail, air, or water,

2,3, Contents and Quality of Information
2,3,1, Stocks andftows

The consistency of the ll'rench statisticaJ system is secured through
national accounting, the main concepts of which are flows and exchange
values, Therefore, most of the regional data on production and trade
reflect the exchanges lhat have occurred in the period considered: pur­
chases and sales of goods and services, and distributed, spent, or saved
incomes. Thus, one may know the investments of industrial firms but not
their production capacities; and one estimates the income of households,
but not their wealth,

However, the actual situation differs from this in two respects,
Firstly, the population is well known around the census years, but its
actual condition is better known than its evolution, particularly the migra­
tory component, which all indicators fail to measure accurately, Secondly,
all the inventories of land, natural resources, environment, and companies
and establishments provide information on dummy variables, and can be
considered as qualitative data, The only exception is public infrastructure,
which is known from annual installments in the government accounts,

2,3.2. Main gaps in regional information
Users acknowledge that public information is plentifuL though hardly

accessible at regional or local levels. There are several reasons for this.
One is that, because regional data are quite oflen produced by analyzing
national figures, there is often a delay before the regional data become
available. Moreover, sampling methods seldom use the region as a cri­
terion for stratification, so that random errors can be significant for small
regions. Short lime series (10 to 15 years) also hamper econometric stud­
ies.
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A confidentiality rule prohibits the publication of too much detail on
small areas. By this rule, published information must cover at least three
economic agents, none of which represents more than 85% of the variable
unde r conside ra tion.

Another reason for inadequate regional information is the shortage of
tools for synthesizing and coordinating this information, such as economic
accounts. For example, the labor force can be measured using many
sources, but all are partial.

Finally, knowledge of interregional flows of population and goods is
poor because of the priority given to the links between region and nation
rather than to interactions between regions.

2.4. Information Technology

The progressive use of computers since the sixties has deeply
modified statistical information processing. Apart from calculations, com­
puters are being introduced more and more for operations in other areas
of statistics.

(a) Data collection. This is not computerized yet.
(b) Coding and data entry. Coding and data entry have become

inseparable, being done on-line Irom field formularies. Two techniques are
used: connection to a central computer by special software, and mass
entry on minicomputers in each region.

(c) Statistical processing. This is done on big central computers,
using standardized soItwares dedicated to list or array editing and file
matching. Repertories are held by national centers in Nantes and
Toulouse. Strictly regional computations are most often processed in
remole-batch operations.

(d) Data storage. Once copied on to magnetic tapes, statistical data
are slored in national computing centers. There are some regional tape
libraries. Access is made by teleprocessing and with special softwares for
automatic documentation (Sphinx) or array calculation (Cactus).

(e) Distribution of information. As experience shows, regional or
local information users are repelled by "raw" figures, listings, or arrays.
Comments and illustrations prove necessary. Therefore, most data­
producing administrations publish their own regional statistics bulletin or
yearbook (e.g. INSEE issues documents on labor, agriculture, industry, and
the central bank). Regional data banks are just developing, probably
because of the lack of decision makers outside the capital city.

3. Use of Information Systems

In this section we will differentiate between two kinds of users of
information systems: regional planners, who use statistical data in prepar­
ing their decisions, and services that build models of the reality they are
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studying. The distinction is not absolute, for many models, in a direct or
indirect way, influence Lhe decisions of planners. However, we will make
the distinction for the sake of clarity.

3.1. InfDrmatiDn Systems fDr RegiDnal Planning

Public statistical data are, in principle, accessible to every citizen in
France at all levels of planning, national, regional, or local. So far, how­
ever, the interest taken in the las Llevel has been considerably deeper.

3.1.1. Three levels Df regiDnal planning

(a) RegiDnal-natiDnal Dr multiregiDnal planning answers to the
problems of the central auLhority in charge of territorial planning. The
key word here is (geographic) distribution: of production, wealth, infra­
structure, and people. The main constraint is that of consistency: one
must find the national value of a variable by summing its geographic com­
ponents.

The 6th Plan is a good example of this procedure. At the beginning of
the regional work, a regional scenario was elaborated in 1968; it estimated
total population, labor force, employment, and interregional migration up
to 1985. The spatial framework consisted of seven great areas, called
zones d·~tudes et d'am~nagementdu territoire (ZEAT), each centered upon
a cluster of activities or "equilibrium metropolis": Lyons-Saint-Etienne,
Marseilles, Metz-Nancy, Strasbourg, Nord-Pas-de-Calais, Basse-Seine, and
Basse-Loire. The statistical material, used at this stage, was composed of
projections of population and labor (supplied by INSEE), employment
series, by region and sector, and figures for interregional migrations, with
explanatory models.

Public investments were distributed among regions according to two
equalizing criteria: the number of job conversions in declining branches of
industry and the number of jobs being created. Each region included an
equilibrium metropolis, whose development had to be fostered. Once cal­
culated, the corresponding investments were submitted for cpproval to
the central government, which brought only few modifications.

During the 7th Plan, the method stayed similar. The main variables
under consideration were population, employment, and public invest­
ments. Regional accounts of households and enterprises were not used,
because the five-year delay in their availability looked excessive.

(b) LDcal-regiDnal planning. The lack of political structure at the
level of the administrative region used to be the main obstacle to the
development of regional planning. The few global statistical tools were ela­
borated by university teachers in Lorraine and in Loir-et-Cher.

In 1965, the Pr~fets had to write on Lhe long-term development of
regions, in the following fields: demography, planning in rural areas, the
urban hierarchy, the communications network, and water policy. Though
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they referred to data and studies, after long discussions with social
experts the reports usually showed general plans without quantifying
objectives and means. Mosl of these plans are still available and serve as a
basis to lhe regions' responses to government proposals.

(c) Local (subregional) planning refers to areas of daily life, includ­
ing housing, places of work, and commercial centers. For big cities local
planning encompasses the whole conurbation. The process that led to the
6th Plan consisted of two separale phases. Firstly, the Urban Perspective
Group concentrated on the infrastructural needs of cities, the consump­
tion of space, and social indicators of "urban harmony or discord." On the
other hand, the agencies of the Organization Regionale d'Etudes d'Aires
Metropolitaines (OREAM) were in charge of preparing "white books," inven­
tories of the strengths and weaknesses of urban areas, and proposed a
land-use scheme consistent with a sketch of demographic and economic
development.

During formation of the 7th Plan, the idea emerged of making con­
tracts between middle-sized towns and the government (contrats de pays).
The intention was thal they should lead to integrated programming of pub­
hc investments (national, regional, and local) to reach precise goals of
local development.

3.1.2. What kind of information?
The Censuses of Population and Housing still remain the only source

of information available at every planning level. The basic geographic unit
is the lown, or the quarter in cities.

To meet demand, INSEE has been developing communal data bases
for a few years; most of their content originates from censuses and
records of births and deaths. In addition, more repertories of establish­
ments are being set up at the regional level: they include such variables
as addresses, activities, and the annual number of workers; accounting
data on production, purchases, and salaries will be added.

Economic accounts could be powerful tools for planning. The first
systematic accounts were published in 1972 for the 21 regions; they dealt
with households (1962-67 series), communes, and the agricultural sector.
Regional production accounts have been computed since 1970. They are
now published regularly, but the mean delay of five years strongly reduces
their interest for regional planners and decision makers.

A growing concern for regional accounting is shown by the European
Economic Community, which uses economic aggregates for preparing its
regional policy and the distribution of funds in favor of depressed areas.
The most common indicators are gross regional product per capita and
disposable income per capita, at regional and departmental levels.

According to decision makers who live and work in regions, the
deficiencies of the public information system are numerous. First of all,
the delay makes the data unsuitable for use, because they do not include
recent events that affect regional development - opening or closing of
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factories, for instance. As to the 9th Plan, local planning agencies will have
their own budgeL, and are expected to rationalize their decisions and to
make sure of their social and economic efficiency. Apart from population
and employment data, the framework for preparing and implementing
regional plans is unrealistic in practice. Hence a second criticism,
perhaps more fundamental, bears upon the philosophy of data processing.
Even though questionnaires are completed by local economic agents,
households, or companies, one has to waiL until all national data are
checked before starting regional tabulations. Some attempts are being
made Lo avoid this constraint and to use partial and provisional daLa tapes,
to program regional or local "instrumenL boards."

3.2. InforTnation SysteTns for Modeling

The development of regional planning models in France is strongly
influenced by the available information and by the demand from planners.

3.2.1. DeTnographic models
Demographic models are commonly used at all levels. We shall men­

tion two of them. The PRUDENT model provides perspectives of total popu­
lation, labor force, school-age children, and household heads according to
sex and age. This model works in any zoning system, predetermined
through a list of communes. It exists in two versions: one extrapolates
past trends, while the other, variational version is based on exogenous
modifications to demographic behavior variables and works as a simulation
model.

The MIGRAGE model tries to forecast migrations by year and age in any
zoning system. Basic data are age pyramids from the previous censuses,
as well as age distributions of births and deaths. It allows an accurate
analysis of local needs, with respect to schools or retirements for instance.

3.2.2. Multiregional models
A good example of a multiregional model is REGINA, designed by Pro­

fessor R.A. Courbis to meet the needs of the 6th Plan (see also Chapter 11).
It is based upon the first researches in regionaliZing input-output tables.
The regional unit used is the ZEAT. REGINA is a national-regional model that
deals simultaneously with all areas and thus perfectly answers to the prob­
lems of DATAR and central decision makers in regional planning. It intro­
duces production, income, and consumption variables (in both volume and
value) and forecasts interregional flows of goods. However, to some extent
its broad scope and its dependence on complex processes, together with
the use of areas that are too large, have hampered its use by strictly local
decision makers in regions and departments.
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3.2.3. Local socioeconomic models
To meet the needs of decentralized planners for the 7th Plan, INSEE

devised a regional simulation model (SDR). The model has a flexible struc­
ture that can be adapted to local peculiarities, and a standardized data
base. The purpose of the model is to investigate problems of unemploy­
ment and education by matching two submodels focused on demographic
evolution and on economic change and labor demand. The results were
migration and unemployment projections for the various planning areas.
The model was designed to work on the basis of different planning
hypotheses, national, regional, or local (impact studies).

Besides SDR, which provided regions with a common instrument,
specific models were built, such as for Marseilles and Lille. The
econometric model built for the Provence-Alpes-C6te d'Azur region con­
centrates on the evolution of industrial activities, split into traditional and
dominating sectors, and estimates the impacts or multiplication effects of
exogenous variations in employment. For the Nord region, stress is put on
the spatial distribution in the 14 considered labor market areas; forecast
variables for total population, potential labor force, employment, and
unemployment are estimated with an evolution model that works on one­
year age groups.

Even though their use by policy makers was not frequent, these
models did contribute to yielding insights into local economic systems,
and to accumulating all available data in an analytic, coordinated frame­
work, thus prOViding spatial time series.

4. Recommendations and Perspectives

The preliminary phase of the 9th Plan has led to serious thought
about the regional information system by the National Statistics Council
and the National Planning Agency.

4.1. The Priorities

The "decentralized economic and social information" working group of
the Commissariat G~n~ral du Plan isolated two priorities in its report of
April 1982. These will now be described.

4.1.1. Promote access to information
Rich and abundant information already exists but its use is usually

limited to the public administrations that produce it, and they cannot
afford to analyze or publish their data. The proposed actions are, there­
fore, as follows.
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Increase the usefulness of existing data by creating a communal
data bank and decentralizing the public statistical offices.
Review rules and practices relating to the confidentiality of data
collected, which hamper quantitative analysis of problems in
small areas; the alleviation of the law about privacy of employ­
ment variables is an almost unanimous wish.
Allow planners to consult data files in public organizations; every
local authority should have the right of access to any statistical
information about its own activities.
Strengthen the regional and local means for promoting and
developing access to information.

4.1.2. Fill some information gaps
Several actions at the different planning levels need priority to com­

plete the following gaps in the information system.

Regional level
more detailed economic accounts, especially for state and local
governments
medium-term economic perspectives
quickly determined indicators of annual activities.

Departmental level
public expenditures, in a functional analysis
labor market, by educational level and profession
incomes, for the various social groups
public employment.

Subregional level
follow-up data on employment and labor markets
demography of establishments
annual estimations of potential labor force
local indicators.

Communal level
thorough processing of the Census of Population and Housing,
upon request
annual estimations of total population
demography of establishments

• degree of satisfaction with public infrastructure.

4.2. Perspectives

Many new activities are being developed:

(a) In the field of data collection, improvements are expected in the
knOWledge of employment at local levels: jobs in public services, changes
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in labor, and conditions of work; the "local data bank" has become an
official project.

(b) In the field of aggregated data and models, environmental "instru­
ment boards" will be formed in two departments in 1985

(c) Statistical bureaus will be created in big cities.
(d) Information at the regional level will be coordinated by organiza­

tions similar to the National Statistics Council.
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1. Introduction
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In the federal system of the United States, despite a number of
federal-state cooperative programs, no single agency or level of govern­
ment has overall responsibility for regional development policy or related
statistical programs. About thirty-four agencies in the federal statistical
system are involved in the production of regional data series. (In addition,
at the state and local levels a variety of statistical programs are under the
aegis of diverse state and local government agencies and nonprofit institu­
tions, usually connected with a state university.) Most of these are admin­
istrative agencies whose major purpose is to administer tax, regulatory, or
income transfer programs rather than to produce general-purpose statis­
tics. The administrative records collected by these and other administra­
tive agencies, however, are a principal source of data for the several
federal general-purpose statistical agencies as well as for the federal pol­
icy agencies. (Similar statements could be made for the state and local
governmenllevels.)

Regional planning in the US is similarly decentralized in terms of both
sectoral components and spatial hierarchical components. Some move­
ment toward greater coordination sectorally and spatially occurred
throughout the 1960s and 1970s, only to be halted or reversed in the 1980s
thus far.

At the national level, the Bureau of Economic Analysis (BEA) produces
national income and product accounts (NIPA) and related tables and meas­
ures, which provide a consistent framework for interrelating the diverse
economic data sources and for illuminating economic policy issues.
Although no such relatively inte,e:rated economic framework yet exists at
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the subnational level, the Bureau has a major operational program of
regional economic information and modeling that has had a substantial
measure of application in many parts of the federal system. This chapter
will focus on the program and its applications as a point of comparison
between the US experience and the reference integrated regional develop­
ment information system proposed in Chapter 18 by Nijkamp and Rietveld.
Other complementary information sources will be identified, and their dis­
semination and problems of access will be noted.

2. Regional Planning and Policy Making

Early US federal regional development programs, dating from the
1930s, tended to focus on narrowly defined problems and to be admin­
istered by limited-purpose agencies such as the Tennessee Valley Author­
ity. By the 1960s, multipurpose programs that required interagency coor­
dination led to the establishment of special commissions, councils, or
executive administrations. As an example, the Water Resources Council
was established to oversee the programs for water and related land
resources of member agencies such as the US Army Corps of Engineers,
the Bureau of Reclamation of the Department of the Interior, and the Soil
Conservation Service of the Department of Agriculture. Increasingly,
related programs were grouped together in new departments and agen­
cies, such as the Department of Transportation, the Department of Hous­
ing and Urban Development, the Environmental Protection Agency, and the
Department of Energy.

In 1965, the Economic Development Administration in the Department
of Commerce was established to stimulate strategic economic develop­
ment planning at the local level, to subsidize public facilities to assist
economic development in distressed areas, and to provide aid to local
areas undergoing sudden economic dislocation. To complement the local­
ized focus of the Economic Development Administration, the Appalachian
Regional Commission and regional commissions of the Department of Com­
merce (comprising groups of states or parts of states) were established
mainly to prepare multistate regional development plans. These agencies
also were enjoined to coordinate with other agencies in related programs.
For example, the President's Economic Adjustment Committee, consisting
of the Economic Development Administration, the Department of Defense,
and the Department of Labor, was established to investigate and respond
jointly to problems of regional economic adjustment resulting from clo­
sure of major military bases. In the early 1960s, systematic regional data,
and analytic frameworks for their application, were inadequate to support
regional planning. Consequently, advocates of particular projects tended
to exaggerate benefits and discount costs. To guard against this, in 1964
the Water Resources Council asked the Bureau of Economic Analysis to
help establish a regional economic data base and a consistent set of
regional economic and demographic projections. Subsequently, the
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Bureau further developed its multiregional modeling capability and under­
took regional analyses of programs for each of the above-named agencies
and others.

It is difficult to identify the most important policy issues in regional
planning of relevance to the demand for information. These issues are
currently subject to changing tides in the US national consensus. The US,
as well as other industrialized and, indeed, developing countries, is under­
going rapid and bewildering change in its industrial structure, and the
regional dislocations stemming therefrom vary widely from state to state
and among local areas. The US shares fully in the major issues facing most
of the world with respect to regenerating economic growth, controlling
inflation, reducing unemployment, and making the necessary adjustments
to technological change and to the sharply changing terms of trade among
sectors, regions, and nations. Where the US may differ most from other
industrial nations is in the size and complexity of its federal system. Much
of the administrative, tax, and political powers are reserved to the 50
states, and the local independence of its 3,000 counties and 19,000 munici­
palities varies substantially from state to state in providing public services
and in tax authority. (The OECD (1980) has reviewed US regional planning
policy issues, and the Advisory Commission on Intergovernmental Rela­
tions (1981) has reviewed differences from and similarities with other
industrial nations.)

Public disappointment with the results of the "Great Society" pro­
grams of the 1960s and increasing public awareness of the limits of
economic resources to implement these and related programs have led to
a retrenchment in programs and to an emerging turning point in federal­
ism in the US. The regional commissions of the Department of Commerce
have been eliminated and the operations of the Economic Development
Administration and Appalachian Regional Commission have been sharply
curtailed. The present administration is determined to reverse federal
ascendancy in providing and funding public services and to reserve these
functions for the states. It is currently negotiating with the states for a
new balance in sharing federal/state revenue and in responsibility for
social programs. Inasmuch as disparities in per capita personal income
among states have decreased over the long term and apparently are con­
tinuing to do so (Garnick and Friedenberg 1982), the administration takes
the position that the states are more equal to t.he tasks entailed by
reduced federal intervention. In particular, it maintains that lagging local
areas can be helped more effectively by vigorous national economic growth
than by ad hoc federal intervention (although it has put forward a limited
program of "enterprise zones," wherein economic development would be
encouraged through tax and regulatory relief).

While there is no explicit regional bias in federal tax and expenditure
policies, some argue that the states are growing less - not more - equal to
the tasks entailed by reduced federal intervention. One reason is that,
because of sectoral shifts in interstate terms of trade and industrial
differences in the ability to shift the incidence of taxes, interstate
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variation in resource endowments and severance tax policies gives some
states greater potential tax capacity than others (Advisory Commission on
Intergovernmental Relations 1982). Secondly, the pattern of federal
expenditures and tax rescissions introduced by the present administration
is likely to benefit most those states and local areas that already have
advantages in economic growth, and to adversely affect most those states
and areas that are already handicapped in economic growth (Muller 1982).
Moreover, it is argued that those states and areas that gain from the first
advantage tend t.o be the same as those that benefit by the second.

More fundamentally, some argue that the US should not have a
federal regional policy at all, because it would be counterproductive on two
grounds. Firstly, because the sharp falloff in productivity growth since
1973 cannot be ascribed to one or a few major sources (Denison 1979), pol­
icy to reverse the falloff must be directed to a large number of issues at
the national level, each with small effect. Secondly, regional policy could
be inconsistent with the requirements of a federal sectoral policy to cope
with rapid technological change and shifting terms of trade internationally
(Schwartz and Choate 1980). In essence, the issue is whether objectives of
regional policy should be pursued at the cost of national economic
efficiency. Indeed, it can be asked whether the objectives of regional pol­
icy are sufficiently well specified that even a comprehensive information
system could measure adequately the trade-offs with or increments to the
national efficiency objective. In this respect the US, despite its prevailing
decentralism, probably finds itself in circumstances similar to those of
West European nations (Ashcroft 1980).

This is not to suggest that regional and sectoral planning do not con­
tinue, however. Although not nearly as centralized as France, or even the
Netherlands and Sweden, planning does occur in the federal agencies
responsible for infrastructural development and maintenance, such as
roads and public transportation in the Department of Transportation and
housing in the Department of Housing and Urban Development. And, of
course, infrastructure, energy, pollution control, and manpower training
programs are maintained at the state and local government levels with the
aid of federal agencies charged with these responsibilities. No regular
time horizon prevails, however, in correspondence with the decentraliza­
tion of sectoral and spatial planning functions. Water resources planning
has the longest time horizon - up to fifty years - while other planning
components such as bridges, roads, hospitals, and public housing also tend
to have long horizons.

3. Regional Information Systems

As noted in the introduction, the discussion of regional information
systems will center on that of the Bureau of Economic Analysis, with com­
plementary discussions made for other statistical agencies. Considering
the volume and importance of the statistics it produces, the BEA is a small
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agency. It employs approximately 400 persons and has an annual budget
of about $18 million, in contrast to 6,000 persons and $100 million for the
Bureau of Labor Statistics and 4,000 persons and $120 million for the
Census Bureau (not including expenditures on the decennial population
census). The relative sizes of these three agencies stem from their
different mandates. The Census Bureau and the Bureau of Labor Statistics
mainly generate source data, while the BEA largely constructs its national
income and product accounts and related measures from thousands of sta­
tistical series generated elsewhere. Because of its size and limited budget
the BEA has tended to operate with only the minimum necessary computer
capabilities and user services. It has operated under the philosophy, com­
mon among federal statistics agencies, that the user community will
develop its own dissemination and support systems, although it has under­
taken a program of improvements of its data and software dissemination.

The Regional Economic Information System (REIS) of the BEA was
developed in the late 1960s, initially to provide centralized data distribu­
tion and other user services and charge for them. As the demand for state
and county personal income statistics increased, it became necessary for
the BEA to establish a User Group, which in effect serves as a network of
regional offices for user services. Each member of the User Group
receives BEA data free of charge and, in turn, disseminates the informa­
tion, through a wide variety of mechanisms, to others within its state. This
system appears to meet the needs of most state and local government
agencies. The REIS, however, continues to be the primary source for other
federal agencies and private organizations interested in a national set of
state and local personal income estimates.

The Regional Economic Information System includes an active infor­
mation retrieval service, which provides a variety of standard and special­
ized analytic tabulations for counties and specified combinations of coun­
ties. All of the tabulations are available in the forms of magnetic tape,
microfiche, and computer printout. The REIS data base currently includes
the following data sets.

Quarterly state personal income. These estimates, available approxi­
mately four months after the close of the subject quarter, are published
regularly in the January, April, July, and October issues of the Survey of
Ourrent Business. Since January 1983, quarterly estimates from the first
quarter of 1948 through the third quarter of 1982 have been available.

Annual state personal income. Annual estimates for states are pub­
lished twice each year. Preliminary estimates of total and per capita per­
sonal income, derived from the quarterly estimates, are published in the
April issue of the Survey (four months after the close of the subject year).
A revised set of estimates, based on more complete data and therefore
more reliable, is presented in greater detail in the August issue. However,
in 1981 the state estimates were presented in the July issue instead of the
usual August issue. Since August 1982, tabulations at the two-digit Stan­
dard Industrial Classification (SIC) code level have been available for
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1958-81 through the REIS. Estimates for the years 1929-57 have been
revised, and tabulations (one-digit SIC code level) for these are also avail­
able through the REIS.

Annual state disposable personal income. Annual estimates of total
and per capita disposable personal income for states are released as a
companion series to the revised annual state estimates of personal income
and are published in the August issue of the Survey. The state disposable
personal income series is consistent with the state personal income series
for 1958 and subsequent years.

Annual county personal income. These estimates become available
approximately 16 months after the close of the subject year. Revised esti­
mates are available for each year of 1969-80. County estimates for
selected principal years (1929, 1940, 1950, 1959, 1962, and 1965-68) have
not yet been adjusted to the revised national income series. Summary
statistics are published in the April issues of the Survey. Tabulations for
the most recent six years (personal income by major source and earnings
by one-digit SIC) are available each July in a nine-volume publication enti­
tled Local Area Personal Income. The most recent publication includes
the years 1975-80.

Transfer payments. The component estimates of transfer payments
by county are unpublished. However. tabulations of transfer payments by
type of program are available from the REIS for the years corresponding to
the county persona] income series.

Farm income and expenditures. These estimates of gross receipts
and expenditures, which underlie the net farm income estimates in the
state and county persona] income series. are unpublished. However. tabu­
lations for the years 1969-80 are available upon request from the REIS.

Average annual employment for states and counties. These unpub­
lished estimates are a companion series to the personal income estimates.
They are constructed from similar sources using the same concepts and
definitions. Tabulations are available from the REIS for 1967-80.

Much of the data underlying the personal income estimates are
obtained directly from federal and state government administrative
records, with the condition that the Bureau of Economic Analysis observe
the federal and state regulations established to safeguard the privacy of
individuals and individual businesses. Therefore. the BEA personal income
estim.ates are subjected to rigorous scrutiny to determine if any data cells
might disclose the activities of a single firm or reporting unit. Such cells
are suppressed in the final tabulations. Because of the difficulty of ade­
quately protecting against the inadvertent disclosure of confidential infor­
mation. it is the policy of the BEA to release estimates for two-digit SIC
code industries for regions and states only, and for one-digit SIC code
industries for counties. standard metropolitan statistical areas (SMSAs),
and all other geographic areas aggregated from the county estimates. The
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discontinuation of the tabulations for BEA economic areas has resulted in
fewer data cell suppressions for counties and SMSAs. +

The Bureau of Economic Analysis has a good record of providing ser­
vices to other BEA units and to the user community through the REIS. With
only a small staff assigned to user services, the system has generated and
maintained a very large data base (approximately 64 million data items),
generated approximately 1,300 pages of published statistics per year, dis­
tributed approximately 15,000 pages of standard public-use tables to the
189 members of the BEA User Group each year, and responded to over
1,200 additional data requests per year involving approximately 50,000
pages of computer printout (most of which are completed within 48 hours
of receipt of the data request). The charge for these additional requests is
currently only $2.00 per table. Under normal operating conditions, any
public-use table or group of tables can be produced overnight. In short,
the system has managed to keep pace with the rapid expansion in the use
of state and county personal income estimates and has met the needs of
most of its users at minimal cost.

The system is not without problems, however. The system falls short
of the speed, flexibility, and user convenience offered by more up-to-date
on-line data base systems. While the Regional Economic Information Sys­
tem has met the needs of most users, some econometricians have had
difficulty with the system's tables. This has recently been corrected so
that time series files are now available. The system has undergone
significant change during this past year so that it now resembles an on-line
system. The major public-use data files are stored on-line, and interactive
software has been added to provide improved access to these files. Future
developments will include the addition of or coordination with software for
graphic and statistical analysis.

The regional information program of the BEA provides the most
comprehensive time series currently available for multiregional modeling
and analysis. The REIS incorporates about 400 source data series
comprised of all applicable survey and census statistics and administrative
record files such that the resulting measures are comparable over time,

+ The BEA economic areas are nodal (functional) economic areas consisting of an SMSA at
the center and a hinterland composed of surrounding nonmetropolitan counties based on
commuting data from the decennial population censuses. These areas, unlike SMSAs or
other functional delineations, cover all of the United States. They have been discontinued
this year because the 1980 decennial source data were unavailable; statistical interactions
that were formerly significant are less so now, using 1970-based boundaries. Moreover,
fiscal stringency prohibited the availability of resources for redefining their boundaries
when the source data become available. The 'BEA economic areas were originally defined
for use in the regional projections and impact modeling systems that the BEA had under
development. Insofar as they enclosed the commuting fields of workers, the areas ap­
peared to provide an ideal delineation for (1) maximizing statistical interrelations based on
source data generated at both places of work and places of residence, and (2) enclosing
impact areas where most local services are produced and consumed by persons residing
within the areas. (The BEA regional modeling system and its applications in regional policy
programs will be discussed in the next section.)
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among states and counties, and with measures in the national income and
product accounts. This is not to suggest that the RElS represents the sin­
gle most important regional data base. On the contrary, it accounts for
only a small fraction of the data inventory for local economic development
planning (Davis and Wolman 1981).

The Census Bureau, which is the leader among federal statistical
agencies in the provision of user services, has had a mixed decentralized
approach in information dissemination. The demand for specialized ser­
vices and machine-readable files had increased so much by lhe early 1970s
that the Census Bureau eSlablished privately owned summary tape­
processing centers lo provide these services from 1970 census files. The
Census Bureau has since established a National Clearinghouse for Census
Data Services. Organizations that provide data services from the Census
Bureau files, including many of the tape-processing centers from the
1970s, are registered with the Clearinghouse. In preparation for dissemi­
nation of 1980 census products, the Census Bureau has established Stale
Data Centers. The data centers are state agencies thal receive census
products and support free of charge and in turn agree to disseminate the
information within their states. The Census Bureau also provides data ser­
vices through the Data User Services Division in Washington, DC and
through User Service personnel in each of the 12 district offices.

With the 1980 census, the Bureau introduced CENSPAC, a file of 77
reels (6250 bytes per inch) and related analytic software. However, the
privately owned summary tape-processing centers that originated with the
dissemination of the 1970 census files have not reduced their business.
Privately owned information services face a growing market. In the Sep­
tember 1982 issue of American Demographics, for example, ten individual
private information service organizations advertised their computerized
demographic information capabilities. One, DUALabs, advertises that it
delivers the same information on the decennial census as the Census
Bureau, but on only one-quarter the number of reels and at one-third the
price. Indeed, it advertises more efficient (less costly) software services
than CENSPAC.

Notwithstanding the availability of services from private groups, the
Census Bureau disseminates to these groups and other users a prodigious
array of data and services in connection with its decennial population
census, as well as with its more frequent household and industrial surveys
and censuses. The decennial population census dissemination program will
now be briefly discussed and followed by a review of the availability of its
data on regional and local industry.

The 1980 census will result in.an estimated 1,600 publications, 3,000
reels of public-use computer tapes, 32,000 maps, and other sundry prod­
ucts. Detailed demographic, socioeconomic, and housing data will be pro­
vided for a variety of political and statistical areas including the whole of
the US, states, cities, counties, towns and other county subdivisions,
census tracts, blocks, congressional districts, and neighborhoods.
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The 1980 Census Publicity and Outreach Program consists of a variety
of activities to achieve the following objectives: (1) to acquaint users with
the 1980 census products, related technical support, and the product dis­
tribution system; (2) to provide timely information about the availability of
new products and how to order them; (3) to provide detailed information
to users about the characteristics, limitations, and users of 1980 census
products; and (4) to distribute products to users on a timely and con­
venient basis.

The program is divided into three parts:

Publicity: informing users about the 1980 census, its products, and
how and where to obtain the products and related information.
Technical support (user services): training courses, written refer­
ence materials, and enquiry services to help users understand and
use 1980 census data of interest. .
Product distribution: 1980 census products distributed by a variety
of organizations, including the Census Bureau, to make data acquisi­
tion as convenient as possible and to provide for customized services
required by the various user groups.

Local industry data are available from three Census Bureau pro­
grams. Economic censuses are taken at five-year intervals and include the
following separate censuses: manufacturers, mineral industries, construc­
tion industries, transportation, wholesale trade, retail trade, service indus­
tries, and governments. The Census of Agriculture has been conducted at
years other than for those censuses listed above, but by this year it will be
on the same time schedule as the others mentioned above. In addition,
the Census Bureau has published County Business Patterns annually since
1964. These Patterns are sometimes construed as "minicensuses" with
annual establishment counts and payroll and employment data, but the
payroll and employment data in Patterns are not fully comparable with
data in the censuses. All the census data mentioned above are released in
published reports and on microfiche and computer tape. In addition, the
Annual Survey of Manufacturers offers information at the state level on
manufacturing industries' shipments, purchased intermediate materials,
value added, employment, and compensation of employees annually. How­
ever, these data are not easily reconciled with similar and related aggre­
gates published by the Bureau of Labor Statistics, the Internal Revenue
Service (Treasury Department), the Social Security Administration, and
the Bureau of Economic Analysis; nor are any of the latter sources easily
reconcilable with one another in all respects. This is, in fact, due to
differences among similar aggregates in definition and coverage, as well as
to differences in reporting required by each of the agencies, which will be
discussed more fully in the final section.

Another approach to data dissemination was taken by the Bureau of
Labor Statistics. It has developed LABSTAT, a system providing on-line
access to the entire BLS data base, Illainly consumer and producer price
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indexes and employment, unemployment, labor force, and productivity
data. Output from LABSTAT is available for public use through the National
Technical Information Service (NTIS) of the Department of Commerce,
although direct user access is still limited to the Department of Labor.
The NTIS also disseminates energy-related data from the Department of
Energy, communications and broadcasting information, health and health
care statistics, birth and death statistics, food and nutrition data, environ­
mental and ecological data, and social welfare information. Most of the
data available through the NTIS can be obtained directly from the agencies
who collect and prepare the data, frequently in greater detail; the Energy
Information Administration is one example (I<'reedman 1980).

The data files mentioned above are only some of those disseminated
by different statistical units in the federal statistical syst.em. There is
much more; because of the complexity and decentralism of the US federal
statistical system, it would be inappropriate to elaborate further on this
subject here (federal policy in improving data dissemination by statistical
agencies has been reviewed by Sprehe (1981)).

4. Use of Information Systems

Expansion of the regional program of the Bureau of Economic Analysis
was first requested by the Water Resources Council in the early 1960s. At
first, the undertaking to produce the Regional Economic Information Sys­
tem and a set of multiregional economic projections was paid for by the
Council. Subsequently, funding was by means of a transfer in base from the
appropriated budgets of the principal water and related land resource
agencies to the BEA, with the additional request that impact models be
developed. The remainder of this section will describe the regional
economic projections, RIMS n, a simulated regional input-output system,
and NRlES, a bottom-up, multiregional econometric model, and their appli­
cations with respect to federal programs.

Summary state projections of the Bureau of Economic Analysis were
most recently published in the November 1980 issue of the Survey of
Current Business. Projections providing greater industrial and regional
detail were subsequently published in 11 volumes, entitled 1980
GBERS-BEA Regional Projections (July 1981). The detailed projections
are also available on four reels of computer tape ($125 per reel). (The
reference to OBERS, which continues to characterize the BEA regional pro­
jections in the minds of many users, reflects an acronym based on a
former association with a unit of the Department of Agriculture.)

There is considerable interagency cooperation in the projections pro­
gram. In the 1980 set of projections, published jointly by the Department
of Commerce and the Water Resources Council, the Bureau of Economic
Analysis cooperated with the Bureau of Labor Statistics, which produced
most of the national projections on which the regional allocations were
based. Indeed, in the early phases of this program, assumptions used in
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the projections were reviewed or suggested by the Water Resources Coun­
cil, the Office of Management and Budget, and other interested agencies;
and in all sets of projections, the Census Bureau's national population pro­
jections and the national labor force and employment projections of the
Bureau of Labor Statistics determined the national control totals for the
regional projections.

The regional projections are prepared for the nation, states, BEA
economic areas, and SMSAs, and substate portions of the latter two types
of area. The aggregates projected for the nation and states are population
by five-year age group and by sex, total personal income by major source,
and earnings and employment for 57 detailed industrial sectors. Projec­
tions are published for the years 1985, 1990, 1995, 2000, 2010, 2020, and
2030. The long-term horizon was determined by the requirements of the
Water Resources Council.

Upon cre ation of the Water Resources Planning Act of 1965, the pro­
jections program became an integral part of the comprehensive water
resources planning program and the periodic national assessments of
water and related land resources. Since the first set of projections, the
variety of users has steadily increased to include additional federal agen­
cies, state and local agencies, and diverse private organizations. The pro­
jections program relies on the Regional Economic Information System for
its development and maintenance of a current regional data base. The
availability of a current data base is important for periodic revisions of the
projections as we1l as for revisions during the intervening years. During the
period between revisions (apprOXimately five years), a monitoring system
is maintained wherein projections are evaluated against actual perfor­
mance. Deviations of current trends from the projections are associated
with incorrect assumptions, comprehensive (benchmark) revisions of the
source data, and current events that alter historic trends in the regions.
The results of the monitoring efforts are communicated annual1y to users
in the field as requested. More forma1ly, a related article entitled "Track­
ing the SEA regional projections" is published in the Survey of Current
Business near the midpoint between the revisions. The last such article
was published in April 1976; the next will be published in 1983. The projec­
tions program has the capacity for rapid and flexible retrieval of data for
use in special projects and tabulations for other agencies, on a reimburs­
able basis. Special projections are currently being prepared for counties
in southern states for the Tennessee Valley Authority and the US Army
Corps of Engineers, and an analytic mapping system is being prepared to
meet the specialized needs of the Nuclear Regulatory Commission. In the
recent past, an interim set of projections was prepared for the Environ­
mental Protection Agency for its administration of a program distributing
$4 billion annually to state and local governments lor constructing sewer­
age and water facilities.

The Regional Input-Output Modeling System (RIMS II) was originally
developed in the mid-1970s to estimate input-output-type multipliers for
use in estimating the secondary regional impacts of public economic
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development policies. It is capable of estimating (from secondary source
data) multipliers for any region composed of one or more contiguous coun­
ties and for any of the 496 industrial sectors in the 1972 BEA national
input-output table (Cartwright et al. 1981). The modeling system can be
used to estimate changes in total regional output, earnings, and employ­
ment resulting from changes in regional final demand, and has been widely
used throughout the federal government. In 1976, the Water Resources
Council funded the publication of industry-specific gross output multi­
pliers for all BEA economic areas. In 1977, the Department of Energy
funded the estimation of multipliers for all states, and contributed funds
for the development of software for estimating full multiplier matrices.
Since 1978, the Nuclear Regulatory Commission has funded RIMS II to
develop analytic techniques for estimating the regional economic impacts
of siting nuclear reactors, as well as for estimating potential industrial
impacts of hypothetical nuclear reactor accidents (Cartwright et al. 1982).
In this connection, RIMS II also estimated supply-constrained multipliers as
well as the more usual. demand-driven multipliers. This contract is also
funding the development of prototype regional transactions tables, based
on coefficient tables simulated by HIMS II. In 1979, the Department of
Housing and Urban Development funded this system to estimate the
impacts of construction expenditures on SMSAs and to develop a central­
city-suburb version of RIMS II. Since 1979, the Department of Defense has
funded this system to develop new methodologies, which include integrat­
ing RIMS II with the NRIES model (described below) for use in estimating the
impacts of closing military bases on local areas and the regional impacts
of major new defense facilities, such as the Trident Wesl Coast submarine
base and the full deployment of the MX missile system in Nevada and Utah.
RIMS II multipliers are available for public use at a cost of $1,000-$2,000
per county-defined area.

The National-Regional Impact Evaluation System (NRIES) is a multire­
gion interactive econometric model of the US. It is composed of submodels
for each state, interregional linkages among states, and national variables.
Within each state submodel, output, employment, and wages (each at a
12-industry level of detail) are estimated, in addition to nonwage income
sources, state and local government revenues and expenditures, popula­
tion by broad age group, investment in structures and equipment, and
retail sales. The primary use of the system is to est.imate through time
the state distribution of impacts resulting from policy alternatives (Bal­
lard et al. 1980). It has been reported as "the only US operational model
with substantial bottom-up characteristics" (Bolton 1982) and as "exploit­
ing the advantages of the input-output cum econometric combination"
(Kort and Cartwright 1982). It, too, has had substantial interagency fund­
ing for its development and application. In 1978, the Department of
Energy funded much of the software development of the system. In 1979,
the Department of Housing and Urban Development funded NRIES in combi­
nation with RIMS II to prepare industrially and spatially disaggregated
impacts of the Local Public Works Programs (implemented by the
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Economic Development Administration) for the Denver SMSA. Since 1979,
the Department of Labor has funded the program for developing periodic
baseline forecasts for states and the nation In 1980, the Department of
Energy provided funds for establishing a preliminary methodology to link
national input-output tables to NRIES, and in 1982 the same department
financed a study in which regional impacts were estimated with respect to
applications of selected solar energy technologies in residential and com­
mercial buildings. This contract gave the Bureau of Economic Analysis the
opportunity to incorporate the investment sector in NRIES, as well as to
continue developing linkages with RIMS II. NRIES has been considerably
improved since its introduction in the late 1970s. As well as the addition of
a regional investment sector, the number of national variables in the
model was expanded to include a complete federal government revenues
and expenditures sector, a monetary sector, and a final demand sector
that corresponds more closely to the input-output final demand concept
in RIMS II. The latter improvement is expected to aid in the various link­
ages of NRIES and RIMS II discussed above.

5. Recommendations and Perspectives

Much progress has been made in the United States to produce more
and better information and to improve its dissemination. Public agencies
have sought, with some success, to serve the growing appetites for infor­
mation. And where the information services of these agencies have been
less than desired, private organizations have often bridged the voids, as
was illustrated in this chapter with respect to the dissemination of decen­
nial population census information. Bolton (1982) notes other US multi­
regional modeling developments, apart from the already operational sys­
tems of the BEA. He also points out deficiencies in regional information
(his priorities): (1) the absence of gross product by industry and region,
(2) the requirement for better data on regional investment and capital
stock, and (3) the need for migration data, noting that "even the Continu­
ous Work History Sample has proved to have serious snags."

The Bureau of Economic Analysis is constructing an experimental set
of estimates of gross state product by industry. A summary description of
these and the estimating procedures and data sources are included in Gar­
nick (1980), along with other proposed state income and product accounts.
The state accounts and supplementary tables under consideration would
be designed to provide comparable ·information for all states, consistent
with the national accounts and tables, and would include: (1) 51 accounts
of state income and product, personal income and outlay, and state and
local government revenue and expenditure, and related measures showing
the interrelationships among the federal, state, and local governments and
the business and personal sectors for each state; (2) interstate trade link­
ages; (3) state-to-state differences in the costs of consumer purchases of
goods and services; and (4) supplementary tables providing details of
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industrial activity and types of expenditure by government, business, and
personal sectors in constant as well as current dollars. The development
of a full set of state income and product accounts, if mandated and
funded, could repair many, but not all, of the deficiencies in the partial,
regional information systems currently operating.

At present, single-regional as well as multiregional models are based
on statistical series that are not consistent with each other. Nor are many
of the series, themselves, comparable over time or from place to place.
Moreover, in most regional modeling efforts one is forced to construct
one's own data of the regional income and product account type from
eXisting series. These efforts are not only duplicative, they are often weak
and incomparable with each other. Ironically, these efforts are often
funded by federal policy agencies at greater cost than would necessarily
obtain in a comprehensive undertaking by the BEA, where a learning curve
could be introduced that would take into account cost efficiencies and
product improvements over time, freeing the many private and
university-linked econometric services to supply regional information
more effectively and comparably.

Bolton's priority for the development and application of migration
statistics in multiregional modeling is also shared by the BEA. Some of the
Bureau's work on the uses and limitations and the dissemination of the
Continuous Work History Sample (CWHS) has been discussed in BEA (1976).

The annual, longitudinal CWHS data provide profiles of social-security­
covered workers by age, sex, race, wage level, industry, and county. These
data have formed the basis for a number of interindustry and interregional
mobility studies. The Social Security Administration (SSA), which prepares
the CWHS data (as well as annual files with the same socioeconomic charac­
teristics for self-employed individuals covered by social security), also
maintains a current file of employers. This file includes geographic and
industry codes for county-level reporting units; but as the file is now main­
tained, it does not include current payroll or employment data, and histor­
ical files have generally not been retained for more than two or three years
after the file in question has been updated with additions of new reporting
units and deletions of defunct units. Revision of the reporting unit basis
for SSA records to mandatory establishment reports and improved file
maintenance procedures, along with availability to the Standard Statistical
Establishment List (SSEL) maintained at the Census Bureau, would enhance
the longitudinal analytic capabilities of the employer file for tracing
changes in location of individual business establishments, complementing
the CWHS capacity for tracing the patterns of earnings, industry, and place
of employment of individual workers over time. In a new
employee-employer CWHS file, with the SSEL, workers could be traced long­
itudinally as they changed industry and area of work in response to plant
openings, closures, expansions, or contractions. While other data files are
currently used for plant location, expansion, and contraction analysis, the
CWHS is the only large dilta source that could be used to analyze directly
the dynamics of regional employment change and, correspondingly, work
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force mobility in terms of the demographic characteristics of workers.
Problems of data access apply among federal statistical agencies as

well as to users outside the federal statistical system. The Standard Sta­
tistical Establishment List is not currently available outside the Census
Bureau, even for development of sampling frames. Privacy provisions in
the Tax Reform Act of 1976 have been interpreted to apply to the individ­
ual records contained in the CWHS, and the BEA and other agencies have
been denied access to these files constructed for the years 1976 and
beyond. More recent actions on the part of the Social Security Administra­
tion and the Internal Revenue Service indicate that the BEA and some
other agencies will soon regain access to these files, and the BEA will
resume developing analytic tables from them for incorporation in the
regional modeling programs and for dissemination to other users within
and outside the federal statistical system. Regaining access to these files
does not settle the issues, raised above, of establishment reporting or
retention of historical files, however. And all these issues go to the heart
of the problem of constructing integrated information systems in the frag­
mented US federal statistical system (Malkiel 1978, Garnick 1980).

As a member of the Council of Economic Advisors, Malkiel served as
chairman of the federal interagency committee on economic statistics
from 1975 to 1977, and noted four problems confronting the federal
economic statistical system: "( 1) lack of comparability of data series; (2)
fragmentation and poor data quality; (3) nonoptimal funding patterns; and
(4) susceptibility of the system to politicization." He also rejected full cen­
tralization of the statistical system as impractical, but saw improved coor­
dination of the system as fully practicable (Malkiel 1978, pp. 81-88). Some
of the issues in improving the coordination of general-purpose statistics
and administrative records are elaborated on in a report to the Federal
Committee on Statistical Methodology (Department of Commerce 1980).
What has to be done to improve the statistical system is well known. The
Federal Statistical System Project of the previous national administration
produced a set of options on which there was substantial agreement in the
statistical community; this, after a long history of unrealized recommen­
dations from previous commissions. Unfortunately, statistical policy
reform is complicated and requires a relatively long time to produce
results. The payoff in terms of reducing the paper burden on respondents,
lower costs for producing the required statistics, and vastly improved
statistics is quite substantial, given the appropriations devoted to statis­
tics. But such appropriations are still quite small in the entire federal
budget and the issues are neither glamorous nor immediate. So complete
reform is nowhere on the horizon; the statistical community will likely inch
forward, effecting smaller improvements at bigger costs than necessary or
desirable, so long as unduly restrictive interpretations of privacy and
confidentiality provisions of legislation with respect to data bases are
made to preserve the monopolized turf of the authorized statistical agen­
cies.
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CHAPTER 22

Information Systems for Integrated
Regional Planning and Policy Making
in the Netherlands

Jan van Est. Jan Scheurwater. and Henk Voogd

1. Regional Planning and Policy Making

353

The Netherlands has a relatively strong planning tradition, for at least
two reasons. Firstly, because of the "struggle against the sea," there has
been a need to maintain the water system and to ensure lasting protection
of the reclaimed land. If the Netherlands were to lose protection of its
dunes and dykes, half of the country - the most densely populated parts ­
would be flooded. Secondly, the country has a high population density.
The average density is well over 400 people per square kilometer, rising to
1000 in the western part of the country. This West Holland conurbation is
called the Randstad or "Rim City," and contains more than one-third of the
total population. For a good understanding of these figures a comparison
of some population statistics between the Netherlands and the United
States is made in Table 1.

Obviously then, plans for the spatial and physical environment must
be drawn up and implemented with great care. At the moment Dutch plan­
ning is in a transition stage from a "blueprint" to a "process" type of plan­
ning, somewhere between direction and guidance. It implies that attention
is not so much focused any more on the various plans, but on the related
policies, their dynamics, and consequences. Therefore, physical planning
is not a policy sector in isolation, but is directed to a specific (i.e. spatial)
aspect of many sector policies, which together make up a governmental
task. It follows that physical planning legislation is directed to ensure
coordination both vertically, between the different levels of administra­
tion, and horizontally, within each level of administration.

The governmental organization of planning (Brussaard 1979) is mainly
based on three levels of administration: the state, provinces, and 800
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Table 1 Areal and demographic statistics, 1970 (sources: US Bureau of the
Census 1976. Netherlands Central Bureau of Statistics 1977, van Est 197B).

Area Pop.ulation Population density
(1000 km2) (106) (per km2)

Netherlands

Randstad

Urban areas

33.0 13.5 400

5.5 53 974

1.7 4.2 2,500

United States

Standard Metropolitan
Statistical Areas

Urban areas

1,390.0

155.3

13.3

203.2

139.4

110.4

22.5

141

1,315

municipalities. At each level, various kinds of plans are made, both
integrated physical and spatial plans and more specific, sectoral plans.
Although there are hierarchical relationships between the levels, each one
is entrusted to develop its own policy, but within the limitations set by the
policies at higher levels. The various departments at each level develop
their own sectoral plans for housing, transportation, economics, energy,
etc. These plans have to be integrated into the physical planning. The
coordination finds its formal basis in the Physical Planning Act, which
entered into force in 1965. The law emphasizes policy making by munici­
palities and provinces. Although the law makes no provisions for national
plans, three official government reports have been issued since 1960 and a
fourth report is in preparation. The First and Second Report were very
descriptive and clearly reflected a blueprint approach to planning. The
Third Report showed the new process-oriented approach and contained
the objectives and views of the national physical planning policy (see also
Chapter 6 by Hinloopen and Nijkamp).

For the provinces the regional plan is the most important instrument.
The Physical Planning Act sets forth an overall plan with a highly program­
matic character. The plan describes the most desirable development of a
region and forms the basis for approval of the allocation plans of the muni­
cipalities, which exercise great powers in land-use planning and control.
Their councils have been authorized to accept local allocation plans, which
are directed toward and directly binding upon the citizens.

The planning system in the Netherlands is decentralized, so that each
level of administration can conduct its own policy as long as it is not in
conflict with policy on a higher level. For that reason, plans further down
in the hierarchy show a diminishing measure of abstraction. Regional
plans have an intermediate position.

It has been mentioned that sectoral policies are embedded in physical
planning and that regional planning does not imply a planning system in
which provincial authorities solely determine the planning process and
subsequent decision making. It is much more a coordinated planning sys­
tem executed by all three levels of administration (Beelaerts van Blokland
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1982). Although the local authorities execute and determine the allocation
plans, the national government provides the guidance, so much so that
regional planning is a national affair, oWing to the importance of economic
impacts and the small size of the country. In this respect, regional
economic policy is mainly based on directives issued by the Ministry of
Economic Affairs. Compared with other countries the Netherlands may be
looked upon as one region. In this chapter, however, regional planning
refers to planning of areas that are, at most, of the size of a province. The
Dutch provinces are shown in Figure 1.
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Figure 1 The Dutch provinces: bold lines border clusters of provinces; the bor­
ders of individual provinces are shown as finer lines.
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Section 2 gives a brief overview of some major instruments of regional
planning; some general remarks about information systems and data
sources in the Netherlands will be made. In subsequent sections, three
different regional planning sectors will be discussed in more detail: physi­
cal planning, transport planning, and economic planning.

2. Some Major Instruments of Regional Planning

Regional planning in the Netherlands is mainly determined according
to policies and rules formulated by the central government (Voogd 1982).
The state policy is formulated in general reports, and is further elaborated
in Structural Outline Sketches and Structure Schemes. The Third Report
on Physical Planning was published in parts:

• The Orientation Report (1974) outlined national policy objectives.
The Urbanization Report (1976) concentrated on the problems of
urban areas in the western part of the Netherlands.

• The Report on Rural Areas (1977) introduced a functional zoning
system on which to base regional policies.

Other published reports include major regional policy statements, such as
the Report on Regional Socioeconomic Policy (1981) to integrate spatial
and socioeconomic policies. The reports are published as policy resolu­
tions and, after passing the Second Chamber of the States General, they
receive the status of an official governmental decision.

Structure Schemes are drawn up on behalf of the various policy sec­
tors, e.g. housing, transportation, energy, registration, and landscape con­
servation. They are long-term policy statements for a sector with regard
to its physical aspects, i.e. projections, objectives, and maximum needs for
spatial sector activities. The time horizon of the schemes is 25-30 years.
The policy described in the scheme should be arranged to fit within the
development conditions of the Structural Outline Sketches. The sketches,
i.e. reports with a number of maps, provide a clear insight into the entire
general spatial development of a region for 10-15 years ahead. They also
function to coordinate the sectoral policies horizontally.

From a procedural point of view the sketches and schemes are sub­
ject to the procedure of Crucial Physical Planning Decisions. This pro­
cedure has been introduced to fulfill general requirements with respect to
consultation, publicity, and public participation. It is, however, the
Cabinet that takes the ultimate decision. A further elaboration of the
sketch and scheme policies is made in sectoral medium- and long-term
plans at the national level. Examples are the Multi-Year Plan for
Passenger Transport and the Multi-Year Plan for Urban Renewal.

Other instruments at the national level are the right of annulment of
decisions of lower authorities; directives on the context of a particular
plan; supporting land consolidation plans; changes in municipal
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boundaries; and protecting town schemes and nature areas.
The provinces elaborate further on the national policy plans. The pro­

vincial councils are authorized to accept regional plans, which, however,
may not contain regulations binding upon either the municipalities or
their citizens. From a formal point of view regional plans can deviate from
the contents of structural schemes or sketches. At most the schemes and
sketches will serve as a framework for the development of regional plans.
If the central government wishes, however, it can use instruments, espe­
cially financial means, to affect regional plans.

Regional plans can be drawn for different types of regions, such as
urban regions, metropolitan regions, and even larger ones. Regional plans
have four different functions:

a spatial development plan for the region;
• a framework by which to judge the municipal allocation plan;

a set of directives to affect allocation plans;
a framework for integration of the different, interdependent
developments.

From these functions it can be concluded that regional plans provide
means to coordinate, both horizontally and vertically, governmental
actions for the development of a region. Still, there are some difficulties
in achieVing a balanced policy. Sector policies are mainly determined at
the national level and the central government is not able to participate in
regional planning satisfactorily with respect to spatial aspects. Besides,
the planning is unbalanced because the economic sector policy is set up
and dealt with as a regionally distributed macroeconomic development
policy, a top-down approach. This, however, is too narrow a point of view.
The economy should be thought of as a contributive, or bottom-up system
rather than a distributive system. Therefore, macroeconomic develop­
ment is more a result of interdependent and functional regional develop­
ments. What is needed is better theoretical support of regional planning.
In spite of the fact that the operation of regional policy can go wrong, the
framework itself, from the point of view of coordination, is promising.

The local governments, i.e. the municipalities, exercise great powers
of land-use planning and control. The municipal councils have been
authorized to accept:

• structure plans, which describe future developments of the mu­
nicipal area in a highly programmed way; and
allocation plans, which dictate land-use regulations.

A structure plan deals with the same issues as the regional plan. It
includes further development of guidelines and plans of higher authorities
and serves to integrate allocation plans for different parts of the municipal
area.
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A municipality is not obliged to draw up structure plans, but the pro­
vincial authority can force it to do so. If a municipality is developing a
structure plan, either compulsorily or voluntarily, then the higher authori­
ties as well as the surrounding municipalities have to be consulted, accord­
ing to the Physical Planning Act. A municipality is obliged by law to draw
up allocation plans for the non-built-up areas, and may do so for built-up
areas (e.g. in the case of urban renewal). Such plans not only indicate,
but, even more strongly, dictate land use and the use of relevant physical
resources. The plan can be made effective by building and construction
permits.

3. Information Systems for Regional Planning: General Remarks

"Information system" is a loosely defined concept in this context (van
Est 1982). So many people, agencies, and departments are involved that a
clear definition of the people and procedures that make up an information
system is not possible for the whole planning process.

Gathering and processing data are not ends in themselves. The use­
fulness of these activities depends on the necessity of the information for
the planning process. The crucial element is the availability of relevant
data and information. Although information is the driving force behind
planning, the lack of relevant data and processing tools still leaves gaps
between the required and the available information.

Various statistical offices and agencies gather data and information at
different levels of aggregation and in different zoning systems. Without
coordination these data cannot be used for multipurpose objectives. Plan­
ning and policy making are often hampered to a large degree by a lack of
such coordination (see also Chapter 15 by van Est and de Vroege).

Several stages can be distinguished in a planning process. Every
stage needs particular information. From this point of view, even the
whole planning process could be considered as an information system. On
the other hand, the planning stages are often more or less independent of
each other and hence each stage could be considered as an information
system itself. Which definition is more appropriate depends on the pur­
pose of the analysis. In this context, an information system is defined as
an instrument that links the user's requirement for information with the
data storage and retrieval system that has been set up for processing data
for various applications (Scheurwater and Masser 1981).

The design of an information system for regional planning did not
receive much attenti.on until recently. Most attention has been paid to the
development of various kinds of statistics. The Central Bureau of Statis­
tics (CBS) in The Hague holds a central position in this respect. This
(governmental) agency regularly collects all kinds of numerical data, giv­
ing similar coverage to almost all policy sectors.

Most information systems presently concentrate on numerical data.
However, at the national and regional levels more and more attention is
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paid to the development of information systems for qualitative (non­
numerical) information. This has been encouraged by the introduelion of
the concept of "monitoring" in (especially physical) planning a few years
ago. It means keeping a constant check on how plans actually function in
praelice: the process of planning and the application of instrument and
organizational structures to realize objectives. The planning strategy
depends on the monitoring of the system involved and on the analysis of
deviations in order to apply instruments to regulate and guide the develop­
ment of the processes concerned. Therefore, monitoring requires not only
a planning system and instruments, but also a system to provide the
necessary information. Automated information systems for monitoring
are not yet available in the Netherlands, but for the RUDAP system, which
is described in more detail in Section 4. Recent experiences with monitor­
ing activities, however, have taught that much of the available data and
information are hardly of relevance for monitoring purposes. Data have to
be collected at regular time intervals, using the same concept definitions
and the same levels of aggregation. It appears very difficult to meet these
requirements. One reason is that the data have to be used to make opera­
tional indicators that describe (often fuzzy) political issues and notions.
This will be discussed in more detail in the next section.

Nevertheless, apart from the CBS, the various governmental seelor
departments themselves also collect information. Various provincial
authorities have developed their own information systems, although these
systems are often very modest. Information systems that produce statis­
tics from individual data can usually be found only at a municipal level.
Local statistical bureaus often have data that are address- or semi­
address-oriented, like housing files and land ownership files, respectively.

4. Information SysleInS for Physical Planning

The shift from blueprint or final-state planning to process planning
that took place in the early seventies in the Netherlands had a number of
consequences for information management. First of all, the demand for
information changed. It is no longer sufficient to generate the information
required for plan making as such. Information is also required to support
the realization of plans and to evaluate the achievement of planning goals.
A second change, related to t.his, is the expansion of research activities
that are more related to monitoring aspects and continuous planning
activities. Elements conneeled with policy making are gaining much
greater emphasis in information provision; examples are social values and
attitudes, their dynamics, and factors that influence these dynamics.

Research, planning, and policy making are not independent of each
other but closely related and, therefore, constitute an integral system of
activities. This implies that an analysis of the planning process can reveal
a significant part of the information reqUirements.



360 J. van Est, J. Scheurwater, and H. Voogd

In order to cope with the changing information needs, a continuous
analysis of the reality, the planning process, and shifts in attitudes is
necessary. This analysis should provide a framework for the information
management system. With such a framework the realization of the infor­
mation management system can be planned with flexibility, giving priority
to the issues that are most urgent. With this aim in mind the National
Physical Planning Agency developed in the last decade an "information sys­
tem for physical planning in the Netherlands" (INSYRON) (van Kampen
1978). The purpose of this information system is to provide planners and
decision makers with all the basic information they need for research,
planning, and decision making. It is based on a theoretical concept of the
spatial system, which includes both purely physical elements and elements
related to the physical subsystem, such as demographic and
socioeconomic data.

For the development of INSYRON a special Information Department of
the National Physical Planning Agency (RPD) has been established.
Although primarily oriented toward information management for physical
planning at the national level, it has gradually evolved into a focal point for
spatially specified information for other planning areas as well, and it has
connections with research institutes and also with other government insti­
tutes at the national and regional levels.

The Information Department does not collect data, but makes use of
data collected by other government agencies for their own purposes.
These data are not generally collected with sufficient spatial detail for
physical planning purposes. In those cases the Information Department
stimulates the data collectors to adapt their data gathering to obtain data
of greater general usefulness. Precisely because of the integrating charac­
ter of physical planning, every attempt is made to harmonize data and to
use geocoding methods to make data of various spatial levels compatible
with each other.

The general framework of INSYRON allows the independent develop­
ment of subsystems that can be integrated afterwards. Based on priorities
set by the RPD, the following subsystems have been developed.

The Spatial Relations System (SRS) was developed to relate data of
different spatial levels of detail. It consists of two parts, above and below
the municipality level, respectively. The smallest spatial unit in the first
system is the municipality. For each type of regionalization the munic­
ipalities that are included in each region are available. Administrative
regions (e.g. provinces), statistical regions (e.g. COROP regions and
economic geographic areas; see Figure 2), planning regions (e.g. housing
regions), and research regions are included. This system allows the
definition of complex regions based on standard regions and the compila­
tion of numerical data for the complex regions based on data for local
authorities and standard regions.

The Geographic Base Register (GBR) is the sublocal authority part of
the Spatial Relations System. The register is established in conjunction
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Figure 2 COROP regions (bold lines) and economic-geographic areas (finer lines)
(COROP: Commission for Regional Development and Planning).

with the Dutch Poslal, Telephone, and Telegraph Administration and the
Central Bureau of Statistics. It is a nationwide geocoding system thallinks
together place. street name and house number, municipality. sampling
district. postcode, and a coordinate reference. The latter is specified on a
grid of 500m squares. Research is being carried out to investigate the use­
fulness of the addilion of segment-oriented registration to the GBR. The
main uses of the Geographic Base Register for the National Physical Plan­
ning Agency are:
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localization of address-based data for mapping, using the coordi­
nate references;
aggregation of address-based data to the required spatial level.

The RUDAP System has been developed to process numerical data at
the local authority level. It contains approximately 3,000 variables for
each local authority per year from 1970 onward. The system was
developed to provide time series data for the monitoring and revision of
the Urbanization Report and Lhe Report on Rural Areas. The data files
contain variables on population (by age, sex, and marital status), birth,
death, migration, commuting, employment, housing stock and construc­
tion. land use, agriculture, etc. The RlJDAP system is an interactive system
that can be used by planners and researchers to produce tables for any
desired regions and time periods. Analytic and statistical methods for
data analysis are also available.

The Information Bulletin System is related to the RlJDAP system. It
provides information, in regularly published form, on quantitative data but
also on the state of affairs with regard to the sLructure and allocation
plans and regional plans.

The BARS System is a cartographic system of basic maps of the spa­
tial structure (scale 1:25,000), which contain all existing and planned phys­
ical elements of regional importance. It is based mainly on information
derived from topographic maps and land-use maps, but information from
about one hundred other sources is added. The basic maps are stored in
digital form in an automatic cartographic system. With this system maps
can be produced that contain an arbitrary selection of elements from the
BARS system for a required region.

Future developments are mainly directed Loward the support of
numerical data by (carto)graphic means, and a further decentralization of
information use.

The availability of a coherent set of spatially disaggregated data has
not only increased the use of information. It has also improved the con­
sistency of data used by a variety of government agencies. In this way,
problems in policy making that arise from differences in basic data can be
avoided to a large extent.

Several provinces are presently involved in the development of an
information system for monitoring their' regional plans. Many provinces
aim to report on the progress of the various developments on a regular
basis. Usually, a progress report on housing is prepared each year.
whereas a general progress report is published every two years.

Recent experiences with these two-year progress reports showed the
necessity of an appropri.ate information system. Several provinces
decided to develop such a system, some of them making use of the sys­
tems that are developed at the national level. However, because of a lack
of political priority for such an investment of manpower and money, other
provinces decided to shift their monitoring attention from a two-year
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report to a four-year evaluation report, thus leaving more time to collect
and analyze information in a more traditional way.

One of the provinces that is farthest ahead in devising a specific infor­
mation system for monitoring is North Brabant. Two types of information
are distinguished:

administrative information, such as quantitative information
(statistics, forecasts. etc.) and qualitative information (e.g.
letters, notes, and plans); and
maps, which show information with an important spatial dimen­
sion.

One of the most crucial decisions in setting up the information sys­
tem concerned the selection of the required information, as it is not possi­
ble to record all the information involved. To be selective, only the main
outlines of physical policy must be part of the system.

A regional plan itself is a matter of policy information. For monitor­
ing, the most important statements are processed, i.e. ninety policy deci­
sions in the regional plan of North Brabant. The policy statements are
analyzed to determine how they should be monitored. The following ques­
tions are answered:

• What are the best indicators of the statement'}
How can these indicators be made operationaP

• Are the data available'}
• Are extra data necessary, and in what form are they available?
• What organizational structure is necessary to obtain the neces­

sary information?

The intention of North Brabant is to have the information system in opera­
tion in 1983.

5. Information Systems for Transport Planning

The starting point for traffic and transportation planning is the Third
Report on Physical Planning, which sets the framework for sectoral pol­
icy. There exists a close relationship between physical planning and the
transportation system. It is, so to speak. a "two-way traffic" relationship
(Meyer and Goudappel 1977). Scarcity of space and the increasing mobil­
ity of the population and urbanization are causing several bottlenecks.
especially congestion problems. The high demand for traffic and transport
infrastructure requires a transportation policy to be developed in conjunc­
tion with an urbanization policy. The interaction of transportation and
physical planning implies that decisions concerning t.he two subjects
should be taken at a high (i.e. national) level of administration.
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For this reason, a Traffic and Transportation Steering Committee has
been set up. It is responsible for the Project Bureau for Integral Traffic
Studies. The members of the Committee and the Project Bureau
represent the Ministry of Transport, Waterways, and Public Works, the
National Physical Planning Agency, and the Dutch Railways. The main task
of the Project Bureau is to take care of studies of the relationship between
traffic and transport on the one hand and physical planning on the other.
The long-term national traffic and transport policy (25 to 30 years) is laid
down in the Structure Scheme for Traffic and Transport, which is submit­
ted by the Ministers of Transport and of Housing and Physical Planning to
the Lower House. In their covering letter, the Ministers note that public
transport is not intended to be based on economic criteria only. Instead,
policies will be directed toward an acceptable division of costs and returns,
in which great weight is attached to the social significance of public tran­
sport.

In general, the Structure Scheme has the following characteristics:

integrated formulation of plans and policies;
alignment of policies at different levels of government;

• space for local policies at the provincial and municipal levels,
within a policy frame set by central government.

The main objective of national transportation policy is to meet the
potential demand for passenger and goods transport under certain condi­
tions, such as that the desired physical structure is achieved, damage to
the natural environment is avoided as far as possible, and traffic safety is
promoted. From several alternatives the following national policy has been
chosen:

• to restrict the growth of mobility (measured in passenger­
kilometers), especially of motor cars in urban areas in rush
hours;

• to increase the use of other modes of transport, especially public
transport and the bicycle.

The long-term network of main roads, comprising motorways and
other important roads, is outlined in the Structure Scheme and is
developed in coherence with physical planning. The network scheme has
been derived as a result of transportation modeling (trip generation, dis­
tribution, modal split, and traffic assignment) under the conditions of a
distribution of socioeconomic activities. The scheme will be updated every
five years. A separate model has been developed for the transport of
goods. This model calculates the share of the total flow of goods that is
moved by road transport. For traffic, a classification i.s made of primary,
secondary, tertiary, quaternary, and unplanned roads. The central govern­
ment takes care of the primary roads; the provincial government is
responsible for locFll (i.e. secondary) roads; and the municipalities are
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responsible for the other roads within their territories.
Public transportation comprises:
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an intercity network, linking parts of the country and concentra­
tions of housing and employment;
regional public transport for medium and short distances, nor­
mally the bus. However, railways will become more important,
since high-volume bus links can be replaced by rail links;
urban public transport;
complementary forms of individual public transport.

No separate data files have been set up, so far, for road planning. Nor­
mally, spatial data will be supplied by other government agencies, such as
the Central Bureau of Statistics and the National Physical Planning
Agency. The matching of the data causes many problems and conse­
quently gives rise to high costs and limitations for studying transportation
problems. Many data on the road networks and traffic are available, but
they are filed in different ways in many places.

The Ministry of Transport has made a data file of roads with travel
times, accessibility measures, and spatial allocation data. This informa­
tion system was set up in 1972 and covers fifty percent of all roads, that is,
all the primary, secondary, and tertiary roads. What is missing are mainly
data on residential streets. Information on the network of roads is stored
by coding links and nodes of roads and public transport connections.
~'urthermore, there are various data files for road attributes, accidents,
intersections, speeds, etc. These files are set up and maintained by the
various owners of the roads, each in its own way. Only a limited number of
these files have been computerized. The evaluation of transportation plans
and studies is largely hampered because data are not available and files
cannot be linked with each other for this purpose. The lower levels of
administration have their own responsibilities for road planning. They have
their own data files, which are not compatible with each other.

Special attention has been devoted to the development of an informa­
tion system for commuting. Individuals perform a number of activities at
different places and at various times. As members of production house­
holds, people will go to their jobs situated at particular places. To
describe the commuting trips and activities as a transportation system, a
number of aspects have to be given attention, including:

a short.- or long-term description;
• a disaggregated or aggregated approach;

description of modal split and cost functions;
the number of subsystems and their interrelationships;

• the spatial scale.

With reference to the spatial scale, the Randsti:ld can be considered as
a multinuclear urban system. The distances to be crossed and all kinds of
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activities within this region make up a complex system. The resulting pat­
tern of daily journeys to work will change over time, for various reasons.
Some are given here:

An individual changes jobs. Without moving house, he saves on
the expense of moving, but the daily trip to work may increase.
If not moving turns out. to be worse than moving, the individual
can move to a location near his work place.
5uburbamzation is not only based on the trade-off of improved
living conditions against extra traveling costs. Very often the
greater travel distance implies an increase in job opportunities
because many suburbs have a good accessibility to other places.
Industries and business enterprises and local authorities are wil­
ling to offer employment and housing opportunities in "open"
areas, which now have a good accessibility.

The first two examples refer to the demand side, while the last example
refers to the supply side of the infrastructure relevant to the activities of
housing, employment, and commuting. From a planning point of view,
analysis of the supply side is important for structuring an area, taking into
account the availability and scarcity of space. An analysis of t.he demand
side is important in answering the policy questions about the use made of
the available infrastructure.

To develop an information system for daily work trips, both the
demand and the supply side have to be described. The Netherlands
Economic Institute at Rotterdam has developed such a system in which the
supply side is taken exogenously. It describes the daily work trip situation
for a particular period and is based on housing, employment, and commut­
ing data. On the one hand the information system focuses on aggregate
changes in moving house, employment, and traffic flows, and on the other
hand it deals with decision-making processes at the micro level. For the
aggregate approach the western part of the Netherlands is divided into a
zoning system of labor market areas (each of about 100 km2) and for the
micro approach into post.code areas (of about 8 km2

). The system covers a
period of five years.

The data for the aggregate approach are taken from a household sur­
vey carried out by the Central Bureau of 5tatistics. This is the Labor Force
Sample Survey (Arbeidskrachtentelling, AKT) of approximately 3% of all
households in the Netherlands every two years. For the micro approach a
special and stratified sample of 4,000 households was drawn from the
population of the Randstad in 1.980.

The AKT surveys contain data about housing and employment condi­
tions at the survey date and in the year before. 5tock and flow variables
can now be determined for particular times and the period between. The
low density of samples causes inaccurate results for detailed zoning sys­
tems. For labor market regions the survey figures are satisfactory. The
data are available three years after the survey and are used for monitoring
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and simulation modeling. To quantify these models, data about the hous­
ing stock and changes in stock are needed. These data are taken from the
Central Bureau of Statistics.

The information system is computerized, with an emphasis on data
storage and data editing. For communication with the system one can
apply a special user's language. For policy making the information
required is available in reports, in which several alternative projects are
presented according to various supply alternatives. It is felt that the most
important bottleneck of the system is the long period that is needed by
the CBS to produce the basic data.

6. Information Systems for Regional Economic Planning

The principal concern of regional economic planning in the Nether­
lands has been the stimulation of economic growth in those regions facing
high unemployment. In the late sixties and early seventies, it was also
directed to slowing undesired growth in the congested areas of the western
part of the country.

Macroeconomic developments are considered as a regionally distrib­
uted national problem, and regional differences as caused by differences in
composition of the economic structure. To reduce regional economic ine­
quities all kinds of infrastructure programs and capital subsidies are used
as policy instruments. In the seventies, special Regional Develop ment
Companies were founded to stimulate promising developments. Also,
government offices were moved from The Hague to the province of Limburg
and the Northern Provinces. A detailed survey of the meaning and func­
tions of these companies and offices can be found in Folmer and Oos­
terhaven (1980). Until now, regional authorities have had little direct
influence on regional policies. The provincial policies are mainly based on
financial instruments, proposed by the central government. Linked to
this, attempts have been made to increase vertical integration in the plan­
ning structure. However, these attempts have not been very successful.

The most important instruments for regional economic planning are
the investment accounts and investments premium regulations. The latter
are intended to stimulate extension of existing enterprises and settlement
of new ones. The follOWing premiums are in operation:

• investment premiums for industrial enterprises when they move
from the Randstad to economically weaker regions, when they
extend their plants if situated in such regions, or when new
enterprises are erected in such regions;

• investment premiums for "booster enterprises" in the services
sector for those enterprises bound to a specific place and with
activities fitting the economic structure;
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premium regulations for Lelystad, a new town in the reclaimed
area of Flevoland, where a subsidy is given for every new
employee.

The Investment Account Act of 1978 made it possible to obtain subsidies
and extra premiums when a new investment meets certain conditions. The
act was meant to stimulate business investments to reduce unemployment
in particular regions.

Attention is shifting from all kinds of interregional equity issues to
simple national economic efficiency. As a consequence, increasing interest
is shown in the national economic contribution of all types of regional pol­
icy measures. This implies a demand for data that offer the possibility to
investigate, both regionally and nationally, impacts of economic measures
in various regions of the Netherlands.

The Central Planning Bureau (CPB) i.s a national agency associated
with the Ministry of Economic Affairs and is responsible for the provision of
relevant economic information to the central government, wit.h respect to
regional economic policies. This information is put into a multiregional
framework. For coordination of the economic sector policy, the CPB works
closely with other government agencies, such as the National Physical
Planning Agency. For national planning and policy-making purposes, the
CPB provides the following information on regional developments:

(1) descriptions of actual regional economic developments, espe­
cially with respect to the labor market;

(2) medium- and long-term forecasts about labor market develop­
ments;

(3) long-term demographic forecasts;
(4) impact analysis of regional policy measures.

To derive this information, statistical data are needed. The Central Bureau
of Statistics provides data for four different and consistent. regional levels:

economic -geographic areas;
COROP regions: 40 statistical approximations of labor market
zones (Figure 2);
provinces: 11 administrative zones (including the polders);

• clusters of provinces (i.e. north, east, west, south) (Figure 1).

The following sets of economic data (among others) are available:

(1) Regional Economic Year figures for 1970, 1971, 1973-77, and
1978 (almost). They contain dat.a on employment (man-years),
unemployment labor force, total use, and total value added with
its component parts, for 15 to 2:3 sectors in the 40 COROP
regions. The same data are available for 23 sectors for the prov­
inces and for 30 sectors for the clusters of provinces. The
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number of sectors depends on disclosure rules. Moreover,
separate gross investment data for six types of investment goods
and for six types of destination are available for the same years
and regions.

(2) Limited-information (LI) input-output tables are available for
1960, 1965, 1970, and 1975. These tables contain domestic (i.e.
nonregionalized) purchases in 23 sectors and five output
categories for the provinces and for some city regions in the
west. The general outline of these tables is described by the
Central Bureau of Statistics (1970).

(3) Several full-information (FI) intraregional input-output tables
and some FI interregional tables are prepared by the CBS and/or
some regional research institutes Only those regions that
exerted pressure on the CBS and spent much time of their own
were able to construct such tables.

Several remarks can be made about the data. The Regional Economic
Year figures are derived from national accounts. For several service sec­
tors they simply represent the weighted sums of employment division
rules applied to subsectoral national totals. For other sectors they are
based on genuine subsectoral regional data. For most sectors, however,
difficult regionalization decisions have to be made in the case of multire­
gional companies.

The LI input-output tables contain even more regionalization deci­
sions and are, therefore, less reliable. The FI input-output tables are, in
fact, further regionalized LI tables. They are mostly constructed by staff
members of regional institutes, who are temporarily posted at the CBS.
This cooperation has proved to be successful. The FI tables are the more
reliable, the more specific the regional knowledge that is used. A lot of
guesswork is involved in all cases, however.

Most troublesome are the assumptions made about regional origins
and destinations of fiows of goods and services. Data on internal transport
are available in the Netherlands. They are useful for transport research
but may hardly be used to estimat.e int.erregional fiows in value terms. The
difficulties involve: restrictions t.o goods, incompleteness, unspecified con­
tainer transport., the existence of transport. chains, specification of prices,
and assignment of goods to sectors. Nevert.heless, internal transport data
may be useful in establishing at least some interregionalfiows.

In preparing multiregional forecasts, the Central Planning Bureau
deals wit.h t.he labor market, population, and the housing market. Other
relat.ed aspects, such as environmental issues, are also taken into account.

Alt.hough an integrated approach to forecasting the subjects men­
tioned is st.rongly advocated, until now use has only been made of separate
econometric models, i.e. a model for the labor market, including a popula­
tion submodel, and another model for population forecasting purposes,
including the housing market. The latter was developed in cooperation
with the National Physical Planning Agency. These t.wo models will be
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combined to take into account the interactions of the two subsystems.
For model construction the CPB uses a top-down approach, the

national developments being used as conditions for regional development,
i.e. national economic development per sector and the total population of
the country. The models of the CPB are now using two main policy instru­
ments: investment premiums and regional housing distribution policy vari­
ables. The CPB uses the provincial level for a zoning system. Further­
more, a separation into size sectors, including the government, is made,
while the population is divided by five-year groups and sex. There is a need
to regionalize the model structure, so that better use can be made of func­
tional zoning systems, such as housing markets. Moreover, there is grow­
ing attention to other economic factors, including investments and pro­
duction variables. The availability of such kinds of data is stimulating.

Apart from the CPB models the use of data for regional planning is
rather limited. Annual figures are rarely used for policy purposes. There
is, however, one exception: the estimation of the effectiveness of Dutch
regional industrialization policy and extra employment programs. Fur­
thermore, the Central Planning Bureau has built a multiregional invest­
ment allocation model using the Regional Economic Year figures. For pol­
icy purposes, however, the CPB almost exclusively relies on its multire­
gionallabor allocation model (van Delft and Suyker 1981). Other applica­
tions are mostly confined to academic experiments and research.
Limited-information input-output tables are rarely used for the subse­
quent construction of full-information tables. The few Fl tables that are
constructed, however, are used very often, especially for the Rijnmond
area and the Northern Netherlands.

In summary, there are three main fields of application in the Nether­
lands (Oosterhaven 1981). Firstly, Fl tables and the models built on them
are used for descriptive purposes. They deal with multiplier analyses and
address questions such as which regions contribute to national welfare and
what the government contributes to regional welfare. Secondly, they are
used for impact analyses. Several regional policy projects, especially for
the relocation of state services, have been tackled by (inter)regional
input-output models to estimate their economic impacts. Thirdly, pro­
gramming models have been built, inter alia, to investigate the impacts on
regional sector structure of energy and environmental policies.

It is important to note that impact and programming analyses require
considerably more information than is contained in the PI tables and that
this extra information concerns mainly problem-specific data.

7. Conclusions

The regional planning structure in the Netherlands can be character­
ized as a system of permanent activities in plan formulation, implementa­
tion, and evaluation. Realization of plans depends to a large extent on a
joint effort of the various levels of administration, and especially on the
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collaboration of provinces and municipalities.
Because of the decentralized planning system and the variation in

decision structures, the usefulness of integrated information systems is
limited. General policy issues are too abstract as a base for an informa­
tion system. Experiences have taught that ambiguity in interpretation can
arise and that it is difficult to define appropriate indicators for policy
issues. This is partly the reason for the limited consequences of monitor­
ing analysis.

In general, it may be concluded that many different information sys­
tems and sources are available upon which Dutch regional planning is
based. Unfortunately, the systems vary tremendously in quality and
accessibility. Many data sources appear to be incompatible; for instance,
because of a different time scale, different zoning systems, or different
definitions. In addition, there is some (unproven) feeling that a lot of data
are hardly used in planning practice. Many data-gathering activities seem
to be passive exercises in the collection and neat arrangement of
numbers, which are vaguely thought to be relevant.

The outline of the present situation of data supply in Sections 4-6
shows that further development of policy-oriented research into r'egional
and national economic impacts of particular planning measures is particu­
larly hampered by the cost and obsolescence of full-information
input-output tables. On lhe other hand, the empirical richness of the
figures for Regional Economic Years is not used as well as it could be.
These two problems are closely related and should be solved simultane­
ously. Firstly, it is recommended lhat publication of the Regional
Economic Year figures is made quicker, and that the figures are supple­
mented with data on regional sectoral foreign imports and exports, at
least. This will make the figures more attractive for research other than
input-output research; and the figures will serve better for updating exist­
ing FI input-output tables. The publication of limited-i.nformation tables
also needs to be speeded up considerably.

Another important issue is that at present all economic data are gath­
ered according to the Standard Sectoral Classification. At the national
level in general and at the regional level in particular, this classification is
becoming more and more irrelevant for policy analysis. Apart from the old
problem of introducing new sectors, this is mainly due to the presence and
functions of multinational and mulUregional companies. It is advisable to
look separalely into matters involving these companies.

Unlil now, regional information systems have primarily concentrated
on the colleclion of "hard" numerical information. Little attention has
been paid lo qualitative informalion, despite some promising new develop­
ments in the field of regional monitoring. Evidently, regional planning can
never solely be based on statistical data bases: qualitative data are also
necessary. The qualitative data needed include both "facts" (e.g. approved
policies, commitments made, and events) and "opinions" (e.g. public atti­
tudes toward certain issues, proposals under consideration, and informa­
tion on emerging policies). This is an interesting new avenue to explore.
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Most effort throughout the last decade has been put into data collec­
lion and data organization. Except for regional economic planning, hardly
any attention has been paid to modeling frameworks that allow an under­
standing of current relationships and projeclions of trends. However,
there are some signs on the national level of physical planning that some
more steps will be taken in this direction, especially with demographic
data. It is to be hoped that other sectors of physical planning will follow. A
routine assessment of linkages and effects of change upon a system should
be a necessary ingredient of any monitoring procedure. Models can be
used for this purpose, provided that they are linked with an appropriate
and up-to-date information base. However, such a situation is not (yet)
customary in Dutch regional planning.
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CHAPTER 23

Information Systems for Integrated
Regional Planning and Policy Making
in Czechoslovakia

Antonin Drozd

1. Regional Planning Characteristics
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The rapid development of the national economy in Czechoslovakia is
bringing about not only a quantitative but also a qualitative growth in pro­
duction. To maintain or increase the rate of development, it is necessary
to improve management and planning. Regional planning at all stages is
an integral part of national economic planning. This creates the conditions
that enable regional development to play an active role in the formation of
a rational structure for the national economy and to direct effectively the
complex socioeconomic development of regions, districts, and agglomera­
tions, as well as functionally demarcated territorial units with specific
economic problems.

The improvement of regional planning inevitably involves develop­
ment of an improved information system, because the growth of planning,
in both size and complexity, is leading to a sharp increase in the volume of
information being dealt with in the planning process. Thus, the time
required for preparing planning and management decisions has been
increased, as has the effectiveness of planning and management bodies.

The aims of socioeconomic development in regions have also become
more interrelated. The improvement of material conditions and the
fulfillment of human needs have become more and more the basis for
development of the socialist society, and are bringing about the develop­
ment of new planning methods that require new kinds of information.

With reference to activities outside the production sector, there is a
need for information on social aspects and trends, such as the use of spare
time and population mobility, which determine the development of society.
The vertical, departmental way of planning does not fulfill thoroughly its
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function of policy making at all spatial levels, and so horizontal interrela­
tions among societies at the regional level are gaining more significance,
since the satisfaction of societal needs is associated with the space in
which members of society perform various activities.

2. Tasks of Regional Planning

The rational spatial arrangement of socioeconomic activities is a
prerequisite for implementing the basic economic law of socialism. On the
one hand it is a factor in national economic efficiency, which contributes
to the creation of resources for the all-round development of society, and
on the other hand the spatial arrangement influences the standard of liv­
ing through the social infrastructure.

For these reasons the government of Czechoslovakia, in line with the
law on national economic planning, issued regional planning regulation 197
in 1974, and the governments of the Czech and Slovak Socialist Republics
introduced further regulations in June 1977. The regulations are based on
the principle that regional planning provides for the harmonious develop­
ment of regions as one of the decisive preconditions for continuous and
balanced growth of the national economy.

Regional planning, in line with the governmental regulations, has the
following main objectives and tasks:

(a) achieving a rational regional structure within the national econ­
omy;

(b) determining and developing the basic functions to be fulfilled by
individual regions in connection with the socialist division of
labor: these functions arise from the natural and economic con­
ditions of regions and from the approved structures of settle­
ments;

(c) balancing economic and social activities in the regional organiza­
tion of productive and nonproductive industry and environmen­
tal care;

(d) directing development of settlements, especially through alloca­
tion of housing construction and pu blic and technical facilities;

(e) allocating branches of industry and activities according to the
specific circumstances and resources of individual regions so
that, in particular, the conditions for effective territorial special­
ization, coordination, and management of production may be
created;

(f) evaluating the economic and social levels of individual regions
and determining targets for their development;

(g) achieving a regional balance of manpower resources and require­
ments, with respect to qualification, age, and sex, by distributing
young people and directing migration.
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These tasks are implemented through a system of regional plans, which, as
far as their contents and planning period are concerned, link up with the
system of national economic plans.

In terms of planning period, three kinds of plan are distinguished:

(a) Long-term perspectives (for 15 years) determine the basic direc­
tions of regional development with respeel to the mutual links
with elements of sectoral development.

(b) Medium-term regional plans (for a period of five years) specify
the regional balance of aims and tasks that are specified in the
long-term perspectives, and determine the ways of ensuring
regional socioeconomic development. At present, the main
emphasis of regional planning aelivity lies in medium-term
plans.

(c) Executive plans are used to detail the tasks given by medium­
term plans, especially in manpower and investment for construc­
tion, including that for housing. Today, however, their function,
above all, is to correel medium-term plans on the basis of
evaluation of the preceding year. Executive plans cover a period
of one year.

In accordance with new measures in the system of planned management in
Czechoslovakia, regional planning is gradually shifting to the longer term,
Le. to a period of 10-15 years.

The basic territorial unit in regional planning is an area of a region.
For some types or parts of regional plans, a division by distriels is used,
including traffic channels, or, if need be, by territorial, industrial, or set­
tlement agglomerations.

The basic principle employed when developing regional plans is the
agreement of state, regional, and economic plans. This is primarily
guaranteed by continuous information exchange and comparison and
unification of standpoints of all planning agencies and organizations.
Regional plans include tasks, limits, and indicators for the activities of
agencies and organizations in the relevant area of a region. Furthermore,
they describe economic means of development, differentiated according to
the conditions of the branches of industry and the regions. Successful
implementation of regional planning requires continuous solution of many
methodological and organizational questions, and relies on the information
system.

3. Definition of Regional Development Management for the
Purpose of Information Provision

Management of regional development is a subsystem of national
development management in Czechoslovakia and therefore has the follow­
ing characteristics. In theory it is relatively autonomous in its aims and
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functions. It respects the principles of the federal organization of the
state. Thus, institutionally, it is organized as two relatively independent
systems. Regional development management is applied only indirectly.
Management principles are implemented by means of relationshi.ps with
particular systems or by specifying the required behavior of management
objects (e.g. regional economic tools). Its objectives, functions, and
behavior are mostly determined through legislation. It creates a firm
planning framework, particularly in the institutional sphere.

The latter property has led the Research Institute for Development of
Cities and Districts to employ an organizational (institutional) viewpoi.nt by
which to define the regional development management system, as shown in
Figure 1. However, the system conceived in this way has been unsolvable
as a whole, so it has been necessary to demarcate it, as indicated by the
broken line in Figure 1. As a basis for this approach, the Institute has
taken the main users of the regional development management system to
be the Czech and Slovak planning commissions, and to them are linked
various institutions.

4. Characteristics of an Information System for Regional Planning

An information system for regional planning should contribute to
finding new indicators of regional processes, to the arrangement of these
indicators in information flIes according to the needs of regional develop­
ment management, and to the provision of stored information of suitable
quality in the time required.

An integral part of the information system is its documentation store,
whose function is mainly to preserve written and graphic information so as
to assist the top management of regional development. The store consists
of two basic forms: microfiche, which stores analytic and conceptual arti­
cles, as well as results of investigations, etc., and microfilm, which records
mostly graphic works and maps regarded as having major importance for
regional planning.

In developing an automated information system for regional develop­
ment management of the national economy, we believe that the system
should have the follOWing attributes:

• The information should be in such a form that it can be used for
several purposes.

• The overall volume of data stored in the computer systems
should be reduced by arranging the data in a hierarchy and
aggregating them at higher organizational levels.

• The efficiency of technical means for collecting, transferring, and
distributing data should be increased.
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Figure 1 The regional development management system. BIML: bodies of inter­
mediate management links.

• Methods of processing and presentation of information should be
rationalized.

We should also take into account some specific considerations:

• The objectives and required. behavior of the regional planning
system are mostly determined by legislation. and thus a firm
framework should be created in the institutional sphere.

• The forms of management are mostly indirect, which implies
that individual decision making does not influence directly the
elements of regional development.



380

•

•

A. Drozd

The organizational units of the system are not predominantly in
a position of direct superiority or subordination.
Nonquantitative information has to be dealt with .
The frequency of using and reusing information at high levels of
management is lower than at lower levels of management.

5. Organization of the Information System

In order to formulate the basic structure of the information system,
the regional development management system is considered as a system
with a complicated structure, which can be investigated from various
points of view, thus permitting the system to be divided into specific
classes of subsystems. We assume that the present top management sys­
tems cannot be represented by only one kind of definition of elements and
their linkages. In describing the elements and linkages, it is useful to con­
sider the following aspects of management: (1) subject maller, (2) func­
tion, (3) organization, (4) information, and (5) technology.

Initially, the most important aspects are the subject maller (problem
of indicators) and the functional aspect (involving concrete output infor­
mation), because the input information will be stored by subject matter
and the output information carriers are grouped by function. We maintain
that the application of further, more detailed aspects will be useful only at
a higher level of differentiation. The relationships between the com­
ponents of the subject maller and functional aspects of the information
system are represented in Figure 2.

The transition of data to information is made in the methodological
sphere, where a method or algorithm determines how output information
is processed and which data are needed for it. The convention has been
applied that data become information only if they communicate something
new to the recipient and are supplied to the appropriate place in an
appropriate time.

5.1. Organization According to Subject Matter

As shown in Figure 2 and Table 1, nine subject matter subsystems (of
the first class) have been defined. The input data were filed in nine regis­
ters of a data bank. Analysis of the system of regional development
management at an overall level has allowed us to resolve these subsystems
into individual phenomena, processes, and activities and to determine the
kind of output by which every activity is represented. From this more
detailed structure we have identified subsystems of the second and third
classes, and this has led to definitions of temporally and spatially
diversified indicators. The subject matter subsystems of the second class
are given in Table 1.
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Table 1 Subject matter subsystems of information system.
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1. Natural conditions
1.1. Geological structure and

mineral resources
1.2. Soil

2. Population and manpower
2.1. Population: groups of individuals
2.2. Population: groups of societies

(families, households)
2.3. Manpower: resources

3. Infrastructure
3.1. Transport
3.2. Power networks

4. Settlements and nonproductive sphere
4.1. Housing services
4.2. Municipal economy, producer

cooperatives
4.3. Education
4.4. Culture, adult education
4.5. Health service, social care

5. Productive sphere
5.1. Centrally controlled industry
5.2. Local industry
5.3. Agriculture, fishing
5.4. Forestry

6. Investments and fixed assets
6.1. Investment construction
6.2. Capacities acquired by investment

construction

7. Bconomic level
7.1. Utilization of natural assets
7.2. Utilization of economic

conditions
7.3. Development of productive

forces

B. Standard of living
B.1. Incomes of population
B.2. Expenditures of population
B.3. Consumption in kind
B.4. Common consumption

9. Bnvironment
9.1. Cleanness of atmosphere
9.2. Cleanness of water
9.3. Devastation, recultivation of areas

1.3. Water
1.4. Atmosphere, climate
1.5. Preserved natural sites

2.4. Manpower: needs
2.5. Young people: preparation

for occupation

3.3. Communications
3.4. Water supply, sewerage

4.6. Trade, public catering
4.7. Physical training, sport
4.B. Tourist travel, recreation
4.9. Banking, administration, other

nonproductive activities

5.5. Construction
5.6. Industrial supply
5.7. Science, technical development

6.3. Fixed assets

7.4. Completion of infrastructure
7.5. Investments, quality of fixed

assets
7.6. Connection with integration

B.5. Residential milieu
B.6. Household conveniences
B.7. After-work activities of

population

9.4. Other kinds of environmental
depreciation



382

Table 2 Functional subsystems of information system.

A. Drozd

1. Methods and management
1.1. Creation of legal documents delimiting managerial procedures ir, regional develop­

ment, and management of national economy in particular: the role of regional plans;
the function of regional plans in the framework of republican plans; development, im­
plementation, and checking of regional plans; relationships between bodies and or­
ganizations involved in the development of regional plans

1.2. Development of methodologies for determining the content, form, and way of submit­
ting draft plans, and for defining the participation and obligations of bodies and or­
ganizations in their preparation

2. RegionaL anaLyses
2.1. Analyses of the present and planned rates of utilization of natural and economic

resources in individual regions; conditions and limits on their further rational
development

2.2. Regional balances: population and its distribution; manpower resources and their
distribution; young people and their distribution; dwelling stock and its development;
territorial distribution and utilization of construction capacities in relation to invest­
ment construction

2.3. Analysis of effectiveness of intraregional and interregional relations
2.4. Analysis of economic development in individual regions
2.5. Analyses of state and development of productive and nonproductive branches
2.6. Analyses of state and development of economic and social levels in regions
2.7. Analyses of development of settlement structure

3. RegionaL pLanning, prognoses, and concepts
3.1. Forecasting
3.2. Development of concepts (state and development of branches of industry in individu-

al regions)
3.3. Development of long-term perspectives of regional development
3.4. Development of medium-term regional plans
3.5. Development of executive regional plans

4. AppLication of economic tooLs in regions
4.1. Elaboration of standpoints for the allocation of new productive capacities
4.2. Elaboration of standpoints for liquidation of inefficient productive capacities
4.3. Approval of regional balances
4.4. Insurance of regional proportionality by means of stimulative or damping regional

economic tools: regional allocations according to estimated costs; reduced rates of
fixed assets for a determined period after the end of an investment project; contri­
bution of an investor to a national committee budget for covering induced supple­
mentary investments; allocations to cover costs involved in construction of infra­
structure; allocations to cover interest on investment credits; allocations to cover
expenditures associated with shifts in production programs; allocations to cover ex­
penditures of training workers and of constructing facilities for apprentices; invest­
ment allocations for projects that contribute to regional development, to increase
employment, or to implement territorial plans approved by the government; ex­
traordinary allocations for resolving shortcomings in facilities in the borderland

4.5. Determination of limits to the bodies of intermediate management links
4.6. Review of progress of investment projects

5. Executive management and checks
5.1. Proposing sanctions for inadequate agricultural activities
5.2. Proposing sanctions for pollution of environment
5.3. Checking activities of enterprises and organi.zations in the utilization of regional

economy tools
5.4. Providing reports. etc. on regional development to appropriate bodies
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5.2. Organization According to Function
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The functional aspects of the planning information system include the
items in Table 2. These aggregations create a basis for formalizing
management processes and routine activities that can be represented by
algorithms.

Subject matter subsystems
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Figure 2 Relationships between subject matter and functional aspects of the in­
formation system,

6. Components of the Information System

There are three relatively independent parts in an information sys­
tem: input data, stored in such a way that they are available for diverse
uses; output of information, taking into consideration the appropriate
forms of utilization of the data bank; and a set of algorithms and methods
to transform the stored data into output information. The diversification
of subject matter into subsystems is reflected in the arrangement of the
data bank, the data base of which is divided into the corresponding regis­
ters. This ensures mutual independence of application programs and data
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Figure 3 The position of the data bank in the information system. Full arrows:
processing of input data; broken arrows: processing of output information.

Three catalogues describing the individual components of the infor­
mation system have been established: a data catalogue, a catalogue of
standard (formalized) output, and a catalogue of algorithms and methods.
In addition to the catalogues, a data "passport" card has been designed for
communication between persons engaged in solving subject matter prob­
lems of regional development management and the designers of the infor­
mation system. The various components are shown in Figure 4.

The catalogue of data provides a survey of which data are or will be
stored in the data base, and of their information content. It also serves as
a user's manual for specification of data requirements by a question-and­
answer technique. The catalogue aids the designers of the information sys­
tem in making extrapolations from the data bank and its documentation
and in making an inventory. It permits connections to be made between
individual information systems of the national information bases.

The catalogue of standard output files informs the user of the possi­
ble standard kinds of output. The contents and form of the output files are
decided by the user or are specified on the basis of an analysis of needs for
particular decision-making processes. Essentially, the output prod uct_s
depend on the particular problem of regional development.

The catalogue of algorithms and methods contains a description of
the characteristics of the input and output links with the regional develop­
ment management system. These links between different types of data
flow are shown in Figure 5.

Also, a description of model algorithms is included in the catalogue.
The models are only gradually being connected to the integrated informa­
tion system as they are improved. The biregional decision-making model
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Figure 4 The descriptive parts of the information system in relation to the other
components.

of national economic development treats national intentions for economic
development as an exogenously given variable, while the regional aspects
of this development, i.e. the macroregional division of resources and the
qualitative characteristics of their utilization, are determined by solulion
of the model. It permits not only a top-down procedure (from state to
macroregion to region), but a bottom-up procedure too.

The multiregional model of national economic development distin­
guishes between two groups of regional sectors. In the first group are the
branches that create the economic base of a region (industry, agriculture,
construction). The second group is composed of the remaining sectors in
the productive and nonproductive spheres, and it mainly ensures the
needs and services for the regional economy and its population. The
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output from the model provides a quantitative idea about regional alloca­
tion and proportionate internal arrangement of productive forces, and
about the overall economic and social development in individual regions.
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Figure 5 Different kinds of fiows of data and information in the system of regional
development management.

The information system being developed on the basis of the described
methodological approaches is designed to be run on an IBM 370/148 com­
puter system with a central data base.

7. Conclusion

An automated information system has been designed and is being
gradually implemented in Czechoslovakia, and some of its subsystems,
including population and manpower (316 indicators were utilized and
1,481,580 items of data were stored in this subsystem in 1980) and housing
construction planning, have been experimentally verified and are already
used in planning practice. Individual subsystems are gradually being com­
pleted, with respect to subject matter and functional utilization for the



Information systems for regional planning in Czechoslovakia 387

needs of planning bodies.
The development of this information system and the research into

regional development management in Czechoslovakia have revealed a
range of problems. At the same time, some possible ways of solving them
have been found, where positive results have been achieved in the provi­
sion of information for regional development.

This chapter could only address some aspects of the information sys­
tem for socioeconomic regional development planning. The implementa­
tion of the information system will require a large amount of research, and
the research endeavors of individual countries will have to be coordinated
so that progress may be accelerated.
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CHAPTER 24

Information Systems for Integrated
Regional Planning and Policy Making
in Finland

Olli Janhunen

1. Introduction
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Among European countries Finland is relatively large and very
sparsely populated. With over 300,000 square kilometers of land and about
28,000 square kilometers of inland waters, the average population density
is 15.7 per square kilometer; in the densest southern province it is 114.5,
whereas in Lapland it is only 2.1.

For administrative purposes Finland is divided into 12 provinces
(including the autonomous Aland) and 461 municipalities The municipali­
ties have self-government and have formed 20 associations for the
administration of physical planning and several other groups for different
activities (e.g. health care). The municipalities raise taxes independently
of the state but the state grants subsidies for certain functions to preserve
equal services all over the country. The importance of these subsidies has
been growing gradually and reduced the actual independence of the muni­
cipalities. Excluding the above-mentioned basic divisions, Finland is
divided into dozens of other administrative regions under sectoral minis­
tries and other bodies of the central administration. These regions some­
times coincide with the provincial borders, but very often not.

The industrialization of Finland started relatively late and was heavily
dependent on forestry until the Second World War. The share of the
economically active population in primary industries diminished by only
15% between the turn of the century and 1940. After that the change in
the industrial structure accelerated and from 1945 to 1975 the economi­
cally active population engaged in primary production fell from 65 to 14%.
In the sixties and at the beginning of the seventies the change was one of
the quickest in the world. Uneven growth rates in the southern parts of
the country compared with other parts contributed to heavy migration
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flows. These accentuated regional problems and made regional planning
and modeling very difficult since the trends created unfounded expecta­
tions of continuous growth in the expanding regions and fears of increasing
stagnation in the poorer areas.

As well as regional policy making, strategic and operative planning,
modeling, and information production are fairly decentralized in Finland.
Since the "actors" are many, a high degree of consensus on policy meas­
ures, models, and the structure of information systems must be attained
before integrated operational systems can be constructed that have the
ability to penetrate the whole regional planning and policy-making pro­
cess.

2. Regional Planning and Policy Making

This section will describe briefly the organizations participating in the
regional planning and policy-making process in both the physical and
socioeconomic sectors The development of regional policy measures will
then be discussed on the basis of a study carried out in the Office of the
Prime Minister (PMO).

The actors in the regional planning and decision-making sectors can
be classified according to the nature of their functions roughly as follows:

Socioecono77tic pLanning
Office of the Prime Minister
Functional ministries
Provincial governments
Municipalities

Physical pLanning
Ministry of Domestic Affairs
Regional planning associations
of municipalities
Municipalities

Pressure groups
Central organization of cities and towns
Central organization of other municipalities
Central organization of regional planning associations
Commission for the cooperation of the metropolitan area of Helsinki
Voluntary associations of planners, scientists, etc.

Since the municipalities have self-government, binding directives for
planning must be based on legislation regulating the self-government. The
present legislation presupposes a municipal plan whose structure and con­
tents in the socioeconomic sector are mainly optional, although it must
contain some common elements (e.g. a plan for the production of dwel­
lings). This is underst.andable when the variety of Finnish municipalities is
taken into account. The smallest municipality has a population of 133,
whereas the population in Helsinki numbers about 480,000. Municipal
areas range from 6 to 15,000 square kilometers.
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In the field of physical planning the regional planning associations
frame general land-use plans of different stages. The ultimate monopoly of
physical planning lies with the municipalities, although the plans must be
approved by the Ministry of Domestic Affairs. Rejected plans are returned
to the municipalities for revision; they cannot be changed in the bodies of
central government.

The planning functions of the municipalities are coordinated by their
own central organizations. The first recommendations based on the
revised legislation for municipalities were made at the turn of the decade.
It is to be expected that progress toward coherent municipal plans is
slowest in the small municipalities, with simple societal and economic
structures, and in the largest cities, where much more refined methods
than average are needed to resolve planning problems and to weigh politi­
cal options in a complex societal environment.

The regional policies of the state are coordinated by the PMO. Tasks
include the preparation and implementation of regional legislation, fram­
ing of plans according to different time spans, and regional modeling. As
well as the PMO, sectoral ministries without a regional organization of their
own (e.g. education and social affairs) cooperate with the departments of
provincial governments, where much of the operative planning takes place.

The scheme in Figure 1 describes the structure and timing of the
present regional policy planning system in Finland. Some critical
remarks concerning the integration of the system with other planning sys­
tems can be made. According to the scheme the municipalities should
utilize the provincial plans in their own planning systems but, at least in
the seventies, the linkages between the planning system of the PMO and
planning systems of the municipalities have been very weak. During the
first planning rounds in the seventies the municipalities and the regional
planning associations were inclined to use different growth rates than the
PMO in the forecasts of regional development. At the same time attitudes
to the centralized guidance of planning were not all favorable in the prov­
inces, which had a disintegrating effect on the whole planning system.
Declining growth rates in the national economy have since had the oppo­
site effect and made the achievement of common basic premises easier.

Outside the "bureaucratic" planning and decision-making systems,
the scientific sector has been relatively active in the analysis of regional
planning problems and in regional modeling. When regional problems
gained momentum in the seventies, new universities and high schools with
research institutes for predominantly regional scientific interests were
erected. Discussions and studies of the alienation of citizens from munici­
pal political decision making led to demand for restructuring the munici­
pal planning and decision-making systems at lower regional levels. The
outcome has so far consisted of voluntary committees, which frame alter­
native physical plans to compete with municipal solutions. Whereas con­
frontations are usual in the cities, in some small municipalities the com­
mittees work hand in hand with the municipal authorities.
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2.1. The Development of Regional Policy Measures

393

The following analysis of the development of various policy measures
is a quotation from a study of the Office of the Prime Minister (1982), which
gives a clear-cut description of Finnish regional policies and their effects.

Regional differences in the pace of development were taken into
account in the allocation of certain appropriations in the state budget
as early as the 1920s and 1930s. The earliest specific regional policy
measure dates from the 1930s, when regional scaling and zoning for
agricultural subsidies were adopted, according to which a relatively
larger production subsidy was paid in areas with higher than average
agricultural production and transport costs. A similar procedure is
still in practice.

In the 1940s and 1950s following World War 11, regional considera­
tions were emphasized in the allocation of state employment appropri­
ations for the benefit of unemployment areas in northern, eastern, and
central Finland. Investment in regional infrastructure (road networks,
power stations, and electricity supply) was also oriented towards these
areas to alleviate structural unemployment. The regional employment
situation was in some cases also taken into account in plans for siting
public enterprises.

The 1958 Act on Tax Reliefs for northern Finland was the first
specific regional policy measure aimed at industry. Accordingly, newly
established industrial enterprises in the provinces of Lapland and Qulu
were exempted from state income and property tax during the period
of 1958-1967.

The first phase of regional policy: Acts on Development RegioTk<; for
1966-1969
The establishment of the Regional Development Committee in 1963

can be regarded as the first phase of systematic regional development
policy. The Committee was charged with draWing up a comprehensive
economic programme aimed at stimulating industrial and commercial
activity in underdeveloped areas, particularly within the manufactur­
ing branch. The first acts on development areas were enacted in 1966
on the basis of bills submitted by the Regional Development Commit­
tee. These laws were in force from 1966 to 1969, encompassing, as a
general law, the Act on Economic Advancement in Development Areas,
and, as statutes, the Act on Tax Reliefs granted to manufacturing
industries in development areas as well as the Act on Credits to
Development Areas for investment in manufacturing and certain other
branches.

The Act on Economic Advancement in Development Areas defined
for the first time the so-called first and second major zones for
development areas, serving as the basis for regional policy measures in
these areas, i.e. tax reliefs and investment credits. In the context of
the enactment of these first acts, an Advisory Board for Regional
Development was set up as an advisory body to deal with the planning
and research for regional development policy.
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The second phase of regional policy: Acts on Development Regions
for 1970-1975
The second acts for the period of 1970-1975 on development areas

were passed in 1969. This legislation includes as a general law the Act
on Economic Advancement in Development Areas, and, as statutes, the
Act on Credits to Development Areas, the Act on Tax Reliefs granted to
stimulate productive activity in developing regions, and the Act on the
Improvement of Vocational Training in Development Areas.

The range of measures for regional development was considerably
extended during the period the second acts on development areas were
in force. The Act on the Regional Development Fund Ltd. entered into
force in 1971. as did the Act on Interest Subsidy Credits granted to
municipalities located in development areas in order to promote busi­
ness activity. The Acts on Transport Support for Development Regions
and on the Financing of Productive Activities for labour force policy
purposes in development areas entered into force in 1973. A decision
on building industrial villages in three localities in developing regions
was reached the same year.

The third phase of regional policy: Act on Promotion of Regional
Development for 1976 to 1981
The second series of acts 011 development areas was followed in

1975 by a general law applied nationwide on the promotion of regional
development, as well as by a statute concerning supports for produc­
tion activities in development areas. These laws remained in force
from 1975-1979 and after minor revisions in 1979 until the end of 19B 1.

The Act on the Promotion of Regional Development stipulated the
operational lines in regional policy for the latter half of the 1970s by
seeking to achieve regional policy objectives through government sup­
port of production activity and by gUiding the choice of location of
enterprises and public services. The act additionally obliged ministries
and subordinate authorities to focus particular attention on promoting
balanced regional development in discharging their fWlctions. Provi­
sions in the act pertained to the support of productive activities in
developing regions in the form of investment, start-up, and education
and training subsidies granted to enterprises. The majority of the
measures initiated by earlier legislation were still in force in the latter
half of the 1970s.

Regional policy objectives were of primary importance in the allo­
cation of several other items of central government expenditure as
well in the latter half of the 1970s, notably regional support for agricul­
ture, state housing loans, state employment appropriations, and subsi­
dies granted both to local government and the private sector to allevi­
ate unemployment. Regional policy has also played a role in the alloca­
tion of credits by the Investment Fund of Finland.

In the past few years, efforts have been made to raise the
effectiveness of regional policy through public sector measures by
means of specific regional projects intended to improve the prere­
quisites for growth in some of the least developed parts of the country.
Legislative development of public services has also contributed to
balancing regional development. The main emphasis in the implemen­
tation of several broad educational, social, and health care reforms,
particularly those initiated in the early 1970s, was laid at first on
development areas.
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Municipalities also took an active part in promoting industrial and
commercial activities in the latter half of the 1970s. In recent years,
construction of industrial estates by municipalities has considerably
expanded and a clearly greater number of loans and guarantees have
been awarded to enterprises.

The Act on the Promotion of Regional Development also diverged
from earlier regional policy general laws in that it prescribed the
arrangements of special regional policy planning under the name of
the planning system for regional development.

Regional development planning was spread over different adminis­
trative levels according to the principle of multilevel planning [Figure
1]. On the intermediate level of administration, regional development
plans for provinces were drawn up under the supervision of provincial
governments. On the central administration level, the ministry con­
cerned was charged with drafting the regional development plan in the
relevant administrative area, taking the provincial plans into account.
The Office of the Prime Mmister was charged with the responsibility for
the control and coordination of regional development planning.

The number of the population and jobs projected for each province
also held a leading position in the regional policy planning scheme in
the latter half of the 1970s. In this plan, the Council of State ratified
the demographic targets set for the provinces, which were to be con­
sidered in planning impacting upon regional development.

Summary of the features and impacts of regional policy develop­
ments
An overview of regional policy targets going back to the first acts

on development areas reveals that a continuously escalating level has
been set for regional policy objectives, evident both in the increased
number of regional policy subtargets and in the higher goal level for
employment and earnings.

The expansion of regional policy and the raised level of objectives
have led to a shift from a policy line centred on development areas to a
nationwide regional development policy. Legislation on the advance­
ment of regional development introduces as a new goal "the promotion
of balanced regional development throughout the country".

As a branch of social policy, regional policy has also altered in
character along with the higher level of objectives set for it. Regional
policy has grown into a branch regionally sharing and coordinating
social policy. Regional policy has thus moved from a sectoral policy
built on development measures specifically designed for developing
areas towards regional policy impacting upon the other branches of
social policy.

A real increase in state expenditure for specific regional policy
measures has been the fundamental line pursued. Budgetary appropri­
ations for regional development measures grew swiftly in the 1970s.
Regional policy financing in 19BO amounted to approximately two per
cent of the final state budget. Subsidies allocated to enterprises in
development regions in 1975-19BO totalled 5,200 million marks. Loans
and similar subsidies amounted to about 3,100 million marks, a good
half of which was credit granted by the Regional Development Fund.
The value of assistance and corresponding subsidies was thus a little
more than 2,000 million marks.

Regional policy assistance in the form of specific measures has

395
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noticeably improved the employment situation in provinces in develop­
ment areas. According to estimates, regional policy credit and assis­
tance have contributed to creating approximately 40,000 and 41,000
permanent new jobs, respectively. These figures cannot, however, be
added together, since loans and assistance have partially been granted
for the same projects, The "price of jobs" in regional policy (amount of
support per job created) continuously rose during the latter part of
the 1970s,

Regionally, specific measures have had a favourable impact on the
development areas in zone 11 in particular [Figure 2]. manifest in
appreciably expanded industrial investment, production, and new jobs
throughout the 1970s. The provinces of Qulu, Vaasa, and Lapland
received the majority of regional policy assistance. New jobs created
through regional policy support were mainly in the province of Vaasa,
while the fewest jobs in proportion to the volume of credits and assis­
tance were recorded for the provinces of Lapland and Pohjois-Karjala
located in zone 1.

3. Regional Information Systems

This section will concentrate on the register systems, statistical infor­
mation systems, and data bases, all of which have the characteristics of
regularity and constant updating. This consideration excludes many case­
study-like information systems that may have had a strong impact on the
development of modeling systems.

3.1. General Features of the Information Systems and Collection of Data

Finland has a very advanced administrative register system, which is
frequently used for statistical and planning purposes. The core of the sys­
tem is the register of population, the roots of which go back to the six­
teenth century. In connection with the 1970 census the coordinates of all
buildings were added to the register. The updating was done according to
building permits. The coverage was reasonably good, although errors were
detected later, especially in areas for which plotting was done from large­
scale maps.

In connection with the 1980 census a register of buildings and dwel­
lings was constructed. This corrected the cumulative errors caused by the
disuse of buildings. In the building register, information on disuse and
change of use will be updated at regular iritervals.

During the present decade a register on real estate that integrates
legal and planni,ng information will be developed. Steps have also been
taken to construct a register on enterprises and establishments with a
better total coverage than the present-day registers (limited to the liabil­
ity to pay turnover taxes).

Various administrative organizations have their own registers, which
can be linked together by the identification codes of persons for statistical
purposes. For example, the 1980 census linked 14 different registers.
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Only a few questions had to be addressed directly to the respondents.
The maintenance and development of register systems belongs either

to the functional organization (e.g. taxation or pensions) or to the adminis­
trative branch of domestic affairs. The Central Statistical Office maintains
only a few registers.

3.1.1. Statistical information systems
The organized production of statistical information is fairly decentral­

ized in Finland. At the national level there are about thirty statistical
organizations, although the Central Statistical Office (CSO) bears responsi­
bility for about seventy percent of the total output of statistics. The larg­
est municipalities have statistical systems of their own, based mostly on
administrative registers.

The statistical information systems can be divided according to the
potential level of regionalization into the following groups:

(1) systems from which statistical information is produced or can be
produced on any desired regional level;

(2) systems from which municipal and higher-level statistical infor­
mation is available;

(3) systems from which only higher-level information is available.

From the register-based statistical systems information on all regional lev­
els is possible. The lowest levels, such as in the population and demo­
graphic statistical systems, are grid squares from 0.25 km2 upward. More
than 400 municipalities have defined their own hierarchical small areas.
The number of areas is about 15,000, from which some 5,000 are hierarchi­
cal levels. The areas are nowadays digitized automatically in the National
Board of Survey from the basic maps on which the municipalities have
drawn them.

The scientific sector is the principal user of census data on urban
agglomerations, which do not necessarily coincide with municipal fron­
tiers. In 19S0 the number of urban agglomerations was approximately one
thousand.

There are severe problems of confidentiality when new small-area sta­
tistical systems are constructed. Although the coordinate system grants
possibilities for any desired level of regional accuracy, most types of infor­
mation are confidential and cannot be delivered if the number of statisti­
cal items is not high enough.

Similar problems arise in the second type of statistical information
system on the municipal level, when data on entrepreneurial activity are
used. Detailed industrial classifications cannot be used even in the large
municipalities, and in small ones practically all information on enterprises
and establishments is confidential in statistical systems. This situation
leads to the establishment of redundant information systems, since some
types of information (e.g. number of employees and volume of production)
are essential in planning systems and are not considered secret at the
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level of the enterprise.
In a country like Finland the third type of statistical information sys­

tems, that is, systems based on sample surveys or aggregated provincial
information, poses a potential threat to the availability of regional infor­
mation that is detailed enough for planning purposes. Expanding and stag­
nating areas cannot be isolated inside the provinces or other higher-level
regional entities. Sample surveys are mostly used to gather information
on economic and welfare aspects of the society.

3.1.2. Municipal information systems
At the beginning of 1981 there were about twenty (now about thirty)

so-called register municipalities, which had register-based integrated
information systems of their own. For obvious reasons Helsinki has the
most complicated and advanced information system, including user­
oriented direct access systems for administrative as well as planning pur­
poses.

The revised legislation concerning municipalities placed on them the
duty to organize planning. This will enhance the construction of integrated
information systems, at least in the cities and towns. It is to be expected
that the number of register municipalities will rise rapidly in the near
future. Both the municipal central organizations and the central organiza­
tion of the regional planning associations have working groups or commit­
tees for planning strategies and operational solutions for their respective
information systems. Some discrepancies have arisen over policies; these
will be referred to later in conneclion with the development of data bases.
Schemes of the proposed information systems for the municipal and
regional planning sectors are represented in Figures 3 and 4, respectively.

3.2. Contents and Quality of Information Available

Generally speaking, regional information in Finland is abundant and
accurate enough. But when the situation is scrutinized thoroughly, several
problems can be isolated. Some of them were treated superficially in the
previous sections (e.g. accuracy of coordinates, lack of detailed regional
divisions, and secrecy problems). However, there are more severe prob­
lems, the nature of which is inherited from theoretical, conceptual, and
technological difficulties. Information production draws its frameworks
and concepts from known social theories based on known social
phenomena. Although statistical information production in Finland went
through a very extensive contextual rejuvenation and expansion process
during the first (rich) half of the seventies, the oil crises could not be
anticipated and the systems were not flexible enough to produce informa­
tion on energy stocks and flows fast enough. New information systems had
to be constructed with new frameworks and concepts, and this has taken
many years. Now, when the spot-market and even OPEC prices are going
down, we have a coherent system ready to produce information that was
actually needed several years ago. The same phenomenon is seen in the
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Figure 3 Information system proposed by the municipalities' central organiza­
tions (simplified).

environmental sector, although the changes will not be as drastic in the
short run as they were during the oil crises.

Another type of conceptual problem characteristic of the Finnish sys­
tem is that the integration of regi.ster systems and statistical information
systems is hampered by different concepts and definitions for the same
physical or logical phenomena. The register systems use "administrative
concepts:' whereas the statistical information systems use concepts
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defined in the social sciences.
There are technological problems in the rigidity of traditional infor­

mation and retrieval systems. The problem is, however, not purely techno­
logical (this will be treated later), but basically contextual. Primary
materials of most information systems can be aggregated in millions of
different ways, of which a few hundred may be logically and socially
relevant but only one is mostly chosen to be published and disseminated.
Other aggregations are costly and time-consuming. This may be called the
paradox of information production: to produce information means to des­
troy information. Technological progress may provide tools to avoid this
paradox but in the present information systems it still exists.

3.3. Information Technology

The register systems and regional statistical information systems use
almost exclusively computers, but the system solutions were traditionally
one-system solutions with tailor-made programs until the end of the seven­
ties. The adoption of data base systems started at t.he turn of the decade
and the central registers were transferred to mass memories at the begin­
ning of 19B3. This section will concentrate on the Regional Data Base,
because the updating of basic data for planning and research models is a
very labor-intensive operation if it must be done manually from statistical
publications and byproducts, even though information is abundantly avail­
able. In that sense the Regional Data Base meant a crucial breakthrough
in the integration of planning models and statistical information systems
of the state and provincial administrations. The information needs for
physical planning on the municipal and regional levels focus on grid
squares and small areas, for which integrated modeling and direct access
data base systems are difficult to construct.

3.3.1. Background and goals of the Regional Data Base
The Regional Data Base (RDB) is an end-user-oriented direct access

system for Finnish regional statistical, planning, and forecasting data. It is
the second statistical data base of the Central Statistical Office. It was
preceded by the Time Series Data Base, which does not contain regional
information.

Both data bases have been developed very rapidly using a lightweight
systems approach, prototype techniques, and modular solutions that can
be changed without changing the basic structure of the system. They are
based on aggregate data and cannot be directly linked to the items (Le.
individuals, organi.zations, etc.) behind the statistics. The smallest possi­
ble region in the data base has been the municipality up to now, but in
19B3 data on urban agglomerations will be added to the data base. Plan­
ning of preliminary tests concerning the direct access system using grid
squares, and other small areas goes on in the eso.

The development of the Finnish regional data base was started in
December 19BO, after some nreliminary research work in the CSO and in
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some planning organizations and committees. Two of the latter are worth
mentioning, because they highlight the Finnish dilemma in the develop­
ment of statistical data bases for areas smaller than municipalities.

The information system committee of the Finnish association for
regional planning proposed the development of a centralized statistical
data base referring to municipalities, grid squares, and small areas, the
data being collected by the Central Statistical Office from statistical and
register systems. The data base would have been part of an integrated
information system to be used by regional planning associations. The
other integral parts of the system were planned to be a regional system of
object information in the National Board of Survey and a parametric infor­
mation system for regional planning in the State Technological Research
Centre (Figure 4).

The electronic data processing committee of the Finnish municipal
sector took a different standpoint and proposed municipal information
systems based on administrative registers and integrating the production
of the municipalities' administrative and planning information. The conse­
quence of this approach in the long run is that much of the statistical
material on small areas necessary for planning purposes is produced
within municipalities.

These discrepancies are the main reason for the cautious attitude
taken toward complicated data base systems in the project that was
responsible for the realization and implementation of the regional data
base in the Central Statistical Office. Because of scarce resources, statist­
ical data bases provide chargeable services and must regain most of the
fixed costs and all variable costs from the users. Investments made for
the new methods of disseminating statistics in the CSO must be constantly
weighed against the breadth of future use of the systems. On the other
hand, the users always face changes in traditional cost structures when
they adopt these new systems, which are hard to operate in the short run.

The need for a municipality-level on-line data base system was,
nevertheless, unanimously accepted. It was planned and implemented in
one year using resources from the Central Statistical Office, the Office of
the Prime Minister, and the State Computer Centre. The municipal central
organizations and the central organization of the regional planning associ­
ations were also tied to the project. The major goals were as follows:

• the widest possible integration with regional planning and
research systems;

• flexibility of updating, programming, and analyzing functions;
• a simple user interface.

3.3.2. Design and contents of the Regional Data Base
The widest possible use 01 the data base requires hardware­

independent solutions, which, for the time being, are in absolute terms a
practical impossibility. Hardware dependences can, however, be mini­
mized to a considerable degree using optional means of dissemination.
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For reasons that will be explained later, the APL programming language
was chosen as being optimal for the direct access system of the RDB.
Theoretically this decision seemed to be slightly risky because the full
exploitation of the capacities of APL requires function keys that are not
available on ordinary terminals.

Although the fears proved later to be vastly exaggerated, the system
was constructed so that the primary files of the RDB can be copied on
tapes, diskettes, etc. for information systems with their own data manage­
ment products. The direct access system, on the other hand, was con­
structed so that the RDB can be used without an APL keyboard.

The core of the data base consists of multidimensional matrices that
resemble traditional statistical tables. The differences are partly logical
and partly due to the longer time span in the RDB compared with yearly
statistical publications.

The logical differences originate from the fact that hierarchical
classifications are not necessary in a direct access system with built-in
classification proced ures and computing capacity. The time span is mostly
six years, which covers the period between two censuses. It must be
admiLLed that the time dimensions are not long enough for all planning
purposes, but the basic material and the available computer capacity did
not allow much more. Even now the RDB consists of about 20 million sta­
tistical figures, corresponding to about 80 megabytes of direct access
memory.

As an example we can take one of the population matrices with three
dimensions:

1. Time
2. Sex
3. Age

1975-80
Men/women
One-year classification

When the final results of the 1980 census of population and housing are
implemented in the RDB, the number of matrices will exceed one hundred.
The present matrices are listed in Table 1.

Almost all matrices are also available for the basic regional level of
the data base, the municipality, as well as for provinces and regional plan­
ning areas. Some of the matrices cannot, however, be derived by munici­
pality because they are based on sample surveys or because they are
theoretically impossible to be regionalized to this level. The most impor­
tant of these are the matrices of regional accounts, which are available
only by province. Some of the matrices had to be cleared from
confidential data since the municipality level with, for example, the stan­
dard industrial classification (SIC) produces industrial classes in which
there are less than three establishments.

Because many administrative planning organizations use their own
regions and because scientific research needs regional divisions that are
based on social variables, a file with regional codes and the most important
variables, such as area, population, unemployment, and industrial
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structure, was constructed. With it the user can, for instance, obtain
information on municipalities from the third development zone whose
income level exceeds the desired level and whose rate of unemployment is
lower than a certain percentage. The user can then retrieve information
from the matrices of the data base using just those municipalities that
met the desired conditions. He can also define regional classifications of
his own and proceed as already described.

These features of the system have been widely used in the prepara­
tion of regional legislation (PMO) and the planning of new provinces.

3.3.3. The direct access system
The program products of the direct access system were developed by

the State Computer Centre. Ready-made products that could have fulfilled
the requirements of integrated information retrieval, analysis, and graph­
ics were not available on the open market. The program is an APL-based
statistical matrix program with linkages to various standard programs in
the APL environment.

APL was chosen because of its excellent matrix-handling capacities,
after the rejection of a data base system using primary data. With these
solutions the costs to the customer could be reduced considerably.
Another reason for the choice was that the language is widely used in plan­
ning systems of the state administration, and the integration of planning
models and statistical information is easy to achieve. The third reason was
the general logic of the language, which is easy to comprehend without for­
mal training.

The program package of the Regional Data Base consists of three
parts: matrix retrieval, regional coding, and editing and standard program
linkages. The matrix retrieval program allows the user to splice and clas­
sify the basic matrix according to information needs. The result is a
numerical matrix with no written information or identification codes. The
physical position of the data in the matrix of the user defines the dimen­
sion (variable) and its classes for every dimension. Texts and codes are
brought in later.

The syntax of the matrix retrieval program is a stepwise menu syntax
in Finnish, where the user defines: the type of region (municipal/higher
levels), the region(s), dimensions (variables), classes for each dimension,
and processing alternatives. An experienced user can neglect the menu
syntax and define all commands in one sentence, which can also be stored
for repetitive use.

Regional coding is done with the help of a slightly revised APL Data
Interface (ADJ) program, using English query language in the standard
parts and Finnish in the revised parts of the program. The classifications
of the users are stored in the active work spaces until the user decides to
go to the matrix retrieval program with all necessary classifications.

The third part is a mixture of standard programs and programs
created for the RDB. The functions produce text for the numerical
matrices, count indices and percentages, draw graphs, etc.
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Table 1 Contents of the Regional Data Base. For each matrix, the name of the ob­
servational variable, the classification variables, and the years are listed.

1.
2.
3.
4.
5.
6.
7.
8.
9.

10.
11.
12.
13.
14.
15.
16.
17.
18.
19.
20
21.
22.
23.
24.
25.
26.
27.
28.
29.
30.

31-35.
36.
37.
38.
39.
40.
41.
42.
43.
44.
45.
46.
47.
48.
49.
50.
51.
52.
53.
54.
55.
56.
57.
58.

59-6!.
62.

Population/sex/age/1975-81
Population/sex/age/marital status/75-81
Families/type/sex/parent's age/number of childrenI77-78, 80
Economically active population/sex/age/industry/80 (preliminary)
Deaths/sex/age 175-81
Migrants/sex / age 175-81
Marriages /sex/age175-81
Divorces/sex/ageI76-81
Births/sex/age of mother 176-81
Population projection with migration/sex/age/81-90, 95, 2000
Population projection without migration/sex/age/81-90, 95, 2000
Population plan/sex/age/80-85, 90
Swedish-speaking population/sex/age/marital status/75-81
Students in comprehensive school and senior secondary level/sex/class/78-80
Examinations/sex/age /level of educationl75-81
Offences/type/80-81
Municipal elections/resultsI76, 80
Production of dwellings/data on completed dwellingsl75-81
Stock of dwellings /fioor space /80 (preliminary)
Incomes/income bracketldata/77-80
Incomes in farm economy /data/79-80
Manufacturing industries/group of industry/dataI75-81
Buildings completed/use of building/dataI75-81
Building permits granted/use of building/dataI75-81
Stock of buildings /materialluse /80
Vehicles/typeI75-81
Economy of communes/revenue and expenditure/main budget groups/75-81
Expenditure of communes/detailed headings 175-81
Revenue of communes/detailed headings/75-81
Establishments/group of industry /datal74, 76, 78, 80
Various data of labor force, by province and regional planning area
National accounts, by province
Formation of fixed capital, by province
BUildings fuse/heating system/fuel/materiall80
Buildings/type/material/fuel/heating system/80
Buildings /year of comp letion/material/80
Buildings/use/year of completion
Buildings fuse/number of fiats/80
Buildings / owner fuse /80
Housing/dwellings/year of completion/80
Business premises/use/use of buildings/80
Floor space of business premises/use/use of buildings/80
Business premises/use/year of completion/80
Business premises/use of building/year of completion/80
Business premises/use/tenure status/80
Floor space of business premises/use of premises/tenure status/80
Rents of business premises/use/rents, expenditure of heating/80
Floor space of rented premises/use/rents, expenditure of heating/80
Rented business premises/use/landlord/80
Business premises/use of premises'/landlord /80
Population/age/sex/family status/80
Household dwelling units/type/size/80
Household dwelling units/industry /occupational status /sex/age/size/80
Families/type of family/size/80
Families/type of family/economic activity/certain age groups/80
Economically active population/industry/sex/ae:e/80



Information systems for regional planning in Finland 407

The on-line environment gives every user up to 350 kbytes of active
work space and numerous standard programs for mathematical and sta­
tistical calculations, time series analyses, and reporting.

Our experiences show that the matrix solution reduced the costs of
reports, analyses, etc. to one-tenth of the costs connected with the more
traditional methods of producing the same output from magnetic tapes.

3.4. The integration of information Sources and Systems

The main goal during the development and design of the Regional
Data Base was to secure the widest possible integration of different infor­
mation systems and sources. For that purpose the Office of the Prime Min­
ister and the Central Statistical Office started a round of negotiations in
the state administration, during which the possibilities of adopting the
same operational solutions in the sectoral planning systems were studied,
and it was agreed which planning information would be linked to the RDB
from the statistical systems of other organizations. Up to now the results
have been very promising. The planning models of the PMO and most sec­
tors of the Ministry of Domestic Affairs are fully integrated with the RDB.
Some sectors of health care and social affairs use the same software, and
various other information systems in the APL environment can easily be
integrated With the system if information from them is needed in the plan­
ning models.

As was stated earlier, the choice of APL seemed at first to thwart the
aspirations of integration. Special concern was caused by the decision of
the regional planning associations to choose microcomputers without APL
keyboards for their administrative and planning activities. However, the
problem was solved easily when the enterprise representing the computer
produced a diskette simulating the APL code. This permitted the full use
of the system's processing abilities. The costs connected with the system
and with teletype connections have unfortunately reduced the possibilities
of the regional planning associations to use the system. For the mu­
nicipalities the Central Statistical Office prepares every year a standard
report and special reports when they are needed. The universities are
mainly interested in tapes from the CSO. Some high schools and regional
research institutes are direct access users, however.

Important integration is also happening on the level of equipment and
telecommunications. Contemporary text-processing equipment can
a.lready function as data base terminals. The first tests have been made in
Finland for the construction of gateways between Videotex systems and
data bases. The planner would then no longer be tied to a traditional ter­
minal environment. The impact of this development is visualized in Figure
5.
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Figure 5 Future prospects for integration of information sources and systems.

4. Use of Regional Information Systems

The output of regional information systems consisted up to the mid­
1970s almost solely of publications and printed material. For every model
and planning system the basic information had to be collected from
separate sources, reprocessed, punched, and run into the files of a model
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of a planning system. This expensive and time-consuming process severely
limited the use of information in the formulation of policy alternatives and
decision making. Between 1975 and 1980 the use of magnetic tapes
increased somewhat. but separate systems were updated on an irregular
basis and shortages of software in the planning and modeling sectors ham­
pered the effective use of information from statistical and register sys­
tems. On the other hand. the information systems consisted of indepen­
dent subsystems with their own system solutions and software, which were
very hard to integrate when information was needed from many special
sectors at the same time.

The approach that was adopted in connection with the Regional Data
Base changed the situation considerably. Most bodies of the central
government, all provinces. and some regional planning associations use the
data base in their planning activities and increase at the same time the
integrated pool of information with their own material. At the moment it
seems that the development is accelerating. which raises an intriguing
question about the role of operational solutions in the motivation of
integration. Instead of planning a complex integrated information system.
it may be beneficial to construct a simple. open system, inhabit one corner
of a dwelling. open a door. and let others rush in.

This description of the situation is. of course. simplified and many
problems remain. The linkages between the old statistical systems and
data bases are not smooth enough. the linkages between register systems
and separate statistical systems are not fully developed, and the possibili­
ties for some users to use their own computers. hardware. and software
are limited for various reasons (bureaucracy. costs. lack of standardiza­
tion of equipment and communication discipline, etc.). For the moment
the scientific sector is plagued the most because standard statistical and
econometric programs used in universities and high schools cannot handle
the huge amount of data in the data base and have probably, for budgetary
reasons. been unable to use the direct access system outside their own
data-processing environment. Also. the communication costs of the tele­
type connections are very high outside the metropolitan area, correspond­
ing to approximately fifty percent of the total user costs. which makes
separate solutions very attractive.
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International Comparison of Regional
Planning and Information Systems

Edwin Hinloopen, Peter Nijkamp, and Piet Rietveld

1. Introduction

411

In this chapter a review is given of the reports on regional planning
and information systems from the six countries dealt with in the preceding
chapters: Sweden, France, the United States, the Netherlands, Czechoslo­
vakia, and Finland. For the review we will make use of the framework
developed in Chapter 18.

From the outset, one should not underestimate the difficulties of car­
rying out such a comparative review. The number of dimensions involved
(e.g, the number of items to be compared) is very large, while only six
countries are dealt with. Thus, the conclusions to be drawn can only be
tentative. Another problem is that the national reports had to be rather
concise, given the composition of the book. Consequently, many relevant
subjects are dealt with only in an incidental way.

Another problem that has to be recognized is that the comparability
of the reports depends to a certain extent on the ability and insight of the
authors of the reports. Because of the broad scope of regional information
systems, it would be impossible for one person to know exactly what is
going on in the whole field in a particular country. Consequently, observed
differences between the national reports do not always necessarily reflect
real national differences, but may also arise from the different specializa­
tions or affiliations of the authors. In addition, differences due to subjec­
tive choices should be mentioned.

A final problem is that rapid changes occur in regional information
systems. Therefore, it is not always clear from the reports which state­
ments refer to the actual states of the information systems and which to
expected or desired states.

In view of these problems, it is clear that the aim of this chapter can
only be modest. We will compare the reports in qu.aLitative terms for
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some main topics. For this purpose we will use an ordinal scale to rank the
countries according to a particular aspect of planning. This scale says
nothing about the magnitude of the differences between countries. In
some cases. the reports are not sufficiently informative for a complete
ranking to be made. In these cases we have had to use shared ranks (or
ties). A first draft of these rankings was sent to the authors so that they
could comment on the positions indicated for their countries. This was
done in order to avoid any subjective biases on the part of the authors of
this chapter.

It should be emphasized that the rankings do not necessarily reflect
evaluations in terms of better and worse. Their main aim is to give a con­
cise summary of differences between countries with respect to features
that are hard to quantify.

In Section 2 the countries will be compared by the structure of their
regional planning systems. Attention will be paid, inter alia, to the scope
and intensity of regional planning as well as to vertical and horizontal coor­
dination in the planning systems. Section 3 will be devoted to a com­
parison of the regional information systems. Among the subjects dealt
with are: integration of information systems. the role of models in infor­
mation systems. and computerization. In addition. attention will be paid
to distinguishing features or weaknesses of particular information sys­
tems.

2. Comparison of Regional Planning Systems
2.1. The Scope of Regional Planning

As indicated in the general framework for the comparative study
(Chapter 18), many potential components of regional planning can be dis­
tinguished. The number of components covered is an important indicator
of the scope of regional planning in a particular country. The national
reports reveal that the majority of the potential planning components are
indeed covered in most countries (e.g. transportation. economics. and
housing). An exception is the United States. where no overall regional
planning system dealing with economics or housing has been developed.
The differences between the other five countries are relatively small. The
scope of the Czechoslovakian and French planning systems seems to be
somewhat broader than that of the remaining three countries. The follow­
ing ranking of the scope of the regional planning systems is meant to sum­
marize the differences as they appear from the various national reports.

US Netherlands France
Small ... I I I I ~ Large

Sweden Finland Czechoslovakia

Scape oJ regional planning.
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There is one potential planning field that is not mentioned in the
national reports, with the exception of Czechoslovakia: migration. Of
course, interregional migration is influenced indirectly by, for example,
housing policies or regional economic policies, but nowhere has it been
indicated as a planning field per se. Yet, the subject is important since in
the long run interregional migration may substantially modify inter­
regional relationships.

The national reports show clearly that the scope of regional planning
is expanding in the course of time. Usually, planning components are
added rather than deleted as time passes. Only in rare cases (e.g. the US)
do governments decide to follow the path of deregulation so that certain
fields are left to the private sector.

The tendency to expand the scope of regional planning can also be
observed in a spatial sense. The first phases of regional planning were usu­
ally restricted to particular areas, such as depressed regions. In later
phases, however, regional planning became nationwide.

2.2. The Intensity of Planning

The second feature to be considered is the intensity of planning
activities. The intensity reflects not only the number of planning instru­
ments but also their potential impact. A whole range of such instruments
can be distinguished. At the one extreme, there are direct measures such
as environmental controls or the relocation of employment in the public
sector. At the other extreme, one finds very indirect measures such as the
formulation of plan figures to be achieved by voluntary cooperation. In
between is a group of semidirect measures (especially financial instru­
ments). The differences between the various countries can be represented
by the following ranking.

US Sweden Netherlands
Low ~ I I I I I ~ High

France Finland Czechoslovakia

Intensily of regional planning.

This ranking is similar to the ranking obtained for the scope of
regional planning. France is the only country that does not fit this pat­
tern: it combines a large scope of planning with a relatively low intensity
of planning. This is due to the indicative nature of planning in France; it is
based on dialogue and agreement, which implies that it has a relatively low
intensity.

Most reports reveal a tendency toward intensification of planning.
The entry of new governments does not remove this tendency, although
the United States form a notable exception, as already indicated in Section
2.1.

One may wonder whether this tendency will continue. Clearly, the
growing complexity of regional systems requires a corresponding increase
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in the intensity of planning. On the other hand, it has become clear in
many countries that the effectiveness of several regional planning instru­
ments has dropped considerably when used with greater intensity. For
example, the Finnish report (Section 2.1 of Chapter 24) mentions a con­
tinuous increase of financial support for each job created. Of course, this
may reflect not only decreasing returns to scale in the use of planning
instruments, but also changes in general economic conditions. Yet it is
clear that there are limits to the growth of intensity of planning and policy
making.

What is beyond doubt is that the grOWing intensity of planning
observed up to now has been a strong incentive for the development of
regional information systems.

2.3. Level oj Centralization

By dealing with the level of centralization, we focus on the vertical
relationships between national, regional, and local authorities. A planning
system is called centralized when the planning carried out at the national
level restricts the feasible area for planning at the regional or local level to
a large extent. The level of centralization varies with the planning com­
ponent (Table 1 of Chapter 18), but it is in general higher in regional
economic planning than in land-use planning. The ordering below gives a
summary for the six countries across the various planning components
that have been distinguished.

Decen- US Sweden France Central-
tralized OIl I I I I I ~ ized

Finland Netherlands Czechoslovakia

Level of centrali,zation of regional planning.

In the US there is extensive scope for independent planning initiatives
at the regional level. In France and Czechoslovakia the planning is highly
centralized. The remaining three countries assume intermediate posi­
tions. A high degree of centralization does not necessarily imply that the
planning is highly integrated, since in addition to vertical links, horizontal
links (between planning components) have to be taken into account.

The national reports reveal that there is a tendency toward less cen­
tralized planning structures in France, the Netherlands, Sweden, and the
US. We note that these are not only countries with a high prior level of
centralization. Clearly, this tendency is a stimulus for the development of
information systems at the regional and local levels.

2.4. Coordination oj Planning Components

In addition to vertical links in planning, attention should be paid to
the horizontal links, that is, the coordination of planning components at
the national or subnational level. In the US regional planning is rather
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fragmented in this respect, whereas the planning system in Czechoslovakia
gives the impression of being well integrated. In Lhe Swedish and French
reports mention is made of problems of coordination at the regional and
local levels. Thus we arrive at the following ranking.

US Sweden Netherlands Czechoslovakia
Weak .. I I I I. Strong

France Finland

Degree of coordination of planning components.

Horizontal coordination gives rise to iterative procedures. Planning
documents are produced in preliminary form and achieve their final form
after agreements are made on adjustments (e.g. Figure 1 in the Finnish
report, Chapter 24).

The reports are not very informative on the planning fields for which
coordination is most urgent. The Swedish report mentions possible ten­
sions between regional economic planning and transport planning. Also,
conflicts between the preservation of the natural environment and
economic development are noted. Coordination in these fields is certainly
important for most countries and this is obviously not a complete list.

Conflicts have an important influence in both vertical and horizontal
coordination. Dialogue and agreement, the main ingredients of the French
planning system. are in general not sufficient to achieve coordination.
Compromise afLer heavy bargaining or the imposition of a certain outcome
by a competent authority is a usual feature of regional planning.

2.5. Blueprint versus Process Planning

When there is a low probability of unforeseen events, the preparation,
decision, and implementation stages of planning can be carried out con­
secutively, giving rise to a so-called blueprint mode of planning (Faludi
1973). In uncertain environments this planning mode is unsatisfactory,
however. Then, there is a need for a continuous check on how plans are
functioning in practice so that it is possible to adjust policies in time.
Such a mode of planning, in which the three above-mentioned activities
are carried out simultaneously, is called process planning.

Which mode of planning is more appropriate depends on the planning
field. Transport networks and other kinds of infrastructure usually have
long-lasting effects (thirty years or longer). Once they are created, there
is not much flexibility left to adapt them to new developments. For such
planning components there is little scope for a process approach. In
economic and land-use planning there are better opportunities for
responding to unexpected developments. The time spans for these plan­
ning components as reported in the national studies are much smaller:
approximately five years for regional economic planning and 10-15 years
for land-use planning.
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The extent to which the process mode of planning is prevalent jn the
various countries is shown by the following ranking.

Blueprint Czechoslovakia Finland Netherlands Process
mode l1li I I I I I --. mode

US France Sweden

Mode of regional planning.

The Dutch report indicates that monitoring plays an important role in
the planning activities: there is a continuous check on whether intended
and actual developments are in agreement (see also Chapter 5 by Brown).
This is a clear indication of the process mode. A similar indication can be
found in the Swedish report, which states that annual regional economic
plans have replaced five-year plans. The ranking of the United States at
the extreme of blueprint planning may be surprising, but one should be
aware that infrastructure is an important planning component in this
country. As noted above, planning of this component is usually carried out
in a blueprint mode.

2.6. Conclusion

The results obtained in the previous sections are summarized in Table
1. Figure 1, which shows the same information, clearly reveals the
extreme positions of the United States and Czechoslovakia. The elements
in Table 1 will be denoted as aij' where i refers to the country (i =1, ... ,6)
and j to the planning feature (j = 1, ... ,5).

Table 1 Ranking of countries according to various features of their regional plan­
ning systems (highest rank is 6, lowest rank is 1).

Country Scope Intensity Level of Degree of Planning mode:
central- coordination similarity to
ization of planning process

components planning
Sweden 2 3.5 3 2.5 5
France 5.5 2 5.5 2.5 3
United States 1 1 1 1 1.5
Netherlands 3.5 5 4 4.5 6
Czechoslovakia 5.5 6 5.5 6 1.5
Finland 3.5 3.5 2 4.5 4

Which countries have the most similar regional planning systems?
This question is difficult to answer since the available information is only
ordinal. On the basis of this information the most straightforward method
would be to use the sum of the differences in ranks as a measure of dis­
similarity:

:;

d.ti' = ~ !ai; - ~'j [ .
;:=1

(1)
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Figure 1 International comparison of features of regional planning systems.

Thus, if there were no ties, the minimum value of d ii , would be 5, indicating
that i and i' are neighbors in all rankings. Table 2 contains the values of
the dissimilarities for all pairs of countries. The contents of this table
should be interpreted with care: they refer only to differences in ranks,
which are not the same as differences on a cardinal scale.

The table shows that the United States and Czechoslovakia differ con­
siderably from the remaining four countries. A clear cluster is formed by
Sweden, Finland, and the Netherlands. France is difficult to classify: in
some respe cls, its planning system is similar to the system in Czechoslo­
vakia, while in other respects it resembles the systems in the other West
European countries.

Table 2 Dissimilarities between the regional planning systems of countries.

Sweden France United Nether- Czechoslo- Finland
States lands vakia

Sweden - 9.5 10.5 7.0 15.5 5.5
France 9.5 - 13.0 11.5 9.0 10.0
United States 10.5 13.0 - 17.5 19.0 12.0
Netherlands 7.0 11.5 17.5 - 10.5 5.5
Czechoslovakia 15.5 9.0 19.0 10.5 - 12.0
Finland 5.5 10.0 12.0 5.5 12.0
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The information in Table 1 can also be used to analyze the interdepen­
dence between the features of regional planning systems. For t.his purpose
we make use of a rank correlation coefficient. developed by Kendall (1970).
This coefficient is based on pairwise comparisons of observat.ions (coun­
tries). When t.he rankings of a pair of count.ries by two variables point in
the same direclion, we speak of a concordant pair. For example, in Table
1, according t.o the first feat.ure, France ranks higher than the US (5.5> 1),
which also holds true for the second feature (2) 1). Hence, France and
the US form a concordant pair for the first. two features. In a similar way
we speak of a discordant pair when the rankings for two countries point in
opposite directions. For example, for the first two features in Table 1,
France and the Netherlands form a discordant pair (5.5> 2 and 3.5 < 5). If
S+ denotes the total number of concordant pairs and S- the number of
discordant pairs, then Kendall's rank correlation coefficient is defined as:

B S+ - S-
T = r r5l(S+ + S- + Tz)(S+ + S- + Ty )

(2)

where Tz and Ty denote the number of pairs with equal ranks in x and y,
respeclively. It is not difficult to see that the extreme values that T B can
assume are +1 and -1, so that. T B is comparable with the ordinary Pearson
correlation coefficient for cardinal data. If all correlation coefficients were
equal to 1, Figure 1 would show six concentric pentagons.

Table 3 contains the rank correlation coefficients for the five features
of regional planning systems distinguished in this section.

Table 3 Rank correlation coefficients for five features of
regional planning systems.

Scope (1)
Intensity (2)
Centralization (3)
Coordination (4)
Planning mode (5)

(1) (2) (3) (4) (5)
1.00 0.44 0.76 0.57 -0.15
0.44 1.00 0.50 0.89 0.36
0.76 0.50 1.00 0.44 0.07
0.57 0.B9 0.44 1.00 0.15

-0.15 0.36 0.07 0.15 1.00

The table contains positive and relatively high correlations between
the first four features. The correlation between features 2 (intensity) and
4 (coordination) is particularly high. We may conclude from the table that
in the various countries there is a certain balance between the scope of
planning, the intensity of planning, the degree of centralization, and the
extent of coordination of planning components.

The fifth feature (planning mode) displays low correlations with the
other ones. Thus, in the various countries the choice of a blueprint or a
process mode appears to be quite independent of the other features.
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3. Comparison of Regional Information Systems
3.1. Level oj Centralization
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An information system is called centralized when a national agency is
responsible for all eJements involved: formulation of definition standards,
data collection, data storage, data analysis and modeling, distribution of
information, etc. In completely decentralized information systems these
elements are dealt with by regional or local agencies. In the various coun­
tries, information systems with a centralized orientation coexist with less
centralized systems. The national reports clearly show that the balance
between both types varies among countries.

In the United States the share of decentralized information systems
seems to be largest. This can be deduced from the fact that for most
states regional economic models have been developed, something which
cannot be said of the other countries. This strong decentralized orienta­
tion obviously reflects the predominant planning tradition in the US. It
should be added, however, that the size of the country may have contrib­
uted to this outcome: the average size of the states in the US is much
larger than the size of the regions in most other countries dealt with in
this survey.

The national reports give the impression that regional or local initia­
tives in developing information systems are small in Czechoslovakia and
somewhat larger in France. Some further steps toward decentralization
have been taken in the Netherlands, Sweden, and Finland. Thus we arrive
at the following ranking.

Finland Netherlands Czechoslovakia
Low III I I I I I I • High

US Sweden France

Level of centrali.zation in information systems.

The technological developments of the last decade certainly provide
opportunities for further decentralization of information systems. In a
technological sense there are at present no barriers preventing this.
Other barriers may still exist, however, such as limited budgets of regional
and local authorities, insufficiently qualified staff at noncentral levels, and
political unwillingness

The proposal, contained in the Swedish report, to leave the main
responsibility for deciding on definitions and for data collection at the cen­
tral level, and to increase noncentral efforts in tabulation and analysis
(including modeling), is certainly a feasible step toward decentralization.
Such a step would considerably speed up the availability of regional data.
For example, given the present centralized system in France, where the
regional dimension does not receive great attention in the national agen­
cies, regions have to wait an unnecessarily long time before these agencies
produce regional tabulations.
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There is a clear correspondence between the rank order obtained in
this section and the order found for the level of centralization of regional
planning systems (Section 2.3). This means that the vertical structure of a
planning system is certainly reflected in the extent of decentralization of
the pertinent information systems.

3.2. Integration of Information Systems

Having discussed the vertical aspects of information systems, we now
turn to the horizontal aspects: the extent to which information systems
give an integraled view of the various planning components. For an
integrated view, the information produced should be coherent; that is, il
should be synchronized and standardized. On the basis of the national
reports we arrive at the following ranking.

US Netherlands Czechoslovakia
Low OIl I I I I.High

France Finland
Sweden

Level of integration of information systems.

Sweden and Finland deserve special attention here because their
information systems are to a considerable degree based on administrative
register systems covering the total sets of statislical units (especially per­
sons). Since every statistical unit (person) has an identification code,
these registers can be linked to produce integraled information. This pos­
sibility of linking is clearly very attractive. However, the Finnish report
indicates that a strong reliance on administrative registers also has disad­
vantages: the concepts used in lhese registers are not always suitable for
research and planning.

The ranking shown above does not differ much from the ranking, in
Section 2.4, dealing with the coordination of planning components. Only
Sweden and the Netherlands have changed positions.

3.3. The Role of Modeling

Regional models have two possible funclions in connection with
regional information systems. They can be consumers of data produced by
regional information systems, but they can also be integrated parts of
information systems, producing forecasts or impact statements. It is the
latter aspecl that we will examine in this section.

A wide spectrum of models that are parts of information systems is
mentioned in the national reporls: demographic, labor market, transpor­
tation, input-output, and regional economic models. On the basis of the
reports we conclude that lhe role of models in information systems is larg­
est in the United States, followed by Sweden. In Finland, the role of model­
ing is very modest. The other countries assume intermediate positions.
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Netherlands Sweden US

Small <II I I I I.Large
Finland France

Czechoslovak ia

Role of modeling in information systems.

The Swedish report gives information on the difficulties of using fore­
casting models in information systems. Planners at the regional level
disagreed with regional forecasts produced by a multiregional economic
model operated at the national leveL The model was rejected as being too
mechanicaL Therefore, a plea is made for more flexible models. One
should not expect, however, that the problem can be solved completely by
introducing models that take into account behavorial elements so that
they are more flexible. Some people even ~laim that behavorial models are
not suitable at all for policy analysis since they contain many subjective
elements (e.g. Spronk and Veeneklaas 1983). Because of these elements,
the validity of such models can easily be questioned by each participant in
the planning process who disagrees with the forecasts produced.

We conclude that for the use of models in regional information sys­
tems to be fruitful. much attention should be paid to model validity. It is
disappointing to know, however, that the majority of operational
(multi)regional models have not been subjected to rigorous validation tests
(Rietveld 1982).

Models may be used not only for generating forecasts or impact state­
ments but also for ex post evaluations of policies. Such evaluations are
essential for determining the effectiveness of policy instruments. In the
national reports this type of model use is not mentioned, clearly indicating
that in planning insufficient attention is paid to the lessons that can be
learned from the past. This conclusion is in agreement with earlier
findings on ex post evaluations in regional planning (Nijkamp and Rietveld
1982).

3.4. Regional Detail

The appropriate regional detail in information systems obviously
varies with the planning component and spatial level (see Table 1 of
Chapter 18). For land-use planning at the local level, very high detail is
necessary, whereas for regional economic planning such detail is both
impossible and unnecessary. The following ranking gives an impression of
the regional detail of economic data (production, employment, income,
etc.) in the six countries surveyed. We have interpreted the size of regions
in terms of population, not in terms of area.

In Finland, regional detail is high: data are available on the local or
county leveL In Sweden and the Netherlands the county or provincial level
prevails, while in France and the United States the average size of the
corresponding region is still larger. The position of Czechoslovakia is prob­
ably between the two pairs mentioned above. The rank order obtained by
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US Czechoslovakia Sweden Finland

Low ... I I I I. High
France Netherlands

Regional detail in information systems.

this consideration runs parallel to a ranking of the countries according to
population.

In almost all reports mention is made of the problems concerning
confidentiality rules when information is produced at high levels of
regional detail. These rules force one to produce output at a lower level of
detail with respect to other features (for example, industrial
classifications). Thus a trade-off exists between sectoral and regional
detail. Although the alleviation of confidentiality rules is "an almost unani­
mous wish" (French report, Chapter 20), it is not probable that this wish
will be fulfilled soon. Therefore, the development of methods to produce
statistical information that obeys these rules with a minimum loss of infor­
mation remains an extremely useful activity (see also Chapter 14).

3.5. Extent of Computerization

Computerization of regional information systems has increased
rapidly. From the national reports it is clear that computerization has had
its strongest effects in the throughput stage (data storage and data pro­
cessing). The input stage has been computerized to some extent, espe­
cially in Finland, Sweden and the US where administrative registers are an
important data source. The computerization of the output stage varies
between countries. The reports from Finland, Sweden and the US expli­
citly mention on-line connections with major users. Since we are dealing
with information systems in which the spatial dimension is essential, the
production of cartographic output deserves special attention. This aspect
is discussed most thoroughly in the Dutch report (Chapter 22). Conse­
quently, we arrive at the following ranking.

France Netherlands Finland

Low .. I I I. High
Czechoslovakia Sweden

US
Extent of computerization of information systems.

This is similar to the ranking obtained for the role of modeling (Sec­
tion 3.3), with the exception of Finland. This indicates that a high level of
computerization does not necessarily imply that modeling plays an impor­
tant part in regional information systems.



International comparison

3.6. Weak Elements of Information Systems
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Before turning to a comparison of the results obtained thus far, we
will first deal with some major bottlenecks in regional information systems
mentioned in the national reports. The reports from France, the Nether­
lands, and Sweden contain complaints about the long delay before regional
data become available. In these countries it is not unusual that the most
recent data available for Some key variables are already five years old.
This is obviously a crucial disadvantage, which seriously limits the useful­
ness of regional information systems for planning and analysis.

Leaving aside the report from Czechoslovakia, which is not very infor­
mative in this respect, we note that in France, the Netherlands, and
Sweden the level of centralization of the information systems is highest.
Apparently, the priority given to producing recent regional information is
low in these countries. It is not surprising, therefore, that in their national
reports the decentralization of regional information systems is advocated.

Chapter 18 has already indicated that other kinds of delay may occur
in information systems. A fundamental type of delay is the one between
the recognition of a new policy problem and the implementation of a
corresponding information system. It may take years before an appropri­
ate information system has been developed. This aspect receives attention
in the Finnish report, in the context of the energy problem.

The national reports reveal that interregional flows form a weak ele­
ment in many information systems. This is not surprising, since data on
interregional flows are of a more complex nature than other regional data:
they refer to pairs of regions, and therefore they are more difficult to
measure. These data are crucial for the understanding of the development
of spatial information systems, since they describe interdependences in
space and they are dynamic by nature. In the reports from Sweden,
France, and the Netherlands. deficiencies in data on interregional trade
are mentioned. In addition, problems with interregional migration are
reported for France and the United States. Other interregional variables,
such as money flows, are not mentioned in any reports, which probably
means that they are not covered in existing regional information systems.
The poorness of information systems in this respect has certainly had
repercussions on the value of the analysis of multiregional systems (lssaev
et al. 1982).

Another weakly developed element of regional information systems is
formed by the almost exclusive concentration on "hard," numerical infor­
mation. Qualitative data are left out of consideration. The Dutch report
mentions two types of qualitative information: information about facts
(e.g. approved policies. commitments made) and information about opin­
ions (e.g. attitudes toward certain issues, satisfaction with public goods).

Information of this kind receives marginal attention in the reports
from the Netherlands, Czechoslovakia, France, and Sweden, yet no one
would claim that this kind of information is irrelevant for planning and pol­
icy making. It must be admitted that data of this kind are sometimes
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difficult to treat. It is important to note, however, that during the last
decade substantial progress has been made in the development of
methods for this purpose (Nijkamp et al. t 983). This progress has not yet
materialized in regional information systems.

3.7. Conclusion

Table 4 summarizes the results from the preceding sections. The
same information is contained in Figure 2. Comparing Table 1 with Table 4,
we note that the position of Czechoslovakia is less extreme in the second
table.

Table 4 Ranking of countries according to various features in their regional
information systems (highest rank is 6, lowest rank is 1).

Country Level of Level of Role of Regional Extent of
central- integration modeling detail computer-
ization ization

Sweden 3 5 5 4.5 5
France 5 2 3 1.5 1.5
United States 1 1 6 1.5 5
Netherlands 4 3 3 4.5 3
Czechoslovakia 6 5 3 3 1.5
Finland 2 5 1 6 5

For a more detailed study of the differences between countries we
have computed dissimilarities by means of equation (1). The results,
presented in Table 5, clearly show that the situation in the United States is
very different from that in the other countries. Furlher, it shows that the
Dutch information systems are rather similar to those in the remaining
countries. When one carries out a cluster analysis on the basis of this
table, one arrives at one cluster consisting of Czechoslovakia, France, and
the Netherlands and another clusler consisting of Sweden and Finland,
although the dissimilarity between the Netherlands and the
Sweden-Finland cluster is not large. This clustering differs from the clus­
tering in Section 2.6 (based on similarities of systems). The main reason is
that the difference between Czechoslovakia and the other European coun­
tries is larger with regard to their prevuiling planning systems than with
regard to their information systems.

Interdependences among the features of regional information sys­
tems can again be analyzed by means of rank correlation coefficients cal­
culated using equation (2). The results are represented in Table 6. This
table shows that there are two clusters of interdependent variables: (1:5)
and (2,3,4). Concerning the first cluster, we remark that the negative
correlation between computerization and centralization indicates that the
possibilities for decentralization of information systems are best when the
computerization of the information systems has proceeded further (or
vice versa). The second cluster is more difficult to interpret. One would
not expect a negative correlation between the role of modeling and the
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Figure 2 International comparison of features of regional information systems.

Table 5 Dissimilarities between the regional information systems of countries.

Sweden France United Nether- Czechoslo- Finland
States lands vakia

Sweden - 13.5 10.0 7.0 10.0 6.5
France 13.5 - 11.5 6.5 5.5 16.0
United States 10.0 11.5 - 13.0 17.0 14.5
Netherlands 7.0 6.5 13.0 - 7.0 9.5
Czechoslovakia 10.0 5.5 17.0 7.0 - 12.5
Finland 6.5 16.0 14.5 95 12.5

level of integration of information systems, since coherent data are a
prerequisite for regional modeling. As can be seen from Table 5. this nega­
tive correlation is caused by the deviating positions of Finland and the US.
This result clearly shows that there is still much scope in several countries
for increasing the role of models in regional information systems. The
deviating position of Finland also explains why only a small positive corre­
lation is found between the role of modeling and level of computerization.

Finally. Table 7 shows the results of an analysis of cross-correlations
between features of regional planning systems and of regional information
systems. As already noted, the correlation between centralization in infor­
mation systems and centralization in planning is high. as expected. The



426 E. Hinloopen, P. Nijkamp, and P. Rietveld

Table 6 Rank correlation coefficients for five features of
regional information systems.

(1) (2) (3) (4) (5)
Centralization (1)
Integration (2)
Role of modeling (3)
Regional detail (4)
Computerization (5)

1.00 0.15 -0.30 -0.21 -0.86
0.15 1.00 -0.42 064 008

-0.30 -0.42 1.00 -0.48 0.24
-0.21 0.64 -0.48 1.00 0.42
-0.86 008 0.24 0.42 1.00

Table 7 Rank correlation coefficients between features of regional planning sys­
tems and of regional information systems.

Features of in­
formation sys­
tems

Scope
Features of planning systems

Intensity Centralization Horizontal
coordination

Planning
mode

Centralization
Integration
Role of modeling
Regional detail
Computerization

0.79
0.16

-0.52
-0.08
-0.77

0.55
0.57

-0.39
0.30

-0.86

090
008

-0.43
0.30

-0.82

0.50
0.64
0.64
0.38

-0.42

0.00
0.23

-0.23
0.44
0.16

same holds true for the correlation between horizontal coordination in
planning and the integration of regional information systems. Low correla­
tions are found for planning mode and regional detail. Also striking are
the negative correlations between the role of modeling and the level of
computerization, on the one hand, and several major features of regional
planning systems on the other hand.

The conclusion is justified that the modeling and computerization
aspects of regional information systems are underdeveloped in several
countries, with respect to the high demands imposed by the structure of
the regional planning system.

References

Faludi, A. (1973) Planning Theory (Oxford: Pergamon).
Issaev, B, P. Nijkamp, P. Rietveld, and F. Snickars (eds.) (1982) M'llltiregional

Economic Modeling: Practice and Prospect (Amsterdam: North-Holland).
Kendall, M.G. (1970) Rank Correlation Methods (London: Griffin).
Nijkamp, P., H. Leitner, and N. Wrigley (eds.) (1983) Measuring the Unmeasur­

able: Analysis of Qualitative Spatial Data (The Hague: Martinus NijhotI).
Nijkamp, P., and P. Rietveld (1982) Measurement of the effectiveness of regional

policies by means of multiregional economic models. In B. Issaev et al.
(1982), pp. 65-82.

Rietveld, P. (1982) A general overview of muLtiregional economic models. In B.
Issaev et al. (1982), pp. 15-34.

Spronk, J., and A. Veeneklaas (19B3) A feasibility study of economic and environ­
mental scenarios by means of interactive multiple goal programming. Re­
gional Science and Urban Economics 13 (1).





•



Infonnation Systems for Integrated Regional Planning
P. Nijkamp and P. Rietveld (editors)
Elsevier Science Publishers B. V. (North-Holland)
© IIASA, 1984

CHAPTER 26

Information Systems:
Retrospect and Prospect

Peter Nijkamp and Piet Rietveld

1. Relevance of Spatial Information Systems in an Era of Change

429

One of the most severe problems faced nowadays in many countries is
the deeply felt impact of structural economic and technological changes
taking place in circumstances of economic and sometimes demographic
stagnation. Though it is not the first time since the Second World War that
drastic economic and technological changes have taken place, there are
significant differences between the present situation and the 1950s and
1960s (Robert 1982, Stern 1982):

the current changes are taking place in an era of recession
instead of growth;
awareness of the negative spillover effects (e.g. distributional
effects) of structural change is much higher;

• there is a much stronger institutional tendency to make
comprehensive evaluations of long-term economic, social, and
environmental impacts of these changes.

Consequently, without even considering their contents, information
systems have to be used in an entirely different context. This means that
not only must the state of a complex system be addressed by modern
information systems, but so also must its structure (e.g. causality pat­
terns), the confiicts generated by various plan alternatives, the uncertain­
ties inherent in any structural change, the political nature of the planning
process, and a simultaneous (often integrated) consideration of the (mul­
tidimensional) aspects of planning problems. This applies not only at the
national level of economic, social. manpower, environmental. and financial
planning, but also, more specifically, in the field of regional planning. Thus
information systems for regional planning have to anticipate the
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consequences of the above-mentioned structural changes taking place at a
more global level: for instance, industrial adjustmenl, regional labor
market developments, distributional effecls on declining and relatively
prosperous areas, migration patterns, location trends of newly created
activities, and impacts of aulomated and computerized production
processes.

At the urban scale, similar changes are to be anticipated by appropri­
ate urban information systems. such as decline and emergence of new
industrial activities as a result of progress in microelectronics and
telecommunications services, evolution of commuting patterns, changes in
the structure and distribution of urban services, and changes in lifestyle
(e.g. recreation).

Clearly, regional and urban planning is a multifaceted activity. Given
the present issues in regional and urban planning, there is an almost
infinite need for more and better data. Since in theory each policy aim
would need ils own specific data package, standardization of data is neces­
sary in order Lo keep the costs of information provision within reasonable
limits. This implies that sometimes the information provided will have a
less precise focus, buL it will have the advantage of greater consistency
and comparability. Needless to say. the creation of such information
requires close cooperation between statisticians, planners. researchers,
and decision makers (Scheurwater and Masser 1983). More insight into
experiences with regional information systems in different countries may
thus facilitate the design of new information systems.

In the light of varying practices in spatially oriented information sys­
tems, inlernaLional comparative research on the regional dimensions of
information systems is an extremely valuable endeavor. This research
may also demonstrate large regional variations in information systems

2. Scope of Information Systems for Regional Development Planning

It has already been stated in this book that information systems do
not have particular aims in themselves, bul are meant as an aid to solving
complex decision problems. Information systems do not just include
technical data, but provide a means for a well structured process of deci­
sion making. Consequently, information systems for regional planning
should focus attention on the following issues (Nijkamp 1983):

The development space of regional systems: this describes the
set of all feasible states and demarcates the area within which
policy choices are to be found.

• The set of key factors: key factors may be regarded as all forces
that determine the movement of the variables in a system.
These key facLors may be distinguished as policy controls,
encompassing all policy measures and instruments that serve to
achieve a set of goals, and exogenous circumstances, indicating
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all external factors that exert an impact on a system.
The set of threshold factors: threshold factors describe the
minimum conditions that have to be fulfilled before a certain
takeoff or development of the system will actually take place
(e.g. minimum accessibility). Threshold factors are closely
related to the initial values of the state of the system.

• The set of initial values: this set indicates which alternative
feasible combinations of variables are necessary before the sys­
tem will move to a higher level of variables.

• The set of bottleneck factors: this set describes the critical lev­
els of variables, beyond which the growth of a system will be
hampered (e.g. congestion effects), leading to retardation of
growth.

• The set of irreversible factors: this set indicates that for some
variables and relationships the time trajectory is irreversible
Asymmetric behavior may lead to bifurcations or catastrophes
(van Dijk and Nijkamp 1980).

The identification of the above-mentioned sets of variables would be a
major contribution of information systems to strategic development plan­
ning of a system of a region. So far, these factors have received too little
aUention in information systems. A more distinct focus of information
systems on these analytic issues would undoubtedly increase the utility of
these information systems for regional development planning.

3. Spatial Orientation of Information Systems

The spatial orientation of many information systems, in general, is not
very substantial. Two important problems should be mentioned here: spa­
tial scale and spatial flows

There is often a lack of agreement between the spatial scale of infor­
mation systems and that of actual planning problems because of
discrepancies between administrative (or legislative) and socioeconomic
regional demarcations. Therefore, closer matching of information systems
to administrative units is necessary. Given the multilevel pattern of
regional decision making, it is in general an appropriate strategy to build
information systems in a bottom-up fashion so as to let them fit flexibly
into any desired level of regional planning and policy making (McDowell
and Mindlin 1971). Computerized information systems (e.g. geocoding)
may represent important progress in user-friendly data-processing activi­
ties, but it is at the same time clear that many efforts still have to be
made before complex geographic processes (e.g. filtering processes) can
be fully described and included in a scientific analysis. In general, a good
geocoding system (or spatial reference system) is necessary to adapt
information systems to the user's requirements. This implies that much
aUention has to be given to segment-based reference systems or refined
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grid (or zoning) systems in spatially oriented information systems for
regional planning.

The second problem is the lack of information on spatial flows. These
flows may be distinguished as either physlcal or nonphysical. In general,
there is some information regarding physical flows (people, commodities,
etc.), although we found in the preceding chapter that this information is
not sufficient in several countries. However, as far as nonphysical flows
(money, information, etc.) are concerned, there is a very serious lack of
knowledge. Consequently, distributional impacts on the spatial equity of
many public policy measures are very hard to judge. Especially
noteworthy is the lack of information on money and finance in regional
economies and regional planning, because in the early history of regional
economies some attention was given to analysis of regional variations in
spatial interest rates (Losch 1954) and of spatial flows of funds (lsard
1960). The usual arguments are that money and financial capital are per­
fectly mobile, so that it suffices to focus attention only on the real side of
the economy. As indicated by Karsch (1982), this view neglects the recent
ideas developed in monetarism and neo-Keynesianism and fails to explain
why regional unemployment is a result not only of long-term structural
change, why capital mobility is induced not only by labor mobility, and why
banking and finance tend to agglomerate in a few places.

Losch (1954) has argued that regional disparities in finance may be
due to asymmetric information structure. Consequently, the roots of the
financial center hypothesis (in the Christaller framework) have to be found
in spatially different information costs and mobility patterns of money. In
this regard, there is a basic need for more appropriate interregional
statistics on flows of funds.

4. Regional Accounts and Information Provision

In many countries, the dearth of regional data has precluded the con­
struction of all but the most rudimentary models. Proposals for the
development of systems of regional accounts often seem to stress data col­
lection in terms of frameworks that have little relevance to many of the
policy issues affectjng regional and interregional development. Some of
these issues are: (a) the handling of international impacts on the growth
and development of regional systems; (b) the growth, distribution, and
eventual consumption of nonwage and salary income (pensions, royalties,
unemployment compensation, dividends, and other transfers); and (c) the
handling of information on information flows per se in the economy, espe­
cially as they relate to the changing nature of control of productive
resources in industrial systems.

A large number of regional and multiregional models have treated
regions as analogous to "sheltered" enclaves embedded within national
economies. International influences on the system are assumed to be
filtered through some form of national-level screening process prior to
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affecting the regional economy. While such a modeling system may be
defensible for countries like the United States with a considerable degree
of internal self-sufficiency, it makes little sense to apply such thinking to
the design of regional information systems for developing economies. The
increasing internationalization of activities suggests that more thought
should be given to data collection procedures that reflect these develop­
ments. The interaction between the international and the interregional
economy needs to be considered more carefully - not only in terms of
more traditional concerns with commodity trade but also with reference to
international/interregional migration, information flows, capital move­
ments, and so forth.

It has been observed (e.g. Batey and Madden 1981) that in a large
number of regions, consumption of nonwage and salary income is rapidly
becoming a significant feature of the driving mechanism in the regional
economy. Increased mobility, particularly after retirement from the labor
force, has engendered a new set of money flows in the interregional econ­
omy that are not subject to the standard economic modeling constraints.
For several countries, as populations age, this feature is likely to increase.
An associated problem, which, it is hoped, may be of shorter duration, con­
cerns the dependence of some regions on government transfers (welfare
payments and unemployment compensation). Taken together with the
flows of dividends and royalties through the multiregional economy, we
begin to appreciate that our accounting devices have been singularly lack­
ing in their ability to handle these flows and their associated impacts. One
set of accounts, the social accounting systems associated with Stone
(1961) and subsequently Pyatt and Roe (1976), contains a feasible struc­
ture for handling such transactions. However, estimating the interregional
components of these transfers may prove to be very difficult. Recent work
by Hewings and Romanos (1981) and Hewings (1983) has suggested that the
magnitude of consumption expenditure by households dwarfs in impor­
tance a large percentage of interindustry transactions. Yet, data on
household consumption patterns are being collected in only a few coun­
tries.

The final issue on this topic concerns information itself: industrial
systems geographers and regional scientists have become very interested
in the spatial manifestation of phenomena such as product and process
cycles, the "de-skilling" (Massey and Meagan 1979) of the labor force, and
the changing control and ownership of capital in market economies. Many
of our present regional information systems have been constructed on the
assumption that the actors who were part of the industrial system
belonged to a system characterized by tendencies toward perfect competi­
tion. In recent years, the empirical evidence suggests that the single plant
owned by a local entrepreneur may become a thing of the past, as indus­
trial restructuring moves increasingly toward ownership by larger corpora­
tions over many regions and nations. In many countries and regions, there
is some concern about the potential impacts of "nonlocal" ownership of
capital. How will regional economies fare in the future as this tendency
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increases? Will a new typology of regions emerge and on what basis will the
distinctions be made? If we take a holistic view of regional systems, then
what becomes most valuable for the purposes of data collection is the set
of data that is analytically most important. A critical issue here revolves
around the trade-off between completeness (which often involves collec­
tion of analytically insignificant data) and attention to the sets of data
whose accurate estimation will contribute most to the successful use of
regional information systems for a variety of purposes (Echenique 1983).

5. Integration of Information Systems

Information systems have often been designed for specific purposes:
transportation data for transportation policy, housing data for housing
market policy, etc. Clearly, there are various rational (institutional and
technical) reasons why integration of information systems is hard to
achieve (see Chapter 3). On the other hand, lack of integration means an
enormous waste of effort. It would already be a significant step forward if
national or regional bureaus of statistics were authorized to provide uni­
form rules for data collection and standard classifications for economic
activities, even if it concerned information systems beyond the responsi­
bility of these bureaus. Experience in technical and medical sciences has
demonstrated the power of uniform rules and classifications, and there is
no logical reason that would prevent the construction of a standard frame
of reference for the design of more uniform spatially oriented information
systems. This would also reinforce the weaker compartments of regional
information systems, especially if a stepwise approach were adopted in the
design of such systems (see also Chapter 8).

In addition, modern computer hardware and software facilities pro­
vide a great deal of possibilities for coupling different information systems.
In this respect, public planning agencies may learn extremely useful les­
sons from multiplant and multiregional corporations, which have generally
been able to solve the organizational problems of dealing with enormous,
diversified data bases. The organizational aspects of internal communica­
tion within public agencies thus deserve much more attention. Modern
(electronic) networks provide a huge potential for improving acquisition,
communication, accessibility, efficiency, monitoring, and public participa­
tion in complex public choice situations. Similarly, the software facilities
are as important as the information that will be produced by them
(Schneider 1979, Olle et at. 1982).

Information systems are also a basic ingredient for regional planning
models. Some of these models may be partial and simple, while others
may be integrated and hierarchical (lssaev et 01. 1982). Information sys­
tems should guarantee the appropriate use of data for such models, con­
sistent linkage of submodels in a larger, master model, sufficient insight
into causality patterns of complex systems, and a reliable impact assess­
ment of the effectiveness of regional policy measures.
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6. Locational Dimensions of Information Systems
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The major part of the present study has been devoted to the relation­
ship between information systems and regional development planning. It
should be noted, however, that information systems not only are a tool in
public policy, but may also act as a stimulus for regional and urban
development processes. It has been argued by several authors (e.g.
Thorngren 1970, Tornqvist 1970, 1975, Pred 1973) that information systems
(contact systems, communication flows) may exert a significant impact on
industrial location patterns, especially those of corporate organizations.
Thus, though information systems are of major significance for regional
and urban planning, they exert, at the same lime, an impact on spatial
developments per se.

Goddard (1975) has pointed out the impact of corporate organizations
(especially when defined in terms of the location of nonmanufacturing
functions and their information flow networks) on regional and urban
development processes (e.g. through diffusion of technological innovation,
polarized development, and regional external economies). The aut.hor con­
cludes that the management of contact networks through investments in
advanced telecommunications, communications audits, and the designa­
tion of growth centers based on information exchange functions can
become an important policy instrument for both organizations and public
sector agencies concerned with regional development. Thus, the contact
pattern of multilocation, multiproduct corporate organizations has a
significant impact on regional and urban growth processes and on the
effectiveness of regional and urban policies. Communications audit.s
administered by a public agency may become an appropriate tool in
regional and urban policy by highlighting for firms opportunities for alter­
native Iocational/organizational arrangements, particularly the advan­
tages to be gained through locating different but complementary functions
in the same area.

One of the aspects t.hat seem to be missing from many regional anal­
yses is comparative evaluation of regional systems and how they have
evolved. In our overriding concerns for completeness and accuracy, some
broad-brush pictures of the regional system, its evolution, and likely
future developments have been ignored. As a result, the division made
between the need for policy analysis with partial or simplified models and
the use of large-scale models for essentially scientific analysis has become
a pervasive feature. A good illustration of finding a way out by creative
thinking can be seen in the elegant model for regional growth and develop­
ment articulated by Thompson (1965). Here, the author was able to
describe the probable direction and character of a region's development in
a way that any policy analyst could understand. Yet, behind this
simplification was a rich conceptual framework drawing on the literature
from economic base analysis and location theory.

In the last two decades, we have amassed a large collection of regional
and interregional information systems. Unfortunately, our comparative
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analysis has tended to focus on the character of the models rather than on
the regions they were representing. Are we able to say anything to policy
analysts about the likely changes in the structure of spatial systems as we
move from small, sparsely populated regions to larger ones dominated by
metropolitan complexes? How do we expect these regions, at any spatial
sc ale, to evolve? Jensen and Hewings (1983) approach these questions
from the perspective of a holistic description of these systems, which
attempts to transcend the gap between policy needs and scientific con­
cerns. Such approaches may be extremely helpful in identifying the infor­
mation really needed for regional analysis in the next several decades, as
well as in analyzing the existing data systems in order that we can answer
basic questions about structure and change in regional systems.

7. Demand for Qualitative Data in the Public Sector

Information systems derive a special meaning from the existence of a
large public sector in many countries. If major parts of the economy are
driven by nonmarket (e.g. public) factors, the market and price mechan­
ism loses its importance. Hence, instead of money-oriented decisions,
alternative frameworks of judgment have to be designed. Information sys­
tems may offer such frameworks, especially in the case of impact analysis
for public policy decisions.

Information systems are also particularly important when there are
conflicting policy issues with interest groups and citizen participation.
Then, information systems do not serve to achieve an ambiguous policy
solution, but to provide at least a platform for rational discussion based on
facts.

Several of these issues are not quantifiable, but have a qualitative
nature. Users, such as policy makers, are sometimes reluctant to include
qualitative data in information systems, as they are regarded as inferior or
subjective. This is by no means true, however. Qualitative data represent
the available information on outcomes of a complex system, and it would
be misleading to suggest cardinal values for variables (or proxies of latent
variables) if the description of actual phenome na is indeed fuzzy or quali­
tative in nature (Adelman and Morris 1974, Nijkamp et al. 1983).

Modern information systems (such as decision support systems) are
also able to include nonnumerical software, like reasoning, artificial intelli­
gence, and a "natural" language interface. It has also to be emphasized
that visual means (such as computer graphics) and analytic techniques
(SUCh as graph theory) are extremely important vehicles for integrating
qualitative information in public ·decision-making practice (Sugiyama
1982).

Clearly, scientific analysis that is meant for realizing theoretical con­
structs should aim at defining variables and indicators in a precise way,
but one has to be aware that often, for methodological or empirical rea­
sons, many variables cannot be assigned a precise cardinal value. In this
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regard, an information system is only the tip of the iceberg, representing
only part of a complex system. Clearly, the contents of an information
system depend very much on the user's interest. Therefore, it would be
worth while to encourage greater user participation in the design uf infor­
mation systems. The precise contents of such information systems will
also depend on the social benefits of additional information and the social
costs of insufficient information. As a result of the microelectronics revo­
lution, the costs of processing data, even at an individual level, are declin­
ing very fast. Unfortunately, however, most bureaus of statistics are not
very active in introducing new tools for data acquisition and processing ~o

that the use of appropriate information for effective regional planning is
far below its current potential. This also explains why the private market
is increasingly taking over as the information processor for public plan­
ning.

8. Monitoring

Information systems for regional and urban planning deal with
numerous economic sectors, areas, groups, periods, decision makers, and
objectives. Each of these categories reqUires a specific content, structure,
spatial scale, measurement level, and use of relevant information. Moni­
toring is often regarded as an important step toward a unifying methodol­
ogy for reconciling the options related to such diverse interests. The ques­
tion is, however, what the practical possibilities of coordinating complex,
dynamic, multifaceted, and multilevel information systems are.

Monitoring is indeed a powerful planning instrument, especially if it is
based on learning-by-doing principles. In this regard, it may be seen as a
coordinative activity for harmonizing plan making and implementation
(Verrijn Stuart 1976, Scheele 1983). Monitoring as such is not an entirely
new planning tool, but it has only recently been given more considered
attention. Nowadays monitoring provides a manageable means for interac­
tion between the makers and the implementers of a plan, as it also
involves an information-processing activity that registers the actual
effects of the (potential) discrepancies between plan and implementation
(see Chapter 5).

Monitoring is not valuable in itself, but has to be oriented toward
sometimes unclear and inconsistent planning problems. Hence, diversity
and flexibility are the usual attributes of any monitoring system, and such
a system has to deal with both procedural and substantive issues. In this
respect, monitoring is an important part of an interactive decision prob­
lem, to which the normal requirements for decision and methods apply
(Chapters 1 and 2).

Monitoring is not only relevant in procedural planning, but it is also a
valuable approach in ex post evaluation of policy decisions (see also
Chapter 25). In particular, the measurement of the effectiveness of policy
instruments may be facilitated if information is continuously available on
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both the expected impacts of changes in external conditions and the
effects due to the implementation of policy instruments (Folmer 1983).
Clearly, monitoring is not just a purely technical aspect of information sys­
tems: it is also part of an organizational learning procedure for regional
and urban planning (Masser 1983).

9. The Time Dimension in Information Systems

The seventies have been marked by the recognition of a wide vari.ety
of new problems and policy issues (e.g. environmental and resource prob­
lems). Several policy goals appeared to be incompatible. It is equally
probable that from the eighties will emerge new conflicting issues and
options. Traditional information systems have hardly been able to deal
with these new problems, as they were based on rigid, conventional ways of
data collection and data processing. One may wonder whether it is possi­
ble to design information systems that could anticipate such new develop­
ments and what the basic features of such information systems should be.

The expected ability of information systems to cope with new policy
problems and the need for continuous revision and improvement resemble
the process of innovation and filtering in economic dynamics. New
developments lead to speculation and the use of unvalidated statements.
Then more claims for improvement of factual knowledge are made, leading
to better established specific information systems. The anticipation of new
future developments requires creative thinking about the contents and
flexibility of information systems, as was shown by the need for energy
statistics in the seventies.

The time dimension is indeed an underdeveloped aspect of spatially
oriented information systems. There are only a few information systems
able to disentangle short-term, medium-term, and long-term develop­
ments, and structural changes are very difficult to record in information
systems. Consequently, changes due to drastic shifts in technology, in
human behavior, or in institutional policies can hardly be covered satisfac­
torily by present-day information systems. This implies that the majority
of information systems are more suitable for public management than for
long-term, strategic decision making. The use of scenario analysis should
be mentioned here, since it is able to take into account the basic uncer­
tainty of the future by designing a set of alternative, reasonable, flexible,
and well structured pictures of foreseeable developments. This would also
require a more fundamental treatment of discount rates in regional plaTt
ning issues. Further involvement of information systems with dynamic
systems analysis and bifurcation (and singularity) theory might provide a
more strategically based support for long-term policy and planning prob­
lems (Stohr and Todtling 1982).

Most planning information systems deal with quantitative data from
the past. Much less attention has been given to qualitative information on
future developments, though in scenario analysis substantial progress has
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been made (Figure 1). Also, citizen participation might be included more
properly in the use of information systems for planning, since qualitative
attitudes and opinions are not necessarily excluded by modern action­
oriented information systems (e.g. early warning systems and decision
support systems).

Time

Quantitative Qualitative

Information

Figure 1 Orientation of planning information systems.

Apart from the strategic problems of including the time aspect in
information systems, there is also another temporal flaw in many informa­
tion systems. In general, the time between the moment of gathering data
and the moment of publishing the resulting information by bureaus of
statistics is extremely long (see Chapter 25). In many cases, it can be a
decade before the information is made available to the public for scientific
research. This regrettable situation is one of the causes of current criti­
cisms of population censuses. It is therefore a necessity that modern
hardware and software facilities be used from the beginning of a planning
problem as integral elements of information systems.

In general, longitudinal and nonsurvey data as well as data from
administrative registers may be a valid alternative to expensive census
data (Guesnier 1980). A similar development can also be observed in the
area of probabilistic disaggregate spatial choice models.

10. Confidentiality in Information Systems

Confidentiality provisions are one of the reasons why statistical data
cannot be used completely. This is especially true for regional information
systems, since data are presented at a lower level of aggregation and so
the probability of disclosure is higher. It is thus important to examine
what possibilities exist for relaxing confidentiality rules and which
methods are most suitable for presenting statistical data so that they are
as informative as possible without violating these rules.
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Confidentiality problems are central to all information systems. Two
possible reasons why confidentiality of data is often emphasized are that
confidentiality may be necessary to avoid identification of individual
characteristics, and that confidentiality of data gives the decision agencies
a certain power, as it may increase their strategic position in complex
choice situations and negotiations.

The latter reason has more to do with the creation of strategic uncer­
tainty than with real confidentiality provisions. The first reason reflects a
difficult compromise between usefulness of information and protection of
individuals, firms, or agencies. To define an acceptable confidentiality
level that does not preempt the disaggregate level of necessary informa­
tion for effective regional planning is far from easy.

Confidentiality in statistics means that no individual item should be
recognizable from the tables that leave the statistical office. This is a very
important safeguard for the office itself because every disclosure of
individual data may have its impact on the response rate and on the qual­
ity of the raw data. Respondents must be sure of the confidentiality of the
information that they give to the statistical office. The confidentiality
issue is closely related to legislation on the protection of privacy, which
exists (or is being created) in many countries. According to such legisla­
tion, information obtained from an individual for certain purposes may not
be used for other purposes (without his consent).

Although, in general, individual firms attach great importance to the
confidentiality of data they give to statistical offices, usually the same data
can also be obtained from annual reports of firms, internal news maga­
zines, professional journals, and newspapers. Thus, the fear that competi­
tors could derive too much information from individual data is, in general,
unrealistic. Moreover, a good firm always has fairly accurate information
about its competitors. Consequently, confidentiality provisions for indivi­
dual business data may' certainly be relaxed without doing any harm to
individual firms. Many discussions on confidentiality of data tend to be
more strategic in nature in negotiation processes, rather than concentrat­
ing on necessary statistical confidentiality.

The loss of information due to aggregation is an issue that has faced
regional analysts but has never been attacked consistently on a broad
scale. At base is the question of how confidential information about
individuals or a firm might be used in the modeling process without
betraying anyone's identity.

One way, which Leontief (1967) proposed, involves a simple partition­
ing of a matrix of information into "disclosable" and "nondisclosable" and
the links between the two components. By standard matrix-partitioning
procedures, a "reduced form" system can be obtained in which the disclos­
able set has been incorporated in the complete set of interactions in the
economy.

An alternative, more "data-hungry" procedure, has been developed by
Eliasson (1978). His micro-to-macro modeling system enables one to
model small units, such as individual firms, using standard microeconomic
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theory. This structure is then cleverly embedded within a standard
macroeconomic model. Tbe quality of the latter is significantly improved
without revealing any information about the microeconomic part of the
model. Since many individual firms in an economy exert a significant
influence on the growth and development of the regional system, this pro­
cedure may be a useful one to consider.

In the Leontief method, no distinction is made in the modeling of the
individual as opposed to the aggregate: data routinely collected by census
bureaus could be used in this fashion. In the Eliasson model, additional
data of a far more confidential nature would be required. There are prob­
ably few countries where sucb data could be gathered on a wide enough
basis to justify the effort involved. As indicated in Chapter 14, modern
programming methods can be used to minimize the information loss due
to confidentiality restrictions. -

Altogether, the current strong emphasis on confidentiality is very
much to the detriment of the design of useful information systems for
regional planning. A reconsideration of confidentiality rules is undoubt­
edly a necessity.

11. Toward User-Friendly Information Systems

An information system should be versatile (i.e. accessible for various
groups of users and for various objectives). The same information can be
judged from many angles and so requires a specific presentation for a par­
ticular group (e.g. planners, model builders, systems analysts, statisti­
cians, data-processing specialists, policy makers, and public interest
groups). It is difficult to develop the desirable computer software that
would allow information systems to be used for various purposes (including
dialogue between users).

User-oriented information systems are necessary in order to improve
communications between analysts and policy makers and to avoid a "black
box" view of policy analysis and modeling. Modern communications and
information technology offers many improvements here, since analytic
tools can be made more accessible to policy makers through desk-top
computer termi.nals and user-fri.endly software (e.g. interactive computer
graphics). Recent developments in adaptive information systems have to
be applied in regional planning in order to bridge the gap between infor­
mation experts and responsible policy agencies (Mayer and Greenwood
1980, Sol 1983).

Our current information society needs rapid access to statistical
information. Obstacles to obtaining appropriate data on time, and in
usable forms, may be caused by basic data being unavailable (e.g. financial
flows data) or by underutilization of existing data bases. An important les­
son to be drawn from this situation is that more insight is needed into the
appropriate design of information systems so that the actual use of infor­
mation reaches its current potential. In the case of lack of data, it has to
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be emphasized that the widespread availability of computers today allows
users to process statistical data themselves, as is reflected in the popular­
ity of machine-readable data files. Furthermore, public agencies should be
aware of a wide variety of data-finding aids, such as published catalogues,
indexes, and table-finding guides, and computerized cataloguing and query
systems (Sprehe 1981).

Clearly, the claims put on information systems for regional and urban
planning may sometimes be too high, especially as far as Lhe degree of
comprehensiveness is concerned. It is uncertain whether information sys­
tems can be designed that show such a high degree of adaptability that
they can deal with the dynamics of social change in a comprehensive
manner. However, it may be worth while attaining a high degree of flexibil­
ity through partial information systems (e.g. focusing on a limited
number of policy sectors). Recent developments in decision support sys­
tems and artificial intelligence indicate that modern computer technology
(especially for data base management, data retrieval, and data display)
offers many new opportunities for using adaptive information systems in a
situation of socioeconomic dynamics (Banerji 1980). Consequently, rigid
planning structures could be made much more flexible and better adjusted
to the available information technology in order to improve the quality of
decision making in today's complex society (see Chapters 16 and 17). How­
ever, a prerequisite for this to happen is the acceptance of the important
position that modern information systems have in planning and policy
making.

12. Conclusion

The implications of modern information technology for regional
management and integrated planning may be far-reaching. Instead of
early manual procedures (e.g. those based on encoding one grid cell at a
time), there is now a strong tendency to use electromechanical and elec­
tronic digitizers. Automation of this field is proceeding rapidly, also imply­
ing that the creation of data files and the process of data gathering are
taking place simultaneously.

Several kinds of scanning devices for acquiring information from
maps of various kinds are now emerging. In addition, large data-sharing
networks and the use of microprocessors are becoming more common.
The development of modern hardware has led to the replacement of line
printers by modern techniques, such as color graphics and electronic
displays for graphic output. Data storage capacities have also been drasti­
cally improved, as is reflected in the design of modern data base manage­
ment systems. Another development is the increased use of remote sens­
ing for data gathering.

Thus altogether the increase in the speed of data file creation and of
data processing in information systems for regional planning has been
tremendous. This has obviously been helped greatly by the reduction in
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cost of many components of spatial information systems technology (e.g.
for geocoding). In conclusion, the conditions are ripe for a further spread
of spatial information technology.

It has to be noted that in the majority of countries regional informa­
tion systems are not yet fully developed. The potential of modern informa­
tion technology is much higher than its current use. This may be due to
several factors, such as the expectation of high costs, lack of insight, insti­
tutional rigidity, and insufficient coordination. However, it should also be
realized that a more adequate design and use of modern information sys­
tems for regional planning will lead to an improved quality of decision
making and thus to higher social benefits.
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