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INTRODUCTION TO THE SERIES

This series consists of a number of hitherto unpublished studies,
which are introduced by the editors in the belief that they represent fresh
contributions to economic science.

The term “economic analysis” as used in the title of the series has
been adopted because it covers the activities of both the theoretical
economist and the research worker.

Although the analytical methods used by the various contributors are
not the same, they are nevertheless conditioned by the common origin of
their studies, namely theoretical problems encountered in practical
research. Since, for this reason, business cycle research and national
accounting, research work on behalf of economic policy, and problems of
planning are the main sources of the subjects dealt with, they necessarily
determine the manner of approach adopted by the authors. Their
methods tend to be "practical” in the sense of not being too far remote
Irom application to actual economic conditions. In addition they are quan-
titative rather than qualitative.

It is the hope of the editors that the publication of these studies will
help to stimulate the exchange of scientific information and to reinforce
international cooperation in the field of economics.

The Editors






PREFACE

We should all be concerned about the future
because we will have to spend the rest of our lives there.

Charles F. Kettering
Seed for Thought (1949)

The period after the Second World War has been marked by a wave of
information that has flooded many societies, east and west. Information
systems have become indispensable for planning and decision making in
both private and public agencies. Recent advances in microelectronics, in
particular, have offered enormous potential for using information in a logi-
cal and well structured way for handling complex problems of choice and
decision.

Usually, however, information systems in public policy making are
oriented toward either the national level or the detailed local level. So far,
the regionol dimensions of sociceconomic development have not been ade-
quately represented in information systems for regional planning.

This book is the result of an endeavor to fill the gap by addressing key
issues of information systems for planning regional development, by
evaluating trends in the progress of information systems, by identifying
the greatest difficulties in their use for aiding long-term regional develop-
ment, and by focusing attention on the possibilities of new operational
tools in modern information systems.

The study, based on a joint effort of several experts on information
systems for regional planning, was initiated by the Integrated Regional and
Urban Development Group at the International Institute for Applied Sys-
tems Analysis (IIASA) in Laxenburg, Austria and the Department of
Regional Economics at the Free University in Amsterdam. This coopera-
tion led to a network of scholars who were interested in contributing to a
comprehensive survey of the subject. Several results of the project were
also discussed at a workshop held at TIASA in December 1982.

The aim of the book is to show that planning-oriented information sys-
terns are powerful tools in regional decision making and policy making.
Some of the issues discussed are mentioned here:

. Is there a unifying methodology for integrated information systems
that will adequately represent regional systems as a whole, as well as
specific parts and aspects of a regional system?

. How can one secure the complete and coherent representation of a
regional economy, so that it may be regarded in planning as a
socioeconomic system interacting with the national (or international)
economy and with other regions?
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. How can intraregional socioeconomic, demographic, and political
mechanisms be included in information systems so as to identify the
key forces of change in the structure of a regional economy?

. What should be done in the design and use of information systems to
enhance the understanding and cooperation between the "actors” in
regional planning and regional development analysis: the planners,
model builders, systems analysts, statisticians, and data-processing
specialists?

. Which new developments in information technology promise to
improve regional information for planning and decision making?

Altogether, this study has a strong methodological and practical bias.
Technical aspects will be touched upon only insofar as they are consistent
with this approach.

Finally, we wish to express our gratitude to Dr. Manfred M. Fischer of
the Department of Geography, University of Vienna for his outstanding
help in making constructive comments on the first draft of the book; to Dr.
Geoffrey J.D. Hewings for his suggestions on parts of the final chapter; and
to Professor Borje Johansson, Acting Leader of the Inlegraled Regional and
Urban Development Group at IIASA, for his continuous support, especially
after the death of the former Leader, Professor Boris Issaev.

Peter Nijkamp

Piet Rietveld
Amsterdam, May 1583
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CHAPTER 1

Information Systems:
A General Introduction

Peter Nijkamp

1. Introduction

Since the Second World War almost all countries of the world have
experienced an information explosion. The introduction of computers,
microelectronic equipment, and telecommunications services has paved
the way for an avalanche of information, not only for scientific research
but also for use by a broader public and by planners and policy makers
(Burch et al. 1979, Debons and Larson 1983).

There are several reasons that may explain the information explosion
in planning and policy making. First of all, the complexity of modern
society has led to a general need for adequate insight into the mechanisms
and structures determining intertwined societal processes.

Secondly, to avoid the enormous risks and costs incurred by taking
wrong decisions today requires careful judgment, based on sufficient infor-
mation about the consequences of all alternative courses of action.

In the third place, public policy institutions themselves adopt compli-
cated positions arising from conflicting interests. In negotiations between
such agencies information can be used as a powerful tool.

Next, in recent decades many statistical offices (national, regional,
and urban) have produced a great deal of data that are available for
further treatment or analysis.

Another factor that has stimulated the present information wave is
the progress in statistical techniques and in econometric modeling, which
has permitted data of different kinds to be manipulated to suit the needs
of planners, decision makers, or politicians.

Finally, modern computer hardware and software (decision support
systems, for instance) have made possible the quick and flexible treatment
of a wide variety of data relevant to policy analysis. The data storage capa-
city that is available today favors a much better organized use of
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information than was possible previously.

All these factors have led to the widespread use of appropriate and
manageable information for decision making, not only by the individual
but also at the level of social and economic organizations (Sowell 1980). In
the developed world and in developing countries, proper and systematic
information is regarded as a prerequisite for successful planning (Casley
and Lury 1981).

It should be emphasized here that, in principle, there is a substantial
difference between date and information (Burch ef al. 1979). Data are
numerical representations, or other symbolic surrogates, that character-
ize people, organizations, objects, events, or concepts. Information
means data that are structured (by way of modeling, organizing, or con-
verting data) so as to improve insight or knowledge regarding a certain
phenomenon. Thus an information system is based on a systematic data
transformation that aims at providing analytic support to planners and
decision makers (Rittel 1982). An information system should be judged by
its contribution to solving, organizing, or rationalizing complex choice and
decision problems.

The purpose of this book is to present a scientific reflection on infor-
mation systems for planning and policy analysis. Because of the informa-
tion explosion, there is a need for a closer investigation of information sys-
tems for public policy making. The following arguments may justify this
endeavor.

Firstly, information systems (especially those having many kinds of
information) may provide an integrative framework for multidisciplinary
work, since they include the features necessary for communication
between such disciplines as geography, planning, economics, ecology,
demography, regional science, and public management.

Next, data and information systems contribute to the foundation of
operational analysis. Without this empirical and testable foundation, we
may run into misinterpretations of cornplex rmechanisms, especially if the
long-term dynamics of social or spatial systems are to be taken into
account.

Thirdly, data and information systems determine the actual relevance
of scientific analysis for society, for planning, for management, and for
policy making. They act as a filter for identifying and specifying empiri-
cally a precisely demarcated policy or choice problem.

Furthermore, data and information systems are also a prerequisite
for building, testing, and using models. Data are necessary for judging the
validity of a model and provide an empirical test of model behavior. A
model does not have absolute validity, for its purpose is to describe a sub-
system of a complex reality. Consequently, a “good” model derives its
value from its empirical basis; it cannot be used to test the reliability of
data. In a provocative article published recently, Leontief (1982), the
Nobel Laureate in economics, discussed the friction between theory and
application in social sciences. He found that, at least in economics, only a
small proportion of scientific analysis was rooted in reality and empirical
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observations. The majority was just theory. He strongly criticized this
"theorizing on non-observed facts.” In his view, many scientists are mak-
ing assumptions instead of collecting data and using them. He showed
convincingly that a substantial operational foundation based on facts is
necessary for mature scientific analysis.

Finally, public policy making is increasingly evolving into conflict
management, in which each interest group or decision agency uses its own
arguments based on a specific information system. A careful analysis of
information systems may provide a rational framework for judging
different, sometimes conflicting options.

Clearly, there are many trade-offs involved in collecting data and
developing information systems: accuracy, adaptability, and availability
have to be weighed against the consequences in terms of financial benefits
and costs. In this regard, special attention has to be given to the benefits
and costs of user—surveyor interactions. A necessary condition for
manageable exchange of information is a permanent user—surveyor
dialogue that will guarantee meaningful coordination of the various tasks
in a planning process.

Because of the wide variety of urgent problems in the world (from glo-
bal to local), there is a need for a coherent framework for information sys-
tems, as almost all technological, socioeconomic, spatial, and environmen-
tal processes develop together. The provision of reliable, manageable, and
up-to-date information, structured according to a sound methodology, is
essential in order to understand and to influence such processes in a
rational and systematic way. Coherent information systems for regional
planning should contain the necessary data on the elements of a
socioeconomic system, on their properties, their linkages, and their
dynamics. But, as will be indicated later, the spatial dimensions of
socioeconomic development have not yet been considered adequately in
information systems for public planning and decision making.

In general, information is the integrative basis to all planning and
decision activities. The inadequacy of information often renders economic
models ineffective or inoperable, leads to a misunderstanding of the real
mechanisms of socioeconomic systems and to inconsistent decisions, and
hampers communication between planners and model builders. It is,
therefore, important to determine whether current trends in planning-
oriented information systems are promising and, if they are not, to indi-
cate the steps to be taken to adapt them better to the needs of planners.
It may be particularly useful to identify bottlenecks and failures in the use
of information systems, so that new strategies for designing and applying
coherent information systems can be developed. In this process the atten-
tion of persons and institutions responsible for the design of decision sup-
port systems for planning may be directed also to various qualitative
issues crucial to development planning. Such issues can often be included
in modern information systems, because entirely new possibilities for data
storage and data treatment have arisen. Therefore, information systems
may act as a vehicle for identifying systematic patterns in a complex,
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dynamic world.

Our era is indeed the era of information. But, at the same time, the
identification of meaningful structures and patterns in the mass of infor-
mation that confronts us is fraught with many problems. The need for
better information for planning has evolved into the need for better plan-
ning of information.

2. Information as a Process

As stated in the introduction, information is more than a set of data,
as its aim is to provide analytic support to a decision maker. An informa-
tion process takes place when the insight of the decision maker into a
choice problem is improved by access to logically organized data. This
process can have two effects, namely an increase in knowledge about a
phenomenon, or a decrease ("misinformation”). The latter aspect is
extremely relevant, as very often scientific analyses may lead to a removal
of certainty that a decision maker had regarding the expected outcomes
of his decisions. Thus, a rise or a decline in the degree of certainty about
the occurrence of a particular phenomenon may be called "information”
(Rittel 1982). Information in a planning framework may have an impact
(positive or negative) on various types of knowledge (Rittel 1982): concep-
tual (theoretical), factual (descriptive), deontic (normative), explanatory
{causal), and instrumental (goal-oriented).

A specific kind of uncertainty emerges if different information sys-
tems (e.g. models) lead to different outcomes. In that case, a decision
maker might use the contradictory results of two information systems to
create more public uncertainty (i.e. confusion) so as to achieve an expan-
sion of his own decision space. This so-called sirategic uncertainty may
emerge especially if the foundations, definitions, data, and purposes of the
information systems are not clearly specified.

Information can thus also be linked with surprise. A message con-
tains more information as the discrepancy between prior (expected)
results and posterior (realized) results increases. Theil (1967) used the
latter viewpoint to develop his conception of information theory, in which
Shannon and Weaver's classic measure of information is one of the ele-
ments used for judging the relevance of information for decision making.
The input of organized data (information) brings more order to an other-
wise less organized complex system (Scheele 1983). Raising the informa-
tion content (or negentropy) removes uncertainty and reduces the
entropy of a system. This information process will depend on the capabil-
ity of the system to incorporate the extra information (Webber 1982).

As mentioned before, a restructuring and interpretation of data is a
prerequisite for generating information. This treatment may be for vari-
ous purposes (Burch et al, 1979). Examples are:
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capturing recording data systematically

verifying confirming the validity of data
classifying sorting data into specific classes
arranging placing data in a predetermined sequence
summarizing aggregating data into new sets
calculaling manipulating data arithmetically
Jorecasting extrapolating data into the future
stmulaling assessing and manipulating lacking data
storing placing data on to storage media
retrieving selecting data from storage media

communicating transferring data to other users.

All these operations are determined by the contribution of the information
system at hand to solving planning and policy problems. The choice of
operations very much depends on the related costs arising infer alia from
personnel requirements, the modularity, flexibility, and versatility of the
information system, and the processing speed and control. The benefits of
an information system depend infer alic on its accessibilily, comprehen-
siveness, accuracy, appropriateness, timeliness, flexibility, verifiability,
freedom from bias, and quantifiability.

Clearly, a system with redundant information may result in inefficient
decisions, to which lack of information may also lead. Theoretically, an
optimum level of information will be reached if the marginal value of infor-
mation equals its marginal cost. In reality, such costs and benefits can
hardly be expressed by one common denominator, so this marginality rule
has only a limited practical relevance. The various aspects involved in
judging the value of an information system normally require to be treated
in a multidimensional trade-off (to be discussed later).

An information system may also be useful for identifying the
minimum requirements for making a decision. If the information level is
too low, it may be appropriate to postpone a decision in order to collect
more reliable data, unless the costs of postponing would be higher than
the expected benefits of gathering better information. This principle of
trichotomous segmentation is extensively discussed by Roy (1981). In con-
clusion, information systems may not only serve as decision support for
making actual choices, but may also indicate the margins within which
choice may be justified on scientific grounds.

3. The Nature of Data

The importance has already been mentioned of the trade-off between
the costs of producing relevant information and the benefits of using it
eflectively in planning procedures and policy decisions. Therefore, we
should pay attention to the nature of data that are appropriate for infor-
mation systems.



8 P. Nijkamp

Phenomena that are studied using social sciences can be described in
various ways; for instance, by means of theoretical constructs (e.g. the
level of welfare or the quality of life) or by means of operational concepts
(e.g. the level of income or the amount of pollution). In the phase of theor-
izing on problems to be analyzed, the theoretical constructs are usually
called lafent variables. These variables do have a certain (sometimes
intuitive) meaning, but cannot be directly measured. However, during
hypothesis testing, empirical analysis, or model building one needs obser-
vations of operafional variables, which are often proxy measures for latent
variables. The literature on latent variables is fairly rich (e.g. Goldberger
1972, Goldberger and Duncan 1973, Aigner and Goldberger 1977, Folmer
1983).

More recently a great deal of attention has been given to explanatory
analyses of latent variables; for instance, by means of indirect methods,
like path analysis (e.g. Duncan 1975, Leitner and Wohlschldgl 1980,
Jéreskog and Wold 1982), or by means of partial least squares (e.g. Wold
1975, 1983) or by means of linear structural equation models (Jéreskog
1977). The state of the art demonstrates that both latent and observable
variables can be dealt with in empirical statistical and econometric anal-
yses.

It should be added, however, that even operational and measurable
variables may pose validity problems, as they have to be adjusted to
specific analytic issues. For instance, if one has to examine the relation-
ship between regional value added and the availability of transport infra-
structure, the variable representing transport infrastructure has to be
standardized in a meaningful way, for instance by relating it to the actual
use of infrastructure, to the number of regional inhabitants, or to the
regional activity density (Nijkamp 1983). Thus, each standardization
includes a certain arbitrary or subjective value judgment that may have a
substantial impact on the final results. In conclusion, even apart from
measurement problems per se, defining an operational concept or variable
in data analysis is far from easy.

Data for use in planning can be collected at various levels and accord-
ing to various viewpoints. From an ideal point of view, the nature of data is
determined by the aims of the analysis (e.g. impact analysis or plan
evaluation), but in reality one very often has to use an existing data base
in the most efficient way to extract the most relevant information for a
specified use. For instance, it appeared from a recent international survey
of multiregional economic models that specific data bases were mnot
developed for the majority of the models, but instead the existing data
provided by various statistical offices were employed in most cases (Issaev
et al. 1982).

In general, data can be measured on different scales (Harvey 1969,
Roberts 1979). Two major measurement scales are the gualifative (non-
metric) and the quantifefive (metric) scale. (A thorough formal treat-
ment of measurement theory can be found in Roberts (1979).)
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A qualitative scale can be either nominal or ordinal:

. Nominal scale: a classification of attributes of observed vari-
ables into distinct groups (e.g. green or red) or into distinct size
classes (e.g. small impacts, large impacts); a binary system can
be a special case of this class of scale.

. Ordinal scale: a ranking of events or effects in order of magni-
tude (e.g. 1,2,3,...); a difference between ordinal figures has no
quantitative meaning.

A quantitative scale can be based on either interval or ratio:

. Interval scale: a measurement system that allows a calculation
of metric distances between figures, though the figures them-
selves do not have an absolute meaning.

. Ratio scale: a measurement system in which figures have an
absolute numerical meaning, so that they can be represented in
a normal metric system.

These four scales can be described more formally as follows. If e is an
empirical system, N a numerical, real-valued system, and X a homomor-
phism for any relation (or operation) in e, then a scale may be defined as

X e-N.

X is therefore a variable representing a homomorphic mapping from an
empirical to a numerical system. If now X and X' are both homomor-
phisms of ¢ mapped into N (i.e. scales for a given e), then the four scales
can be classified according to the kind of admissible transformation
between X and X'.

Nominal: if and only if X' preserves the identity of X.
Ordinal: if and only if X' preserves the order of X.
Interval: if and only if X' = cX +& (Ve € {real numbers},c >0).
Ratio: if and only if X' = cX(W¥¢ € freal numbersj,c >0).

In the past, the majority of concepts, attributes, or variables in the
social sciences have been defined on a quantitative scale, but recently
much effort has been put into the development of qualitative (or "soft™)
data methods (e.g. Wrigley 1980, Brouwer and Nijkamp 1981, Nijkamp and
Rietveld 1982, Nijkamp et al. 1983). Nonparametric statistical tools (such
as rank correlation methods), multidimensional and homogeneous scaling
methods, log—linear analysis, logit and probit analysis, contingency table
analysis, soft modeling, and linear structural equation models with latent
variables have contributed to a valid and operational treatment of qualita-
tive data. Similar developments can be found in plan evaluation methods
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(Nijkamp 1980, Rietveld 1980, Voogd 1983). However, one of the crucial
problems is that of mixed data (measured on different scales), which leads
to the question of scale conversion.

The above-mentioned approaches in qualitative statistics and
econometrics may be used for various purposes: measurement of the per-
formance of a system, even if only qualitatively measured variables are
available; detection of associations between qualitative variables; and
modeling of causal patterns, for instance by designing a behavioral model
for qualitative variables.

In various research fields (e.g. transportation behavior, housing and
migration analysis, and mental maps) these modern analytic tools have
already demonstrated their abilities. It should be emphasized that impre-
cise data, even when expressed qualitatively (e.g. linguistic statements in a
fuzzy-set context), may provide meaningful information and hence should
not be omitted.

Production of data is a problem in itself. Normally data are collected
for several purposes, so it is usually difficult to obtain data that have a dis-
tinct focus on a particular research or planning problem. They often have
to be manipulated, (dis)aggregated, or adjusted to suit the nature of the
problem (Batty and Sikdar 1982).

Data can be collected at various levels of aggregation, for instance at
individual levels (e.g. household income) or at aggregate levels (e.g. aver-
age regional income). Such data may result from interviews, question-
naires, censuses, samples, surveys, remote sensing, or other techniques.
The choice of data collection technique and level of aggregation will be
determined by the aims of the planners and will also depend on the trade-
off between costs and expected usefulness (Park et al. 1981). The loss of
information due to an aggregate representation of disaggregate variables
can be represented by the entropy, which measures the degree to which
microscale variables are ignored when one knows only a macroscopic vari-
able (Gokhale and Kullback 1978). An intriguing problem of consistent
aggregation and of information loss emerges if data are to be used at
different spatial levels of aggregation (discussed in Chapter 13).

Another important problem is of course that one is usually interested
in measures describing not only the state of a system but also its evolu-
tion. The latest data on complex systems, however, are normally hard to
obtain because of the high costs of a permanent filing system, although
modern monitoring and retrieval systems may be very helpful. Sometimes
interpolation or extrapolation techniques are used to cope with the lack of
data in a time series. Other common techniques for updating (spatial)
data sets are biproportional RAS techniques (for input—output tables) and
entropy techniques (for spatial interaction data). It is clear, however, that
none of these techniques will be able to reflect sudden shifts in a system.
In view of all the uncertainties in dealing with data corresponding to vari-
ous spatial scales, a systematic investigation of the characteristics and
uses of regional information systems would be valuable. This will be
touched upon in Chapter 2.
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4. A Systems View of Information Systems

Information systems for planning purposes serve to provide insight
into the feasibility and desirability of various strategies that may be dis-
tinguished in choice problems. Since planning is a complicaled activity,
with many stages, it is important to obtain a distinct overall view, other-
wise uncoordinated decisions may be taken. Therefore, a systems
approach can be extremely valuable (Chadwick 1971), for it may offer a
comprehensive picture of all information requirements. In general, the
object of a systems approach is to portray the processes and relationships
between the system components, which are connected by functional,
technical, institutional, or behavioral linkages and which can also be
influenced by changes in parameters or controls from the environment of
the system (Sage 1977).

A formal systems representation of an information system can be
made as follows. The set of profiles characterizing the successive parts of
the system is denoted by P = {p,.....py}, while the set of attributes of each
profile p,{n=1,...,N) (such as the set of goal variables) is denoted by
A, =la,, . ...ay). The set of all attributes over all profiles may thus be
represented by 4 = {4,,...,Ay}. This is essentially a set of impacts.

We may also introduce a set of exogenous policy fields and auton-
omous forces, £ = {E,....,E;}, which constitute part of the environment of
the system. The specific policy measures associated with each policy field
E;(j=1,....J) can be included in a set B; = {b;;,....b;y}; the set of all b;is
represented by B = {B,,....B;}. Thus B may be regarded as a set of impactl
generators. Altogether the components of the whole system are denoted
by {4.53.

The processes and relationships can be dealt with in a similar manner
by means of intermediate variables and parameters. If s7;* represents the
relationship between elements a,; and g, within the system, then the set
of internal relationships can briefly be represented as S = {s%4% 'vn n'i.i'.
If 7i™ represents the relationship between any element a,,; within the sys-
tem and any element bjy, outside the system, then the relationships
describing the impacts of (external) policies upon the elements of the
(endogenous) profiles can be denoted as ® = {rf7*; wn,i,j,m}. The following
representation of an information system U can then be given:
U=1{4,B,5 R} This expression can be seen as a formal definition of an
information system. The sets of relationships and interactions, § and F,
may include all kinds of relationships (series, parallel, feedback, com-
pound). The structure of such a system is shown schematically in Figure
1.

It is evident that such an information system requires data on sets §
and R, as well as on sets 4 and B. These relationships might be
represented by means of a formal economeltric model (estimated by
means of time series or cross-section data) or by means of graphs or
arrows (Brouwer and Nijkamp 1983). The latter approach is more modest,
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B, « & . BJ

Profiles

Figure 1 Simple representation of an information system.

as it does not require the construction of a comprehensive econometric
model. In such cases, however, frequently only qualitative statements
about the responses of the system to policy measures can be made.
Nonetheless, less precisely measurable impacts may constitute useful
components of a planning information system (Kahnemann et al. 1982).

5. Information Systems and Policy Analysis

It was argued earlier in the chapter that information systems provide
a coherent and empirical basis for planning and decision making. If one
defines policy analysis as a systematic investigation of elements, features,
structures, linkages, conflicts, and effects inherent in choices or courses
of action, it is clear that information systems are part of this. Also, such
systems, ranging from a systematic presentation of data to advanced sta-
tistical and econometric modeling techniques, are necessary for policy for-
mulation (Bauer 1968). Thus, policy orientation and problem orientation
are key concepts in information systems.

In the present study, policy making refers to decision-oriented plan-
ning (Bahrenberg and Fischer 1981). Examples of this can be found in
synoptic planning and rational comprehensive planning, while related
approaches can be found in incremental planning and mixed-scanning
approaches. Nevertheless, other kinds of planning (e.g. the social cyber-
netics and political economy approaches) need information systems to
provide the necessary input, throughput, and output for complex social
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choice problems. In this respect, information systems may also form a
unifying frame of reference in empirical planning problems.

In general, a series of stages may be identified in any policy-making
process (Mayer and Greenwood 1980), as shown in Figure 2. In almosl all
stages, data and information play a central role. This scheme is useful for
both ex ante policy analysis (which course of action is most suitable?) and
ex post policy analysis (has the actual choice been most suitable?).

Institutional

Needs setting

Objectives

A

v A

Instruments

A

Alternatives

Impacts

Evaluation
A

L Decision

v

Implementation

Feedback

Figure 2 Stages of policy making.

Figure 2 contains a conflict between generality and specificity of
information systems. It is sometimes claimed that it is appropriate to
design general comprehensive information systems that can serve all the
various needs of planners and decision makers. This, however, might
imply a waste of resources, since the costs of a large amount of software
and of collecting the necessary data might easily exceed the benefits of
having all relevant information available in case of emergency or neces-
sity. This is a matter of risk aversion, in which the costs of an uncertain
future have to be traded off against the costs of a waste of resources.

In contrast, one might design specific information systems that are
able to help planners and policy makers on specific problems. In such a
situation, the information analyst has to make sure that he can provide
adequate and flexible support on time. Specific information systems are
easier to handle and less expensive, but they may have an ad hoc nature
and may not always be available when needed.
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Between these two extremes has appeared in recent years a new kind
of information system, the adaptive information system. There are vari-
ous reasons why this may be more appropriale than the other kinds. First
of all, the assumption behind adaptive information systems is that plan-
ning and policy making are processes, so that a certain problem orienta-
tion with regard to a specific situation is placed in a long-term and
coherent perspective, taking into account interactions between decision
makers, individuals, and interest groups, Secondly, adaptive information
systems can easily be linked to a systems view of planning, in which feed-
back effects provide a flexible frame of reference. In addition, an adaptive
view provides more possibilities for establishing a scientific foundation of
information systems, for instance by including notions from decision
theory, conflict theory, economics, political science, geography, and plan-
ning theory. All these disciplines may also be important for identifying the
principal mechanisms of social, economic, and spatial developments that
may make up the central components of an information system. Finally,
adaptive information systems may be more future-oriented, being based
on past trends and because they may include a prospective view of obsta-
cles and opportunities involved in new developments.

Clearly, a wide variety of problems are of concern to regional
planners, statisticians, and regional scientists. For example, are we in a
position to predict how the regional economies in western societies are
reacting to the current structural and technological changes in industrial
activity? In what sense are regional developmenl slrategies hampered by
the absence of data? How have the demands for (regional) policy monitor-
ing and evaluation been precluded by inadequate (regional) information
systems? There is, of course, a danger that certain areas of planning may
be covered more than others in a systematic investigation because certain
data are available. Information systems should try to fill the information
gaps as much as possible in order to achieve a balanced provision of
relevant data for a comprehensive planning effort (Chadwick 1971).

There may be .a discrepancy between a planning-oriented and a
future-oriented view of information systems because the topics of interest
to the planner may not match those emphasized in a given information
system; in particular, if there is a long time lag, there will be less overlap
between the information system and the planning activities (Figure 3).
Problems that are hard to foresee can also lead to a lack of overlap. For
instance, the sudden emergence of the enérgy crisis at the beginning of
the 1970s revealed a basic weakness in energy information systems. Even
now behavioral analyses and modeling of energy problems are hard to
undertake because of a lack of detailed time series on energy demand
and/or supply. The same holds true for the current interest in innovation
policies; reliable data on industrial innovations (e.g. patent statistics) are
hard to obtain.

These examples illustrate that information systems should not just be
built according to current planning interests, but should include new com-
ponents that are not yet receiving much attention but may become
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(a) (b)

Figure 3 Overlap of planning fields (P) and information systems (1) in the case of
(a) short-term planning and (b) long-term planning.

important in the future. Examples are: consequernces of pollution, matters
of conflict between different public agencies, regional influences of multi-
national companies, impacts of industrial reorientation, spatial aspects of
the growing importance of agriculture, and consequences of microelec-
tronics. It may be important to concentrate also on longitudinal discrete
data, as they may reveal patterns of structural change and may offer more
perspectives for behavioral analyses.

This future-oriented view of information systems requires an integra-
tive framework for analyzing a complex sociceconomic system. Not only
direct stimulus—response patterns, but also the conditions (social, politi-
cal, institutional) under which certain policy stimuli may become effective,
are important elements to identify (Dye and Gray 1981).

Wilbanks and Lee (1983) mention five bottlenecks in the application of
results of scientific analysis to policy making:

. the lack of tailor-made scientific tools for various policy issues,
caused by the time constraints prevailing in policy making;

. the discrepancy between basic scientific research and the needs
of planners and politicians;

. gaps in our knowledge (e.g. about interaction effects across dis-

ciplinary boundaries, institutional uncertainties, and unforesee-
able events);

. the lack of integration in scientific research, leading to piece-
meal production of information; and

. insufficient learning from experience (especially from past
failure).

It is evident that user—surveyor communication would help to remove the
bottlenecks. It is important that the user or client is not disconnected
from an information system, but it is equally important that an analyst is
informed about the way a certain policy issue or problem is structured.
Modern coemmunication technologies provide, no doubt, enormous
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potential, although they cannot replace the contacts between user and
analyst. In several choice situations, however, interactive simulation
experiments and computer graphics, designed by experts, can nowadays
be used directly by decision makers and planners, bringing policy and
analysis closer together. This issue will be treated further in Section 7 on
information and decision theory.

6. Use of Information

Information as organized data systems can be used in three stages of
the planning process: description, impact analysis, and evaluation.

6.1. Description

A description means a structural representation of the data relevant
to a system. Por instance, the work on social indicators may be regarded
as an attempt to represent relevant features of a social system in a sys-
tematic way. The same holds true for environmental quality analysis.

In general, it appears meaningful to represent the main characteris-
tics of a system by multidimensional profiles, each profile comprising a set
of indicators (Nijkamp 1979). For instance, a regional system may be
characterized by means of the following profiles:

Economic: production;investment;labor market; consumption, etc.
Housing: quantity of dwellings; quality of dwellings; quality of neigh-
borhood; prices and rents, etc.

Infrastructure: accessibility (public and private transport); dis-
tance; mobility (migration, recreation), etc.

Finances: taxes; subsidies; public expenditures; distribution, etc.
Facilities: health care; cultural; social; recreational, etc.
Environment: air pollution; noise; sewerage systems; congestion;
segregation; density, etc.

FEnergy: consumption; insulation of dwellings; central urban heating
system; tariff system, etc.

Depending on the aim of a specific analysis, a choice has to be made from
these profiles (including the level of measurement) in order to obtain an
integrated view of the system. Such a descriptive view implies a transfor-
mation of data into structured information classes.

Profiles with detailed elements are relevant not only in regional
economics but also in many other disciplines, such as environmental sci-
ence, geography, and demography. In all of these disciplines there is a
basic need for systematic storage and treatment of data (Blitzer et al.
1975, Hordijk et al. 1980, Rees and Willekens 1981).
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6.2. Impact Analysis

The impacts of decisions and actions of public agencies may be far-
reaching. In the last decade several types of impact analysis for planning
and policy purposes have been developed: environmental impact analysis,
social impact analysis, input—output analysis, technological impact
analysis, urban impact analysis, and so on. Their main aim is more com-
plete, systematic, and comprehensive information on the effects of public
policy decisions or of exogenous shifts in the parameters of a system.
Impact analysis will be defined here as a method for assessing the foresee-
able and expected consequences of a change in one or more exogenous
stimuli that exert effects on the elements of the profiles characterizing a
system (Pleeter 1980, Finsterbusch and Wolf 1981, Nijkamp 1982). In gen-
eral, impact analysis necessitates a transformation of first-order informa-
tion into new information categories.

The need for impact analysis stems from various sources:

. A systematic inventory of consequences of public policy may lead
to more justifiable policy decisions.

. An integrated impact analysis may prevent the omission of
(potentially important) indirect or unintended effects from con-
sideration.

. A comprehensive view of the organization of a system is required

because of possible spillover effects and interactions between
several components of the system.

. The hierarchical structure of many planning systems indicates
the need for a multilevel impact analysis that can trace all
relevant consequences at various levels.

Owing to the diversity and complexity of industrialized countries,
coherent and balanced public policy strategies are usually fraught with
difficulties. For instance, the integration and coordination of various
aspects of physical—economic planning (such as public facilities, communi-
cation and infrastructure networks, residential housing programs, and
industrialization programs) are often hampered by administrative friction,
narrow, disciplinary approaches, lack of information, and political
discrepancies. An impact analysis may help to generate more integrated
and coordinated planning strategies, since such analysis describes sys-
tematically the effects of changes in control variables on all other com-
ponents of a system. Consequently, an impact analysis should examine the
variety, coherence, and institutional framework of the system in question.
This means that economic, spatial, social, and environmental variables
should be included as components of the system. Preferably, an impact
analysis should be based on a formal model {(Glickman 1980, Cavalieri ef al.
1982). The demand for a broader frame of reference for policy decisions,
based inter alin on private economic, socioeconomic, environmental,
energy, equity, and spatial criteria, is a logical consequence of the
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elaborate structure of advanced societies.

The grouping of variables in an impact analysis may be based on simi-
larities in effects (Friedrich and Wonnemann 1981). Examples of such
effects are changes in spatial accessibility, changes in urban residential
conditions, changes in social structure, and changes in the attractiveness
of urban employment. Such responses may result from several stimuli
(changes in control variables), such as urban housing programs, energy
conservation programs, and construction of an infrastructure network.

Formally, the relationships between policy controls and their impacts
may be represented by a (qualitative and quantitative) model that shows
the structure of the system. In this way, indirect and multiplier effects
can also be taken into account (Nesher and Schinnar 1981). Such models
can be used for forecasting and simulation. Because of the diversity
among the components of most social systems, the above-mentioned mul-
tidirmensional profile approach is often a useful analytic method for con-
sidering systematically many different aspects of such systems.

Policy measures |

13

Regional/urban system ’

—
L
v
—PL Scenarios ,
L

v

Regional/urban profiles |

Figure 4 Stages of a regional/urban scenario analysis.

Policy Impacts A see AN
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8;
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Figure 5 Impact structure matrix.
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Any information system may be extended with a scenario analysis. A
scenario analysis investigates the impacts of (hypothetical) policy meas-
ures by comparing these impacts with (or by judging them on the basis of)
a reference profile based on policy targets or general objectives (Figure 4).

Sometimes it may be useful to employ an impact structure matrix
(Figure 5) to represent the effects of policy controls (#,,...,8;) on the
systems components (4,, ..., Ap). An example of a spatial interaction sys-
tem that might provide the information necessary for an impact structure
matrix i1s shown in Figure 8.

It has to be added that the dynamics of such a (spatial) impact sys-
tem may be the result of several forces: autonomous developments (e.g.
capital formation), exogenous developments (e.g. a rise in oil prices), and
policy measures (at or above the systems level).

6.3. Fvaluation

Evaluation consists of analyzing plans, proposals, or projects to find
their comparative advantages and disadvantages, and of setting down the
results in a logical framework. Thus, the essence of evaluation in planning
is the assessment of the relative merits of different courses of action, so as
to assist the process of decision making (Lichfield et al. 1975). Prior to
the evaluation process it is necessary to perform the descriptive analysis
and impact analyses, as described above. Evaluation essentially implies a
comparison of structured information categories with policy and planning
views.

Fvaluation can take various forms: social cost—benefit analysis, cost
effectiveness analysis, planning balance sheet analysis, multiple-criteria
analysis, linear programming analysis, multiple-objective programming
analysis, and so forth. A whole spectrum of evaluation methods has been
developed (many of these appeared in the 1970s) to assess the pros and
cons of various courses of action (see Section 7 and Nijkamp 1979).

For an evaluation it is necessary to define a set of operational judg-
ment criteria (efficiency criteria, equity criteria, environmental criteria,
etc.), a set of alternative actions or strategies (including information on
their technical and economic feasibility), and a set of (implicit or explicit)
preference parameters expressing the relative importance attached to
each outcome of a given action or strategy. Sometimes scenario analyses
are also used to deal with hypothetical, reasonable policy preference pat-
terns. Figure 7 (which can be seen as an extension of Figure 2) shows the
evaluation-associated linkages between the various stages of the planning
process (Lichfield et al. 1975).

In order to make full use of information in evaluation and decision
making, it is also necessary to indicate precisely the nature of the vari-
ables included (target variables, instruments, exogenous data), for each
profile mentioned in Section 6.1. In general, it is also useful to specify how
a certain desired result should be reached (cf. the golden section and
turnpike rules). In order to prevent decision makers from taking
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Information systems: A general introduction 21

infeasible courses of action, threshold analysis and bottleneck analysis
may provide useful information about the conditions under which a certain
new state of the system might evolve..

| Stage 1  Preliminary recognition and definition of problems |

| Stage 2 Decision to act and definition of the planning task I

y

> Stage 3  Data collection, analysis, and forecasting
F

»| Stage4 Determination of constraints and objectives
A

A

Stage 5 Formulation of operational criteria for design

|-F Stage 6 Plan design

Stage 7 Testing of alternative plans
4

v

-
b 4

Stage 8 Plan evaluation
A

A

Stage 9 Decision taking

Stage 10 Plan implementation

Stage 11 Review of planned developments through time

Figure 7 Linkages between stages in the planning process. Full arrow: formal
evaluation-associated linkage; broken arrow: informal evaluation-associated link-
age (based on discussion and liaison) {source: Lichfield ef al. 1975, p. 40).

7. Information and Decision Theory

It has been shown in previous sections that information systems can
provide the necessary input for all stages of policy making (Figure 2). The
most intriguing is the decision stage, where a decision maker (or decision
agency) makes a choice in favor of a certain course of action.
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Information systems are meant to supply the decision maker with all
information necessary for taking a rational decision. The concept of
rationality does not imply that a rational decision is automatically a good
(or even an optimal) decision; it only implies that a decision maker who
has once taken a decision on the basis of a set of criteria would take the
same decision in the future if all circumstances for taking the decision
were the same. Thus rationality in decision making can only be tested in
an ex post way, given the conditions of the choice problems at hand.

It is often assumed that decision making has a strict zero/one char-
acter: a decision maker may accept or reject a certain course of action.
However, with information systems this strict assumption may be relaxed.
In many situations it turns out that the available information is just
insufficient to warrant a certain 0/1 choice because of the lack of
knowledge of political priorities and expected consequences of some
choice options. In addition to the yes/no option, another option enters the
picture, namely to collect more information before a choice can be made.
This trichotomous segmentation strategy implies that critical levels for
the availability of information can be identified, below which no rational
decision can be justified (Roy 1981).

In a decision framework, information systems are often considered
only in terms of cost, against which one compares the improvement in the
quality of decision. This is, however, only a partial view. Information sys-
tems may also have many benefits, as they may lead to avoiding the costs
of taking wrong decisions. Thus the worth of an information system cannot
be judged without evaluating the costs and benefits of all relevant courses
of action.

There is, however, a problem in judging the outcomes of all choice
actions because there is usually no common denominator by which one can
compare all outcomes of alternative courses of action. Traditional evalua-
tion methods, such as cost—benefit analysis, have failed to incorporate
intangible effects, so that no integrated evaluation could take place. In
this respect, modern multiple-criteria methods and multiple-objective
decision methods are more promising (surveys have been published by,
among others, Nijkamp 1979, 1980, Rietveld 1980, and Voogd 1983). These
multidimensional choice models will be briefly discussed here in the con-
text of information systems.

Let us imagine a set of decision criteriaw,, ..., wy (w in vector nota-
tion), each of which has a set of arguments z,,...,z; (z in vector nota-
tion). The vector z consists of endogenous variables and is determined by
a set of exogenous variables v and a set of policy instruments z. Thus the
following decision problem may be formulated:

maximize w,(z),..., wy(z)
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subject Lo

x=f(zw) .

This multiple-objective method is based more on "optimizing” than on
"satisficing” concepts (Simon 1960). In such cases, an information system
should give more insight into:

- the precise definition of each decision criterion

. the components of z

. the components of z

. the components of v

. the response function of z and v to z

. the political priorities attached to the decision criteria
. the set of feasible and efficient solutions.

The level of detail of the above-mentioned impacl model and of the
decision criteria depends very much on the specific choice problems and
on the available data. Modern statistical tools (like logit analysis and con-
tingency table analysis) are able to deal with very disaggregate data. Usu-
ally only the poorest information on political priorities is available,
although these variables are strategic parameters in a decision problem.
Knowledge of these parameters is therefore of crucial importance, espe-
cially because the parameters will also determine the use that is made of
results emerging from an information system. The selection of such
results is mainly based on such priorities. One may even claim that, in the
view of the decision maker, information systems should sometimes pro-
duce uncerteinty. Depending on the issue and on the weights attached to
the successive judgment criteria, a decision maker (or decision agency)
may prefer more or less certainty.

These considerations confront the analyst with the problem of manip-
ulation. In general, one may assume that a piecewise approach increases
the probability of abuse of scientific analysis. Therefore, a suitable strat-
egy may be to strive for an integrated and complete information system.

The problem of incommensurable decision criteria has also a positive
aspect, as it increases the need for communication between decision
maker and analyst, especially if there is too little information on political
weights. In such cases, interactive strategies may be effective for reaching
a compromise between conflicting decision criteria. This can be illus-
trated for a two-dimensional case, characterized by conflicting decision
criteria w,; and w,. The feasibility spectrum (Pareto frontier or efficiency
frontier) is represented by Figure 8.

In general, only points on the "efficiency frontier” are assumed to
represent good solutions. This is a valid theoretical assumption, although
in many practical cases decision makers appear to prefer less efficient
(interior) solutions (Leibenstein 1978), because of lack of political insight,
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insufficient empirical data, or strategic considerations. (in the case of an
efficient solution a policy failure can always be proved; in addition, an
efficient point allows no further flexibility.)

If no information on political weights is available, interaction between
analyst and decision maker may lead to a compromise decision on the
conflicting criteria. Such a procedure is normally based on a dialogue
between the analyst and the user, while a computer may serve to make the
necessary quick calculations. The following steps can in general be dis-
tinguished:

(1) The analyst calculates a feasible trial solution.

() The user indicates whether or not he is satisfied with this propo-
sal and suggests also in which direction a final compromise solu-
tion may be found.

(3) The analyst includes the latter information as a constraint in his
analysis and calculates a new trial solution.

(4) The whole procedure is repeated until a converging compromise
solution is obtained.

Interactive multidimensional choice analyses have demonstrated
their potential on many occasions, in both private and public planning
(Spronk 1981). In combination with a computer, they form valuable ways
of employing information systems in user—expert communication.

Several classes of multicriteria and multiobjective methods can be
distinguished, depending on the problem and on the precision of the data:

. discrete or continuous policy problems;

. qualitative or quantitative policy problems: qualitative problems
include nominal or ordinal information on impacts of alterna-
tives or on priorities/weights, whereas quantitative problems are
based on metric information;
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- static or dynamic policy problems;

. multiperson (or multicommittee) or single-person (or single-
committee) policy problems: in multiperson or multicommittee
problems one has to take into account the variation in prefer-
ences, while one may also consider the possibility of a multilevel
decision structure;

. evaluation problems based on the generation of efficient alterna-
tive solutions or on the selection of one ultimate alternative: in
the first case the procedure aims at identifying only "nondom-
inated” solutions, for which the value of one policy objective
cannot be improved without reducing the value of a competing
objective; in the second case the aim is to find one alternative
that is considered satisfactory after the description of prefer-
ences. An intermediate problem is one based on a ranking of
alternatives or on the identification of a set of dominating alter-
natives.

. single-step or process evaluation problems: the first category
consists of finding the most satisfactory solution immediately at
a certain point in time; the second category considers policy
making as a process during which one may add successively
more information so Lhat the ultimate solution is identified in a
series of successive steps.

Process planning often requires the use of interactive policy pro-
cedures. Interactive evaluation procedures are based on information
exchange between the analyst and the decision maker, and are especially
useful when the decision committee has not specified its preferences or
weights. As mentioned before, this leads to the need for adaptive informa-
tion systems.

In many decision situations one has to take a hiercrchical decision
structure into account. For example, a state government may influence
the maximum share of a city budget spent for urban renewal. Multilevel
decision problems have received much attention in the past, but thus far
have not often been treated using multicriteria and multiobjective models
(Nijkamp and Rietveld 1981).

Clearly, the size and content of the information systems depend very
much on the specific nature of the planning problems. This will be dis-
cussed in the next section.

8. Information Systems and Management of Uncertainty

The decision maker should have adequate knowledge of the expected
consequences of all courses of action. In general, however, there are many
uncertainties involved in making choices. These uncertainties are related
not only to the policy system itself or to its external environment (the
"policy problem”), but also to the direct and indirect impacts of policy
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measures (the "analytic problem").

A basic part of an information system should be the assessment of
uncertainties or risks associated with the outcomes of selected alterna-
tives.* The probability of occurrence of a successful decision has to be
judged against the anticipated net benefits of this decision (Figure 9). In
particular, in a free market system, introduction into the market will lead
to low benefits for promising decisions (characterized by a high success
rate). In a formal sense the probability of success of a certain decision
can also be approximated by means of the (reverse) variance of a probabil-
ity density function for the outcomes of a decision. It is clear that deci-
sions with a higher uncertainty or risk will only be taken if they are com-
pensated by higher expected benefits. Consequently, risk and uncertainty
analysis can also be an important component of an information system.

A
Benefits of
decision in
case of success

Probability of success of decision

Figure 9 Revenue as a function of probability of success.

In general, the provision of information can have two consequences:
the expectation of the outcomes of a decision (the anticipated benefits)
and the variance of these events (the probability of failure) can be more
precisely assessed; and, in the course of time, the expectation may be
increased and the variance decreased. The latter observation is in agree-
ment with the view of Braybrooke and Lindblom (1979), who have investi-
gated the relationship between the impact (or depth) of a certain decision
and the required information level (or level of knowledge). Figure 10 illus-
trates their conclusions.

* Formally, a risk situation implies that at least the probability density function of the out-
comes of decisions is known, while uncertainty means lack of knowledge regarding the
probability density function itself.



Information systems: A general introduction R_7

High
A

Incremental Integral
change change

<
< : 2

Impact of decision

Information
requirement

v
Low

Figure 10 Relationship between information requirement and impact of a deci-
sion.

The notions of incremental and integral change from Figure 10 are
often closely related to unigque and repetitive choices. A unique choice
siluation means that a certain decision has not been taken before, so that
the "actor” cannot rely on previous experience. Examples of such stra-
tegic choice situations are construction of a new airport or a new mass
transit system, introduction of a new social security system, and imple-
mentation of a new energy-saving policy. In such situations it is extremely
important to have information on all expected (direct and indirect)
impacts in order to reduce uncertainty. Often the information has to be
built up from nothing. In a repetitive choice situation, however, the deci-
sion maker may have information based on previous experience. Examples
of such operational and managerial choice situations are daily operating
decisions, and adjustments in a tax system. Repetitive choice situations
do not require the construction of an entirely new information system,
since a decision maker may use an existing data base, an available opera-
tional model, or an exisling retrieval system. Thus, with the boundaries
set by the choice problem, a unique choice situation leads to an integral
change, whereas a repetitive choice situation normally implies only margi-
nal (or incremental ) changes.
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The needs of actors in private and public institutions for information
systems will thus depend very much on the nature of the problem. In gen-
eral, their needs will be higher as:

. the frequencies of the choice situations are lower;

. the range of impacts is larger;

. the number of spillover (distributional) effects on other systems
is larger;

- the number of conflicts is larger;

. the financial implications are more substantial;

. the time horizon of the impacts is longer;

. the number of decision agencies or actors is larger;

. the outcomes of choices to be made are more uncertain.
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Figure 11 Demands on information systems according to the nature of the choice
problem: +, high demand; —, low demand.

The previous remarks can be illustrated by means of Figure 11, which
shows the demands on information systems as a function of these factors.
Between the perimeter, representing maximum demand, and the center,
reflecting minimum demand (e.g. routine decisions), is the actual situa-
tion, shown by the broken line.
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The trade-offs between policy analysis, decision support, and informa-
tion provision assume three objectives:

. maximum accuracy of input data (time series, disaggregate sur-
vey data, longitudinal data, etc.)

. maximum quality of the information system (efficiency, flexibil-
ity, coherence, etc.)

. the best possible organization of the choice problem (coordina-

tion, conflict management, public participation, ete.).

N
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Complexity of choice problem —

N\

Quality of information system —»

DN

Accuracy of data
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Figure 12 Trade-offs between the three objectives in a choice problem.

The trade-offs can be illustrated by means of a "flask model,” in which
three flasks are connected by glass tubes (Figure 12). The flasks are filled
with water, while the three conflicting objectives are measured on the
necks of the flasks. With a given amount of effort (a given quantity of
water) it is seen that low accuracy of data will either demand a high-
quality information system or will otherwise lead to a less organized choice
situation. To design a good information system one must enhance the
efficiency of data use and the effectiveness of policy choices, based on a
well structured transformation of data into manageable policy information
(by using inter alic man—machine interactions, knowledge-based systems,
connecting networks, and decision support systems). Several of these
issues will be discussed in other chapters of the book.
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9. Outline of the Book

Part A of the book addresses general questions of spatially based
information systems from the poinl of view of the planner. Chapter 2
(Nijkamp and Rietveld) pays special attention to Lhe spatial element. This
dimension gives rise to specific issues, such as Lhe choice of spatial units,
the description of spatial interactions, and the activities of planning agen-
cies at various spatial levels. In Chapter 3, Peters discusses social and pol-
itical aspects of regional information. He emphasizes Lhat participants in
the planning process may sometimes use regional information systems to
resolve planning conflicts to Lheir own advanlage.

In Part B, the planning context of regional information systems is
elaborated. In Chapter 4, Batey describes how the evolution of regional
planning gave rise to a need for well developed information systems.
Brown (Chapter 5) examines Lhe relevance of information systems to the
activity of monitoring in regional and urban planning. Hinloopen and
Nijkamp give an accounl in Chapler 6 of methods to deal with uncertainty
in planning. In Chapter 7, Dujnic, Issaev, and Slimak discuss the role of
regional information systems in centrally planned economies. They point
out the need for integrated information syslems in countries where
regional development is highly dependent on central planning. In Chapter
8, Lakshmanan presents a framework for multiregional information sys-
tems, and discusses its relevance as a basis for regional information sys-
tems in developing countries. For these countries he advocates develop-
ment of information systems in stages because of limited budgets.

The contents of regional information systems receive more attention
in Part C. Chapters 9 and 10, by Rietveld and by Harsman, are devoted to
two main components of regional information systems: the labor market
and the housing market. The next three chapters are concerned with the
role of modeling in regional information systems. Chapter 11 (Courbis)
discusses multiregional economic models, both as consumers and as pro-
ducers of information. In Chapter 12, Bianchi, Johansson, and Snickars
give a similar treatment to integrated regional modeling. In Chapter 13
(Nijkamp, Rietveld, and Rima), atitention is paid to the level of spatial
detail in regional models. It is shown that the choice of spatial scale is by
no means trivial.

In Part D, technological aspects of data input, data storage, and infor-
mation output are discussed. Johansson and Marksjé (Chapter 14)
describe interactive computer programs for regional analysis of industrial
sectors, taking into account confidentiality rules. In Chapter 15, van Est
and de Vroege discuss the use of geocoding for manipulating data at a very
high level of spatial detail. Peters, in Chapter 16, stresses that the spatial
dimension gives rise to specific difficulties in data storage and retrieval
and information production (e.g. cartographic output). Chapter 17 (Wigan)
describes the rapid developments in information technology in recent
years. The new opportunities that they offer have certainly not yet been
fully exploited in the normal design of regional information systems.
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Part E contains analyses of regional information systems in six coun-
tries. A general framework for the comparative study is given in Chapter
18 (Nijkamp and Rietveld). Chapters 19 to 24 describe regional planning
and information systems in Sweden (Guteland and Nygren), France
(Muguet), the United States (Garnick), the Netherlands (van Est, Scheur-
water, and Voogd), Czechoslovakia (Drozd), and Finland (Janhunen). These
national reports are reviewed by Hinloopen, Nijkamp, and Rietveld in
Chapter 25.

The purpose of the final chapter, by Nijkamp and Rietveld, is to syn-
thesize and summarize the contents of the book. The prospects of infor-
mation systems for integrated regional planning are also discussed.
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CHAPTER 2

Spatially Oriented Information Systems

Peter Nijkamp and Piet Rietveld

1. Urban and Regional Policies and Information Systems — A Preface

During the seventies, local and regional governmernts became increas-
ingly aware of the problems of urban decay and regional inequality, and of
the inadequacy of urban and regional policies to combat the adverse
effects of urban and regional development. In general, urban and regional
policies are diverse, as far as targets, instruments, and institutional con-
texts are concerned. In general, such policies aim at realizing a supply
profile of urban and regional facilities and services that is consistent with
the perceptions and priorities of the people whom it concerns. Further-
more, these policies must take account of the positions of cities and
regions in the total spatial structure (Nijkamp and Rietveld 1981).

Usually, urban and regional policies have a wide variety of objectives,
which may sometimes be represented by a target profile. Normally, there
are also several policy instruments (revenues and expenditures such as
taxes and subsidies; prohibitions, etc.) that can be related to various
urban and regional sectors, such as industry, the housing market, the
transportation system, the quality of life, social welfare programs, and the
energy system. The policy objectives and instruments should relate to
both residential and entrepreneurial activities, as well as to mobility. The
diversity of urban and regional development requires a multidimensional
view of urban and regional policies that is much broader than a purely
efficiency-oriented, monetary policy analysis (multiple-objective decision
making is discussed in Section 7 of Chapter 1).

There are many interactions between developments in cities and
regions, as well as between urban and regional policies. Regional growth
policy, for example, may have tremendous impacts on the urban system in
the region concerned; regional industrial incentives may have strong
impacts on urban labor markets; a growth-center policy may, on the other
hand, exert a substantial influence on regional growth. Therefore, the
interaction of the urban and the regional economy has to be taken into
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account, so that several spatial scales (e.g. intraurban, interurban,
intraregional, interregional, and national) have to be considered in urban
and regional policy analysis. Under these circumstances the coordination
and integration of regional and urban policies is a complex matter. Owing
to spatial spillover effects, dynamic interactions, and increasing uncertain-
ties, a spatial system of regions and cities shows an intricate and often
unpredictable behavior. Th= control of this behavior via public policy
measures is obviously difficult. Furthermore, one has to take account of
different systems effects associated with bottom-up or top-down policies.

Clearly, a systematic and coherent insight into the complex patterns
and evolution of a spatial system requires the design of an up-to-date,
accessible, and comprehensive spatial information system. Information
systems for urban and regional planning should contain organized data on
actual development patterns, their properties (e.g. stability), and the links
between them. Frequently, however, information systems concentrate on
the national level or specific sectors. The geographic dimension of infor-
mation systems as a decision aid in urban and regional development plan-
ning has too often been neglected. More attention should be given to
design and development of information systems reflecting socioeconomic
processes so that they better represent spatial systems and are better
adapted to the needs of urban and regional planners (Blumenthal 1969).

The major aim of this chapter is to present in a systematic way a set
of considerations that should underlie the design and use of information
systems for urban and regional planning.

In general, spatially oriented data have two components, an imnage
and an atfribute. The image component represents the coded values
describing the spatial position of an object or evenl, while the attribute
component describes its other properties. Image data identify point loca-
tions, line segments, or boundaries in either a nominal or a metric code,
whereas attribute data are usually coded by means of a measurement
scale (nominal, ordinal, interval, or ratio, described in Chapter 1). It has
become common practice in processing spatially oriented data to treat the
image data and attribute data separately. Various types of spatial data
and their representations can be distinguished in spatial information sys-
tems, such as features of attribute data, areal unit information, natural
topological data, surface information, sampling data, graphic symbol data,
and label text information.

As mentioned before, spatial systems are rather diverse in nature. A
profile approach may thus be a useful way of producing an operational
framework for a spatial information system by representing the elements
of a planning structure in a coherent manner. Three kinds of profile may
be distinguished.

. A spatial profile represents the geographic subdivision of cities
and regions in a spatial system; for instance, the following profile
may exhibit both a bottom-up and a top-down slructure: region
1, including city A and city B; region B, including city C. This
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profile is essentially an operational representation of the above-
mentioned image component.

. A sectoral profile represents the fields of urban and regional
planning. Examples are the labor market, education, transporta-
tion, and housing.

. A facet profile represents the aspects and judgment criteria of a
certain urban or regional sectoral policy. Examples are financial
aspects, land use, environmental effects, and energy effects.

Both Lhe sectoral and facet profiles are quantitative representations of the
above-mentioned attribute componenl. The spatial, sectoral, and facet
profiles can be incorporated in a three-dimensional block matrix.

Thus far, the sectors have been treated independently of each other.
This is, however, not realistic: sectors often have a mutual influence (e.g.
transportation policy and urban renewal policy will affect the labor
market). In addition, there are spatial impacts (e.g. urban renewal in a
city will influence the transportation systems of the whole region and
maybe those of surrounding regions). This interwoven pattern of develop-
ment calls for an integrated and coordinated spatial policy.

The best way to describe such a complex pattern of regions, cities,
sectors, and facets would be to construct an integrated spatial model. As
this is usually impossible, at least in the short rumn, it may be more
appropriate to assess the effects of separate or compound facet policies to
be implemented in certain regions or cities, based on reliable information
systems.

In the context of the present study, the following features and issues
of a spatially orienled information system deserve special attention:

. the relevance of the systems view of information for regional
development,;

. the geographic division of a spatial system into many com-
ponents (e.g. regions, cities);

. the use of models and statistical—econometric methods in
regional planning;

. the power of modern computer approaches for regional planning;
and

. the need for general conclusions and observations on informa-

tion systems, based on an international study.

2. Geographic Information Systems

A wide variety of geographic information systems were designed in
the 1970s, and the increased use of computers has favored systematic
storage and processing of large amounts of data in these systems. More-
over, various cartographic techniques have been developed in recent
years, such as color display and choropleth mapping (e.g. Tobler 1979,



38 P. Nijkarmnp and P. Rietveld

Steiner 1980). These techniques have to deal with such questions as the
level of aggregation of objects for planning and policy issues, selection or
elimination of data for solving a specific problem, the required degree of
homogeneity or heterogeneity of attributes, and the design of similarity
measures and significance tests (e.g. x* distribution) (Sibert 1980, Grim-
meau 1981, Thelander 1981). The level of detail (or aggregation)} is some-
times a major problem in the design and use of geographic information
systems.

Hermansen (1971) has formulated several criteria for a system of geo-
graphic data identification. Some of these are stated below:

. The system should be neutral with respect to particular real-
world situations.

. The system should be flexible enough Lo permit both general and
specialized subsystems of spatial units. Il should allow transfor-
mations from one subsystem to another and the formation of
new subsystems within the general system.

. The system should contain possibilities for the hierarchical or-
dering of units, i.e. the formation of vertical subsysiems.

The criteria do not give precise guidelines for systems of geographic cod-
ing. Barraclough (1964) distinguished two systems of geographic data
identification:

The name method attempts to classify elements localized in space
and hence divides space into regions or areas that depend on the charac-
teristics of the elements, for example the response to a questionnaire
marked by the location of the respondent.

The location method establishes principles of spatial subdivision, by
which the spatial system is then provided with geographic coordinates
referring to any location within it.

If the name method is judged according to Hermansen's criteria, the
following observations can be made (Willis 1972). (1)} This method is
unlikely to be spatially "neutral,” because particular users spatially organ-
ize the data for their own special purposes. (2) The method has limited
flexibility because the boundaries are determined in advance of any
analysis. Transformation between one spatial subsystem and another can
only be achieved with considerable effort and with a certain loss of infor-
mation. (3) Each alternative aggregation of spatial units, though possible
on the basis of individual spatial units, would require a lot of work. Spatial
aggregations are possible but only with considerable effort. In conclusion,
the name method is not very suitable for spatial data identification.

In general, location methods are regarded as more appropriate, espe-
cially one method called geocoding. The main goal of a spatially oriented
information system like a geocoding system is to improve the organization
of data and the display of information (Chapter 15). The geocoding system
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is fairly flexible, as it provides information on objects and attributes at any
desired geographic scale within an area. Geocoding has been developed
especially for detailed geological and cartographic work, but it has poten-
tial in regional planning. Its advantage is that the boundaries of aggregate
areas can be drawn affer the data are collected and processed. The data
can be retrieved according to not just one set of boundaries, but according
to several.

Geocoding appears to be a fairly flexible way of dealing with detailed
geographic data. It may be an accessible tool for expert—user dialogue,
while it may also be linked with computerized cartographic approaches.
Its major strength is its strong spatial orientation, though a weakness is its
static nature: a structural change in the spatial configuration will have a
drastic impact on the information content of geocoding.

A very interesting and wide-ranging review of computer software for
geographic information systems has been issued recently by the Commis-
sion on Geographical Data Sensing and Processing of the International Geo-
graphical Union (1980). The survey, published as three volumes (full geo-
graphic information systems, data manipulation programs, and cartogra-
phy and graphics), was based on a systematic typology of many data and
information systemns and is a rich source of information and references on
spatially oriented information systems.

The basic aim of the present study, however, is not to review spatially
oriented information systems per se but to concentrate on the methodol-
ogy, decision-making aspects, and the policy use of such systems for
regional planning.

3. Regional Dimensions of Information Systems

Any spatial system can be subdivided into smaller spatial entities
(regions, counties, cities, districts, etc.). However, the demarcation of
these subdivisions is usually not unambiguous, since this can be deter-
mined by:

. the institutional—administrative structure of the system,

. the functional economic interactions and intensiveness of the
system, and

. the availability of a spatially oriented data base.

In reality, the spatial demarcation for information systems is often based
on a mixture of these influences.

From a systems view, one may characterize a spatial system by
means of nodes and edges. The nodes represent the entities in the system,
while the edges represent the various interactions. Nodes and edges may
represent stocks and flows, respectively. A simple scheme of a spatial sys-
tem is shown in Figure 1, which includes both top-down and bottom-up
structures, the effects of external developments and of policy measures,
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and horizontal (regional) interdependences. In this sense, il has a mul-
tilevel, multiactor, and multiobjective planning structure (Chapter 1).

| I

| | National

| [ level

| I

| i .

[ < - | Regional
" level

l |

| I

Figure 1 Nodes (circles) and edges (arrows) in a spatial system.

It may now be worth while to specify some general judgment criteria
for an information system for regional planning.

Availability. The relevant information should be available during suc-
cessive stages of the planning process, to guarantee an adequate picture of
the system (including, possibly, longitudinal data).

Timeliness. The information should be based on recent data, to pro-
vide a representative and up-to-date picture of the complex real system.

Accessibility. The information should be accessible to both model
builders and users (including policy makers and planners).

Consistency. The information should represent a set of coherent and
uncontradictory data on regional processes and patterns.

Completeness. The information should take into account all impor-
tant (intended and unintended) effects and implications of policies for the
system.

Relevance. The information produced should be in agreement with
the aims of regional (or urban) managemment and planning.

Multiformity. The variables in an information system should reflect
the variety and multidimensionality of a multiregional system.

Comparability. The various data should allow a comparison with
other data measured at different periods or in different areas.

Flexibility. The information systems should provide comprehensive
information that can easily be adjusted to the needs of users or to new cir-
cumstances.

Measurability. The information system should accommodate the
available regional data measured on any meaningful scale (including
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qualitative information).

Comprehensiveness. The various components of the information sys-
tern should together provide an integrated picture of a multiregional sys-
tem.

Effectiveness. The information should allow a comparison with
regional policy targets set a priori so that the effectiveness of policy meas-
ures can be gauged.

Versatility. The information should also be usable for other planning
purposes in the same region or elsewhere.

Validity. The reliability of the information and of the related statisti-
cal inferences should allow a judgment to be made from a statistical or
econometric point of view.

This long list of criteria is normally not fulfilled in practice, but it may
serve as a reference for designing or adjusting spatially oriented informa-
tion systems.

In addition to these general methodological criteria, some specific
regional or multiregional elements of a spatially oriented information sys-
tem can also be mentioned (Willis 1972, Bowman and Kutscher 1980, Gar-
nick 1980, Torene and Goettee 1980).

Integration. The information system should attempt to present
relevant data for each relevant spatial level and spatial unit, to guarantee
both comparability of data between regions and coordination of planning
activities in different agencies.

Interregional interaction. The information system should reflect the
interdependences within a spatial system by indicating the volumes of
interregional commodity flows, migration flows, capital flows, etc.

Spatial spillover effecls. The information system should pay atten-
tion to spillover effects in a dynamic multiregional open system, including
spatial diffusion patterns through which new technological, social, and
economic activities evolve.

Specific regional bottlenecks. The information system should indicate
whether or why important regional information is lacking (e.g. the fre-
quent lack of insight inlo monetary flows between regions).

Multiregional decision making. Various decisions affecting a regional
economy are made in headquarters of corporate decision-making bodies;
in addition, flows of income and profits are hard to attribute to a specific
region. The information systemn should try to disentangle such complexity.

Standardization. For data to be comparable between regions, taking
into consideration the different kinds of basic spatial units, they should be
standardized (e.g. by relating them to population size or size of area). The
information system should provide a sound basis for such a standardiza-
tion and should also indicate the sensitivity of the results for a particular
standardization (depending, among other things, on the social and demo-
graphic structure).
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Many countries have developed spatially oriented information systems
for regional development planning, though there is an enormous variation
among information systems in different countries. A good example of an
integrated multiregional information system can be found in the USSR
planning system (Issaev 1982a). A condensed version of a multisectoral,
multiregional planning system is shown in Figure 2, which gives the general
configuration of SMOTR, the sectoral and regional model coordination sys-
tem (Baranov and Matlin 1982). This configuration describes a
sectoral-regional, top-down—botlom-up structure for the USSR econormy.
A spatially orienled information system should provide the basic informa-
tion for such a planning system.
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Figure 2 General configuration of SMOTR (sectoral and regional model coordina-
tion system). Full lines: direct links; broken lines: feedback links. 1.1, Overall
macroeconomic indicators; 1.2, goal indicators for national economic develop-
ment; 1.3, simulation dynamic input—output model (18 sectors); 1.4, interindus-
try flows model based on sectoral production functions; 2.1, dynamic model deal-
ing with balances of interindustrial value flows (260 products); 2.2, "center"”
model; 3.1, models of separate industries and industrial complexes; 3.2, model for
construction of industrial complex; 3.3, module of regional models; 3.4, module of
transportation complex; 3.5, models of supply with intermediate goods (source:
Baranov and Matlin 1982).

Other good examples of the contents of regional and urban informa-
tion systems can be found in Hagerstrand and Kuklinski (1971), Kuklinski
(1874), Perrin (1975), Benjamin (1976), Guesnier (1978), and Elfick (1979).
A survey by Hermansen (1971) describes a fairly complete representation
of an information system for regional development planning. The planning
structure, shown in Figure 3, is a multidimensional, multilevel interactive
representation of an integrated planning information system.
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4. The Spatial Scale in Information Systems

In many situations the necessary information on economic, industrial,
ecological, agricultural, energy, or social aspects of a complex spatial sys-
tem is not available on an appropriate temporal or spatial scale, although
in this respect substantial progress is being made (see Chapters 15, 16 and
Peters 1981). Clearly, information on the appropriate scale will aid
analysis of a complex system.

As mentioned before, regional planning activities may take place at
several levels, each activity influencing others. Figure 4 indicates that an
integrated planning system may combine a bottom-up and a top-down
structure. This structure may be analyzed by means of functional
economic relationships (e.g. those included in a formal econometric
model) while taking into account the prevailing institutional structure.

From an analytic point of view, spatial demarcation of a system (in
terms of cities, regions, etc.) might be based on functional linkages
between the spatial entities of the system, although lack of data very often
hampers the application of this method of designing a spatial framework.
From a planning point of view, spatial demarcation might be based on the
existing administrative scheme, although here also data problems may
emerge (Hermansen 1969). This problemn has evoked the need for spatially
disaggregated information systems (Chapter 15).

An interesting example of an integrated and spatially disaggregated
information system can be found in Petzold and Heineke (1982), who
designed a geographic information system for assisting soil scientists and
hydrologists in ecological planning. Using thematic maps on various
scales, they developed a computer-assisted geographic information system
for storing and retrieving data at any desired spatial scale. The output
could be produced on plotter-drawn maps, based on isolines, Thiessen
polygons, and spline functions. Lacking data were generated by means of
sampling points from a nonsystematic spatial distribution (using autopro-
jective, nonautoprojective, or autoprecessive methods).

Frequently, information systems for regional planning have been
developed in close connection with multiregional models. Multiregional
models, as an extension of traditional econometric modeling, are intended
to yield consistent, coherent information to help identify the main driving
forces and the mechanisms behind multiregional systems {(Issaev ef al.
1982). The aim for consistency and coherence will, in general, lead to a
rejection of economic models that do not take into account the openness
of a region. Thus, if interregional and national-regional links are not con-
sidered, there is no guarantee of consistency for the spatial system as a
whole. Usually, there are various kinds of direct and indirect cross-
regional linkages caused by spatiotemporal feedback and contiguity, so
that regional developments may have nationwide effects. National or even
international developments may also exert significant impacts on a spatial
system; this is especially important because such developments may affect
the competitive power of regions in a spatial system. For instance, a
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Figure 4 Illustration of various planning levels.

general national innovation policy may favor areas having large agglomera-
tions. Because of the diversity of an open spatial economic system, plan-
ning activities need to be coordinated on the national and regional levels.
Hence multiregional economic models are required in attempts to include
regional profiles in national-regional development planning.

Let us now take a multiregional planning model focusing on one
specific problem area (i.e. one specific profile) or on an integrated regional
development pattern (including multiple profiles). We may then assume
the following gemneral framework for a multilevel information system,
shown in Figure 5. The right-hand side of the figure represents the
expected results in terms of the values of objectives, goal variables, and
other relevant endogenous variables. In fact, two main questions may be
studied by means of Figure 5:

. What is the optimuin use of a given data input?
. What is the optimum data input to the information system for a
given set of uses?

It is clear that the second question is the dual to the first. Also, the versa-
tility of local data is much higher than that of regional or national data,
since they can be used to build three types of systemns model and to assess
two different types of profile.

Furthermore, the output of this information system displays some
interesting features. Local profiles can only be obtained by means of local
data and a local model, whereas a national profile can be assessed in many
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ways, for instance by using local data in a multiregional model. All such
combinations of ways of composing the relevant profiles should be studied
carefully. However, not all data are necessarily observable at the most
disaggregated (local) scale.

Data input Systems model Output

Local data » Local model

Local profiles

A 4

h 4 Y

Regional data Multiregional .| Regional
"1 model profiles
v v y
- ! National N National
National data » odel > profile

Figure 5 Structure of a multiurban, multiregional information system.

An associated problem is that of information loss caused by aggregat-
ing a system from a micro level to a meso or macro level, as the loss may
occur in each of the three stages: data input, modeling, or production of
final profiles. Similar problems may emerge in attempts to disaggregate
existing data. These questions will be addressed more extemnsively in
Chapter 13.

Finally, the related problem of adopting a bottom-up or a top-down
approach may be eased by using information systems, not only from an
institutional point of view but also from an analytic point of view (Nijkamp
and Rietveld 1982).

5. Data Problems

Information systems for regional planning often suffer from a lack of
reliable data, which significantly affects the authenticity of results from
(multi)regional planning models. Unsatisfactory performance of regional
models is often ascribed to a weak data base. Although unreliable data
may affect the quality of the results, it is at the same time true that the
structural and econometric aspects of many models presuppose a data
base that is not really complete. Model users have to accept that there
are inappropriate information systems and gaps in statistical data.

One way of compensating for lacking data is to incorporate qualitative
data (Chapter 1), which are too often left out of consideration, although
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they may contain substantial information. Recent developments in quali-
tative (and fuzzy) spatial data analysis may help to extract as much as
possible from all available relevant information, including the qualitative
kind (Nijkamp ef. al. 1983).

Examples of information that is often lacking in regional modeling are
(Issaev et al. 1982):

Fronomic variables: stocks and flows of wealth, real and financial
assets, and liabilities; scale and agglomeration advantages; capacity con-~
straints; the value of public overhead capital; distributional effects.

Spatial variables: spatial interactions such as disaggregate migra-
tion and commodity flows; spatial spin-off and spillover patterns.

Process and state variables: technical progress, innovation, research
and development, infrastructure, communication, energy productivity.

Sociopolilical variables: power groups, decision structures, interest
groups, policy controls.

Basic variables: demographic structures, long-run regional dynamics.

Various spatial interaction models were developed in the 1970s to cope
with the problem of limited spatial information (Smith and Slater 1981,
Issaev and Umnov 1982). Solid model calibration is a necessity in the case
of a weak data base.

In general, well ordered information systems are a prerequisite for
the construction of appropriate regional models. Input—output matrices
(especially of commodity-by-industry or rectangular form), capacity and
bottleneck variables, social overhead capital, and interregional interac-
tions are the basic ingredients of a satisfactory spatial information sys-
tem. Absence of up-to-date information limits the ability of modelers to
represent regional systems. The construction of input—output models
based on very old data is not a satisfactory activity, although several
models sometimes use 10- to 15-year-old data. Of course, data availability
varies from country to country, and often within countries, but one of the
crucial gaps is in information on regional stocks and interregional flows.
Apart from measuring these factors, a major problem is that the responsi-
bility for collecting and organizing data is sometimes shared by several
offices, so that incomplete data bases may be created. Data bases some-
times include investment data for manufacturing, but very little else
{except in some countries, such as Japan (Kitamura 1982)). This situation
is regrettable, especially as movements of capital are very important in
long-term regional developments in market economies.

A similar situation exists for interregional monetary flows (social
insurances, old-age pensions, entrepreneurial profits, etc.). These flows
have a direct, distributive impact on a system of regions, but they are
neglected in many regional models.

It is not the intention here to design an information system that
satisfies all the conditions mentioned above, but it is a useful exercise to
analyze existing spatial information systems in their geographic,
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socioeconomic, and institutional contexts. Therefore, the present study
aims to produce:

. a general evaluation of international experiences regarding the
association of information systems with {multi)regional planning;

. an inventory of recent trends in designing operational regional
and multiregional information systems; and

. an assessment of the prospects of spatially oriented information

systems designed for regional and mulliregional planning.

These aspects will be explored in subsequenl chapters. Reference may
also be made to Henrichsen and Wagtskjold (1982), who discuss the design
of a joint European data base.

Apart from data problems as such, the use of data in an integrated
spatial system has to be discussed. The integrated system represented in
Figure 6 deals with a multicomponent structure for regional impact
analysis. Regional information systems normally have to provide assess-
ments of the expected consequences of alternative policy measures. Vari-
ous questions have then to be addressed in order to build up an efficient
information system for regional planning:

. What are the relevant variables for the profiles?

. What is the best model specification for the particular purpose?

. Which data are needed to estimate the model?

. Which kinds of impact analysis and evaluation analysis are the
most appropriate for the particular purpose?

. What is the best way of storing and updating this information in
order to fulfill the criteria for information systems mentioned in
Section 37

All these questions imply certain trade-offs, for instance between the
expected benefits of an information system and the costs of data collection
and storage, or between the expected benefits of an information system
and the costs of building a model (Figure 7).

Therefore, building an information system involves a compromise
between conflicting criteria. At present, systems of information (statistics
and specialized operative systems) are incomplete, inconsistent, and
insufficiently oriented for an analysis of geographic aspects of
socioeconomic development planning. The results are a lack of data for
models, inadequate use of information for the decision-making process,
and difficulties faced by users in making consistent decisions and in imple-
menting models. How can the mneeds for information for planning
integrated regional-national developments be fulfiled? The development
of computerized information systems supporting regional and national
planning and management has been marked by much progress in recent
years and has led to a variety of valuable experiences, the accumulation of
which could greatly contribute to the solution of this problem. Therefore,
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Figure 7 Trade-offs between benefits and costs.

a rigorous endeavor has to be made to develop a coherent and systematic
framework for effectively using spatially oriented information systems in
regional planning. The last section of the chapter will take up this issue
further.

6. Regional Planning and Information Systems

The increased demand for regional statistics is shown by the large
number of agencies involved in the production of data series. Unfor-
tunately, many data are not comparable between series because, apart
from statistical and measurement reasons, each administrative body has
an interest in particular data (Garnick 1980). Theoretically, spatially
oriented information systems should be developed from decision theory as
applied to regional systems, in which goals, tools, actors, and institutional
management patterns are integrated (Chapter 1). In practice, however,
information systems and planning syslems have been developed relatively
independently. Coevolution of both kinds of systems would require an
adaptation of information systems to regional planning issues and an adap-
tation of planning systems to available spatial information, but in short-
term and often ad hoc planning such coevolution is difficult (Schmitt
1980).

In the long term more possibilities for integration of information and
planning systems do exist. Issaev (1982b) indicates that in long-term plan-
ning of regional development two issues are crucial: (a) long-term struc-
tural adaptation of the region to external changes, and (b) reconciliation
of regional—national conflicts by integrating sectoral and regional
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approaches to national planning. Within the national system, the region
operates through mechanisms of homeostasis. But how does this function?
And who supports regional interests at the national level? What is the sys-
tem of values through which economic agents perceive and respond to
changes? What are the laws governing their behavior? Such questions are
fundamentally important in long-term planning, which requires informa-
tion on all elements of a regional system, their dynamic properties, and
their mutual links. 1In addition, data are needed on elementary spatial
units within which decision making is based on specific interests and
behavioral rules. Even though macroregional information may exist in sta-
tistical and specialized agencies, its micro or meso components (Perrin
1975) can only be partially covered by local administrative information
systems. The whole area of social behavior, which finally determines the
system of social values, is not adequately covered by regular information.
Much of ihe research into developing regional information systems is
directed toward filling this gap, but its success is certainly not overwhelm-
ing.

On the other hand, some countries (e.g. Sweden and the USSR) have
succeeded in designing integrated information systems for regional plan-
ning. For instance, the USSR has programmed and designed a state
automated information system for planning and managing the economy of
the USSR. This information system, named OGAS, is a computerized infor-
mation system, in which data are stored and processed in a network of
computing centers accessed by telecommunications lines. The regional
dimensions of this system are covered by territorially based subsystems
that store and monitor information on socioceconomic relations and activi-
ties as well. Such spatially oriented information systems include data on
natural resources, population, labor markets, technology, settlement pat-
terns, investments, production, environmental quality, and living stan-
dards. Needless to say, monitoring of such complex structures is a far
from easy task.

Monitoring regional plans is, however, a logical consequence of advo-
cating a procedural model of regional planning (Faludi 1973). A com-
parison of monitoring systems should, therefore, take into account the
differences in underlying planning systems and processes (Masser 1981).
Monitoring systems may also play a crucial role in strategic decision mak-
ing. A thorough analysis of such information and monitoring systems in
the framework of strategic urban and regional decision making can be
found in Scheele (1983). In general, the major shortcomings of current
information systems for regional planning appear to be the lack of user-
friendliness, the impossibility of taking into account dynamic structural
changes, the lack of coherence and reliability, and the lack of orientation
toward a specific planning style or a specific institutional setting.

There is evidently no uniform and unambiguous definition of a spa-
tially oriented information system for regional planning, though its aims
and contents in a specific context can be delineated. It may be possible,
however, to indicate some general features and components of a spatial



52

Regional planning system

Description of regional system
Policy objectives and measures
Constraints and exogenous impacts

h

A -

Information use
Research
Regional planning
Decision making

P. Nijkamp and P. Rietveld

Information processing

Data acquisition
® primary data
® secondary data
® survey data
® image data, etc.
Data input

® geocoding

Data storage

® conversion to machine records
® image processing, etc.

® basic disaggregate data
® time-period summaries, etc.

® retrieval

® mapping

Information analysis
Retrieval and analysis
® statistical tests
® modeling, etc.

Information output

® graphic display, etc.

Figure B A spatially oriented information system for regional planning.

information system. According to the Commission on Geographical Data
Sensing and Processing of the International Geographical Union (1980), an
"ideal” geographic system comprises six major subsystems:

(1) Management

(2) Data acquisition
(3) Datainput and storage (control processes, encoding, filing, etc.)
(4) Data retrieval and analysis (data comparison, statistical opera-

tioms, etc.)

(5) Information output
(6) Information use (e.g. interface between user and system).
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This analysis gives rise to the simplified structure in Figure 8, which shows
the major components. Other important features, such as spillover effects
and multilevel patterns, have been neglected. Several of these features
will be discussed in subsequent chapters.
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CHAPTER 3

Political, Social, and Technical Bottlenecks
in Computerized Spatial Information
Systems

Aribert B. Peters

1. Introduction

In the 1960s and early seventies computers of high speed and large
storage capacity became generally available and were rapidly adopted by
big firmms and administrations. The expected breakthrough of computers
and quantitative models into planning, especially regional planning, did not
occur, however. Even today, computers are not used at all in most plan-
ning applications. This is astonishing because a broad variety of facts have
to be assembled in a plan, and data retrieval and preparation, exactly the
type of work that is efficiently performed by computer, are thus very
important.

This chapter will investigate which organizational and technical fac-
tors have inhibited the general use of computerized information systems.
It will be argued that the political nature and the irrational features of
planning have to be respected in the design and implementation of infor-
mation systems. These aspects, together with improved technology, favor
small-scale regional information systems. The term "information system’
in this chapter refers to a data base and its use for planning purposes.

Computers are adopted most rapidly for applications with highly
standardized working patterns. In contrast, spatial planning is in many
respects routinely unique and novel. Therefore, the ease with which com-
puterized information systems can be introduced depends crucially on
how they are implemented and on the adaptability of such systems to
different needs and tasks. The gain in efficiency must exceed the human
and organizational inertia that tends to damp out the intended benefits of
innovation.
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2. The Unavoidable Complexity of Spatial Information Systems

Spatial information systems differ from other kinds of information
systems in several ways. Firstly, space as an additional dimension
increases the amount of relevant data by a multiple of the number of spa-
tial units. This may raise problems of storage capacity and computing
time and costs. To solve these problems the software has to be improved.
Moreover, in order to make analytic use of the spatial properties of data
for planning it is necessary to connect the relative positions of each spatial
unit (Weber 1979). This complicates the process of creating models and
theories, as well as the data storage and referencing system.

Other problems arise both in spatial and nonspatial information sys-
tems but are more critical for spatial systems. (a) The spatial scale deter-
mines the size and also the possible uses of the system. (b) In almost
every practical application the definition of the spatial units is altered over
time because of changes in administrative boundaries. (c) Data are not
measured in the same way for every spatial unit or every point in time.
However, the procedures for making the necessary ad hoc corrections are
hard to standardize. (d) Flexibility presupposes the possibility of looking
at already available data in different ways. The higher the degree of aggre-
gation of the stored data, the harder it is to introduce new criteria for
aggregation. To have a flexible system requires that the most disaggre-
gated data are stored. Flexible data evaluations thus cause overloaded,
inflexible technical storage procedures. For these reasons spatial informa-
tion systems are much more expensive than their nonspatial counterparts.

So far we have concentrated on the data base of the information sys-
tem, but most of the arguments can be applied to other components of the
system, such as the communication language, which needs to be more
refined when reference to space or cartographic output is introduced.
Also, spatial models are much more complicated than nonspatial ones.

The size of the information system is of critical importance for its
efficiency. The size depends on the area covered by the system, the
degree of spatial detail (the scale), the number of aspects included in the
system, and the degree of spatial referencing {(spatial connectivity of the
data). Each of these determinants depends on the organizational frame-
work in which the system is developed.

3. Information and Power: Data as Political Resource

The control of information is a key source of the ability of the planner
to exert influence (Forrester 1982, p.68). One reason for this is that infor-
mation supplies solutions to technical problems (e.g. in civil engineering).
Some people see only this technical aspect of information. They overlook
the political judgments involved and the political environment of planning
organizations.
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Information is a source of power because il responds to organizational
needs. People need to know who to go to for information, and how to have
a project approved, for example. Informal communication networks and
steady contacts keep the planner "in the know.” Information can also be
used to legitimize or rationalize the maintenance of existing structures of
power, control, and ownership.

Finally, information can be used by underrepresented or relatively
unorganized groups to enable them to participate more effectively in the
planning process.

In a dialectic sense the lack of information and misinformation are
necessary counterparts to information as power. The exchange of informa-
tion is therefore less a technical problem than a political problem of power
distribution. The confidentiality argument is often used to justify the par-
simony of information monopolists to obscure their true motivations.
Sharing power by means of shared information is as important in the bar-
gaining process between the public and the administration as between
different administrations or even within one administration. This explains
why comprehensive spatial data banks are difficult to establish through
the exchange of information among different administrations.

The very nature of information systems requires that people or organ-
izations give away their private information to the system, which implies
that they might give away their power to take part in bargaining processes
and to influence decisions. It would be hard to convince people about the
advantages of such an information system without giving them any formal
or informal guarantee that they would also benefit from the system. This
requires that each participant takes part in the design of the system, thus
ensuring his influence; knows how to manipulate the information system;
gains power because he can use his own data more effectively with the help
of other data; and is allowed to control the information that he brought
into the system.

Since all these requirements are hard to fulfill, a comprehensive spa-
tial information system is difficult to eslablish, even if technical problems
are not considered. If such a "supersystem” were possible, its information
would be difficult to control and to monopolize. With individuals as its
basic umnils, the system would present an opportunity for "Big Brother”
power and control over all individual actions. This explains much of the
resistance against supersystems on the part of emancipated citizens and
parliamentarians.

To avoid resistance and to ensure that data are contemporary, a sam-
pling approach can be followed. Microcensuses are conducted at short
intervals in most countries anyway. They can be used to update census
data at a regional level with appropriate techniques. The microcensus
information might be further improved if the samples are thoughtfully
drawn and panel techniques are used.

Because planning as a comprehensive task comes into conflict with
each planning area (traffic, construction, etc.) and because planning takes
place at different spatial levels, often in an inconsistent way, the problem
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of administrative competence gains relevance in the design of a spatial
information system. A common information base would be a step toward
consistency and will therefore conflicl with the claims for responsibility of
differenl parties involved in planning. Many agents and units in organiza-
tions obtain influence and autonomy from their control over information,
and will not readily give it up. In many instances new information systems
represent a direct threat, and they respond accordingly.

4. The Limited Relevance of Information in Decision Processes

As a corollary, formalized information systems are often threatening
and unnecessary. They are an intrusion into the world of the users, who
see these unfamiliar techniques as irrelevant and a criticism of them-
selves. Almost every descriptive study of a complex decision process sug-
gests thal formal analysis of quantified information is, at best, a minor
aspect (Keen 1981). Negotiations, habit, rules of thumb, and muddling
through (Lindblom 1959) have far more force. The point is not thal
managers and planners are stupid or information systems irrelevant but
that decision making is multifaceted, emotive, conservative, and only par-
tially cognitive.

Formalized information technologies are mnot as self-evidently
beneficial as technicians presume. Simon’'s (1957) concept of bounded
rationality stresses the simplicity and limitations of individual information
processing. Not the supply but the evaluation of information is the critical
bottleneck in the planning process (Ganser 1974, p. 214).

5. Implementation Strategies

All existing experience shows that it is of major relevance for the use
and the success of a system that the users have taken part in its creation.
A so-called participative or consensus system design (Mumford 1979) is a
precondition for a system that is shaped after the users’ needs in the
design phase and that is generally used after its implementation.

Implementation is possible but it requires patience and a strategy
that recognizes that the process of change must be explicitly managed
(Keen 1981). Keen developed a tactical model for successful imple-
menters:

(a) Make sure you have a contract for change.

(b) Seek out resistance and treat it as a signal to be responded to.
(¢) Rely on face-to-face contacts.

(d) Become an insider and work hard to build a personal credibility.
(e) Co-opt users early.
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Bardach describes implementation in terms of a game played by the
implementer's party against the counterimplementers (Bardach 1977,
Keen 1981). For practical tasks it might be essential to identify the moves
of the counterimplementers:

(a) Lay low.

(b) Rely on inertia.

(¢) Keep the project complex, hard to coordinate, and vaguely
defined.

(d) Minimize the implementers’ legitimacy and influence.

(e) Exploit their lack of inside knowledge.

6. Regional Information Systems in Practice

As a matter of fact many urban and regional information systems
have functioned quite well for a long Lime. They are operating more as
data bank systems than as planning devices. Their analytic capacity in
most cases does not exceed cross-tabulations. They are used by planners
in a similar way as are statistical publications. Examples are the highly
developed information systems at the author’'s own institute and at
different regional statistical offices in the Federal Republic of Germany.
Such experiences are reported in mosi western countries. Integration is
only performed through providing information about different subjects. In
the same large computers it is often also possible to run models and to
draw maps. More relevant for physical planning are automatic registers of
assessments that are developing in several cities.

Most of the mentioned projects are based at mainframes, i.e. on very
large and expensive computers. The manpower requirements are of com-
parable size, so that only statistical offices and large nationwide planning
institutions with their own computer departments could establish such
systems (Wegener 1978). Furthermore, a large number of small-scale proj-
ects and local agencies have set up their own data bases. A further major
increase of such systems can be expected in the next few years (PArC
1979, Urban Data Management 1979, Lewis 1982).

7. Concluding Remarks

Planning is a political process because it is directed by the desires,
perceptions, and values of people and because the implementation of plans
is a political process. The use of computers and of rational models does
not necessarily increase the rationality of the planning process. Only if
the political nature and the irrational aspects of planning are reflected in
the design of systems (i.e. language, data, structures, etc.), as well as in
the circumstances of their implementation, will integrated information
systems be of use in the future. There is little hope and little need to
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integrate urban, regional, and national planning information systems
because of different problems, models, data requirements, organizations,
and institutional responsibilities.

The decrease of hardware prices has made powerful computers avail-
able to smaller offices. The obstacles to comprehensive systems will favor
the use of small systems and lead to an atomistic spread of simple,
special-purpose information systems providing considerable technical sup-
port to planners at different levels. Improved technology will also partly
resolve the trade-off between flexibility on the one hand and simplicity of
use in spatial information systems on the other hand.
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CHAPTER 4

Information for Long-Term Planning
of Regional Development

Peter W.J. Batey

1. Introduction

Compared with other fields of public administration, regional planning
stands out in its attempts to relate policies and proposals to a long time
horizon. Whereas in most fields seven or eight years may be regarded as
long-term and an upper limit on the period to which consideration should
be given, in regional planning it is likely that such a period would be
viewed as medium-term. The periods adopted for regional planning pur-
poses are broadly 0—5 years as short-term, 5-10 years as medium-term,
and 10—20 years as long-term.* This longer policy time scale reflects cer-
tain features of the processes of change in which regional planning seeks
to intervene: the long lead times for development projects, the long life of
infrastructure (particularly housing, industrial, commercial, and educa-
tional facilities, and highways) and the long-term benefits sometimes asso-
ciated with these development projects.

The purpose of this chapter is to provide a survey of the range of
information that is required to support the long-term strategic planning of
regional development. We begin by examining some of the principal
characteristics of the regional planning process and show how this process
influences the need for information. We argue that the vast majority of
information requirements stem from the desire, widely expressed by
regional planners, to make this process systematic, comprehensive, and
conlinuous. Using six varied examples of the application of information
systems in long-term regional planning, we try to emphasize the particular
contribution that each information system can make to the regional

* This in itself is a shortening of time scales that were used in several of the early regional
planning exercises. In British advisory regional plans of the 1940s it was not unusual to set
the time horizon at thirty or forty years.



64 P.W.J. Batey

planning process — in setting the context for intraregional planning, in
analyzing specific topics such as transporl, the local economy, or popula-
tion, in integrating partial analyses, in generating and evaluating alterna-
tive strategies, and, finally, in gauging the impact, upon existing policies as
well as the study region itself, of major development proposals. The exam-
ples are drawn from a number of different countries and deal with qualita-
tive as well as quantitative information.

2. The Information Requirements of Regional Planning

Regional planning is no exception to the general movement in public
policy making during the lasl twenty years toward greater rationality. The
loosely related combination of survey, analysis, and plan, which exerted a
strong influence on planning for more than half a century, has given way to
a more systematic and explicit process based on rational decision theory.
The mosl important elements of this process are an explicit statement of
planning objectives or problems, the generation, elaboration, and evalua-
tion of alternative packages of policies designed to meet these objectives,
and the choice of a preferred set of policies. Policy making usually
proceeds in a series of cycles, each cycle including some or all of the
stages in Lhe process, and the planner is expected to learn as he moves
from one cycle to the next. The policies that emerge are not to be seen as
static, but are expected to be updated by continuous monitoring and
review.

British development plans of the last ten years provide a good exam-
ple of an attempt to introduce a regional planning process embodying
these features. In the late 1960s a two-tier system of planning came into
effect, with upper-tier, strategic or "structure” plans intended to provide a
broad and integrated policy framework, in the form of a written statement
of policies and proposals for the future development of a region* over a
ten- to fifteen-year period. Detailed, map-based planning would be the
subject of lower-tier, local plans set within the policy framework.

The information requirements of a planning process of this kind are a
product of the efforts to make regional planning systematic, comprehen-
sive, and continuous. In the case of structure plans, policies and proposals
had to be supported by analysis and reasoned justification: the need for a
particular policy or proposal had to be shown in relation to the aims of the
plan, to explicit assumptions about underlying social and economic factors
influencing development, and to the likely availability of financial
resources. It was expected that each topic covered by the plan would be
the subject of a detailed internal analysis, including some consideration of
past trends, the present relationship between supply and demand, and an

* Here "region" is equated with "county,” since 1974 the upper-tier administrative unit of
local government in England and Wales.
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attempt to forecast future activity levels (Department of the Environment
1970). The integration of analysis across several topics was also felt to be
an important means of achieving consistency among policies and activity
forecasts, although, as Barras and Broadbent (1982) found in a review of
twenty structure plans, in practice the analysis of these linkages is seldom
more than cursory.

The strong tradition of comprehensiveness in regional planning is
reflected both in the range of topics addressed by the plan and in the
variety of agencies expected to play a part in implementing the policies
and proposals that it contains. Typically the scope of the plan would
include population, housing, the economy, services, transport, and the
environment, with other topics added where they are felt to be of local
significance. In structure planning, the depth of treatment of each Lopic
has been the subject of some debate. Initial attempts to cover all topics-in
a similar degree of detail have proved to be overambitious, in terms of
staff time and data availability, and more recently it has become almost
standard practice to adopt an approach focusing upon selected topics with
major implications for policy or for short-term investment programs.*
Minor topics, of secondary importance, would be pursued in later cycles of
policy making (Drake et al. 1975).

The policies in the plan can be expected to cover the relevant activi-
ties of all agencies in the region, including privale companies, nationalized
industries, central government, and households, as well as those of the
regional authority itself. Because many of these agencies will themselves
be involved in strategic planning or strongly affected by its results, it is
vital that those engaged in preparing and implementing the regional plan
maintain a close dialogue with these agencies. In any case, the implemen-
tation of regional planning policies by other agencies will usually depend
more on mutual trust, bargaining, and persuasion than on coercion and
legal controls. Inevitably this means that there should be a steady flow of
policy-related information between the various bodies involved in planning.

The third requirement for information arises from attempts to estab-
lish a continuous regional planning process based on monitoring. The
activity of monitoring — the regular, deliberate, and systematic collection
and analysis of information (McLoughlin 1975) — is sometimes interpreted
in rather narrow terms as the detection of departures from the planned
course of development. Such a view ignores the enormous amount of
uncertainty associated with regional planning policies and tends to suggest
that the "planned course of development” is something that is fixed and
completely understood. A second, more broadly based approach concen-
trates on three main themes: targels (are policies effective in achieving
objectives?); achievements (have policies resulted in unintended conse-
quences?); and assumptions (are the underlying assumptions and objec-
tives of current policies still relevant?).

* In Britain these programs would include transport and housing investment.
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This last theme, the monitoring of assumptions, reflects the fact that,
with the passage of time, policies can be expected to “"decay” until they
are no longer appropriate and must be either modified or replaced (Thor-
burn 1975, Parker 1978). The decay of policy is likely to be the result of
changes in value systems (and therefore in priorities, e.g. as a result of a
change in political administration), changes in the external environment
(e.g. a major shift in a basic assumption such as the rate of economic or
demographic growth), and changes in the policies being pursued by other
planning bodies (e.g. central government or another local authority). The
role of monitoring in this case is to harness information to reduce uncer-
tainty about these changes so that obsolete policies can be quickly
identified and discarded.

The information base required to reduce uncertainty includes both
qualitative and quantitative components. Describing the Hampshire struc-
ture plan monitoring system in Southeast England, Francis (1981) makes a
further distinction between hard and soft qualitative information. Hard
verbal information might include information on policies approved, com-
mitments made, and events that have occurred, while soft information
would embrace information on emerging policies, proposals under con-
sideration, assessments of a problem, and public attitudes toward certain
issues.* Information of this kind can be acquired from a wide variety of
sources, such as published reports, internal papers, the press, personal
contacts, and committee members. Francis (1981, p.183) points out that
the organization and retrieval of qualitative information can be very time-
consuming and much more difficult than for quantitative information.

Quantitative information has tended to attract greater attention and
a substantial literature has developed over the last ten years, dealing with
data capture, organization, and linkage {e.g. Willis 1972, 1974). In a moni-
toring context, its main purpose is to enable selected trends to be estab-
lished, to facilitate the linkage of data, and to allow sets of forecasts and
projections to be revised. Among practitioners, however, there is some
scepticism about the feasibility of measuring the performance of planning
policies by defining a set of standard quantitative indicators (Parker 1978),
because of the difficulties of isolating the effects of policy from other
influences beyond the planner’s control.

In the next section, we move on to consider specific applications of
information systems in the long-term planning of regional development.
Drawing on examples from Britain, the Federal Republic of Germany, the
United States, and Australia, we demonstrate the broad range of informa-
tion systems available and the stages in the regional planning process to
which these systems can most usefully contribute.

* Francis uses the term "soft information” to denote subjective information based on pro-
fessional judgments and lay opinion. A different interpretation can be found in the
econometrics literature, where soft information relates to ordinal, categorical, nominal, or
fuzzy information (Nijkamp and Rietveld 1982).
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3. Information Systems and the Long-Term Planning
of Regional Development
3.1. Scenarios and the Structuring of Qualitative Information

An important element in the qualitative information base of regional
planning involves making a series of assumptions about the impact upon
regional development of broad economic, social, and technological trends
that are generally beyond the control of the regional plan. Although these
trends may be a reflection of national and world-scale developments, they
will nevertheless have direct implications for the population, economy, and
physical environment of the region being planned. The great variety of
possible outcomes of such trends makes the production of regional activity
forecasts extremely hazardous and rules out the use of a single, best-
estimate projection upon which regional planning policies can be based.
An alternative approach to managing this uncertainty is to focus upon
scenarios, which combine a group of related changes and possible
responses so as to allow comparison of their different implications for the
long-term planning context (Thoenes 1877). Scenarios will help to estab-
lish the range of possible futures with which a plan might need to contend.
Thus proposals and policies can be formulated in such a way that they
could be adjusted or amended to take account of changing circumstances
within this range.

The scenario approach has been adopted in South Hampshire, gen-
erally regarded as one of the growth areas in Southeast England (Linecar
et al. 1981). Here the central concern was to establish possible courses of
change in South Hampshire and to consider how these would influence land
requirements over a fifteen-year period. Time and manpower restricted
the study to the use of secondary sources — studies and reports by
researchers and futurists, supplemented in some instances by published
statistics to establish the present situation and immediate past trends. It
was evident that to concentrate on regional trends would be both difficult,
because of a shortage of relevant information, and unrealistic, because in
the long term regional trends would be affected as much by national
trends as by local factors. Similarly, national trends cannot be seen in iso-
lation from world events, particularly in view of the vulnerability of
national economies to international trade and politics. It was also felt that
many of the future trends, in technology for example, appeared equally
applicable to any of the industrialized countries and that experience in the
more advanced countries could indicate possible developments in Britain.

The analysis of trends and identification of a set of realistic scenarios
were therefore approached by taking a “step down” from world trends to
national trends, and then assessing the possible implications in South
Hampshire. Each level was comnsidered separately in turn, taking into
account the implications of one for the other. The creation of three levels
provided the broad structure for sorting and analyzing facts and opinions,
as shown in Figure 1. Three “world futures” or scenarios were defined,
each describing a gradual long-term movement from the present situation
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but in different directions. Space does not permit a full description of the
scenarios but they can be summarized as follows (Linecar et al. 1981).

(1) A technological scenario envisages concerted action to use tech-
nology, largely techniques that already exist, to solve the world
agricultural and energy problems and sustain continued
economic growth.

(2) An adaptable scenario envisages a partial solution of the world's
problems by adapting existing economic, political, and social
structures to minimize the use of energy, maximize food produc-
tion, and establish a spirit of cooperation between the developed
and less developed countries, recognizing that the world's prob-
lemms can only by solved by improved economic and political
interdependence of countries.

(3) A trend scenario envisages the continuation of the present world
problems, including continuing energy supply problems, food
shortages, and sluggish growth in world trade and output.

The three scenarios provided a basis for assessing how strategic
trends at the national level might develop. A list of critical areas was
specified at this level (Figure 1) and then, in the final stage, an attempt
was made to interpret the effects of possible national trends on South
Hampshire, with special reference to a series of factors relating to land-
use planning. As the authors of the study point out, this last stage
required a greater degree of reasoned speculation by the planning team,
as there were few other studies against which their judgments about the
long-term effects on land-use planning in general, and South Hampshire in
particular, could be compared.

3.2. Informalion on the Impact of Interregional Fiscal Flows

The economic and social development of a region is inevitably condi-
tioned by the level and distribution of public expenditure in that region.
Particularly important is the pattern of fiscal flows between individual
regions and central government (or any other upper-level public body).
Some of the fiscal flows entering a region may be the outcome of a
"regional” policy on the part of central government to discriminate in
favor of certain regions in its allocation of funds. Other incoming flows,
however, will merely reflect the regional incidence of intersectoral alloca-
tion decisions, taken with only limited knowledge of their regional conse-
quences. To complete the picture, there are outgoing fiscal flows made up
of various kinds of taxation: here too, decisions on the level of taxation are
likely to have been taken without considering regional impacts.

It is clearly important, therefore, at both inter- and intraregional lev-
els of planning, to have detailed information about fiscal flows. Such infor-
mation will be valuable in assessing the efforts made by public bodies in
addressing a region’'s needs in the past and may also be helpful in
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World scale
Basic reso Population  Renewabie Nonrenewable Energy
urces resources resources
, . World trade/ Social/ Technological
Man's reaction economy political
Possible scenarios trend adaptable technological

National scale
The economy

Energy costs and consumption
Technology

Public/private expenditure
Employment structure
Unemployment

Mobility

Agriculture

Social trends

South Hampshire/Land-use implications Employment
Mobility
Housing
Shopping
Recreation

Figure 1 A structure for analyzing trends: the South Hampshire example
(source: Linecar et al. 1981).

determining the broad priorities for public expenditure (and policy) in the
future. An example of an information system created specifically for these
purposes is that for the Northern Region in England (Northern Regional
Strategy Team 1977). At an early stage in its work, the planning team
decided that the main thrust of its strategy for the region {consisting
largely of declining industrial centers) would be economic, but it was
recognized that existing government statistics on public expenditure were
not sufficiently comprehensive at the regional level. Working with civil ser-
vants from central government, the team produced breakdowns of public
expenditure by sector and taxation for a system of eleven regions covering
the United Kingdom (Short 1981). Public expenditure was defined to
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include only expenditure that was “regionally relevant’”: that is, expendi-
ture that generates benefits that are regional in character. Expenditure
that was regarded as national in character, and could not therefore be
allocated to a region, was excluded from the accounts.*

Table 1 Selected items from the regional distribution of fiscal flows (DM per capi-
ta, 1975) for the Trier region and reference regions in the Federal Republic of
Germany (source: Zimmermann 1980).

Fiscal flow Trier region Reference regions
Agglomerated
Total County  Ludwigs- Mainz Rural State of
of hafen region county Rheinland-
Bitburg- region of Pfalz
Prum Kusel
Incoming

I. Intergovernmental:
State grants to local

governments 282 414 73 99 255 172

Federal grants for

transportation 17 K4 82 44 4 21
II. State and federal

expenditures:

Nonmilitary

personnel 782 611 459 1,405 422 Y

Buildings 92 12 70 133 - 126

Nonlocal roads 240 - 105 168 - 194

Rent subsidy 18 13 21 18 9 18
Outgoing

(Income tax

on wages) (434)  (243) (1,672) (1.211) (92)  (1,004)

(=Local share

income tax) (—148) (-101) (—248) (—237) (-153) (—193)

=Federal and state

share of income taxf 2886 142 1,424 974 —61 811

Federal and state

share of

business tax 65 60 162 152 48 98

Motor vehicle tax B7 92 B4 90 58 B8

t The federal and state share is actually higher, but figures for the assessed part of the in-
come tax are not available for the smaller subregions. This unreported part explains the
negative sign for the county of Kusel, where (assessed) agricultural income is important.

Information systems based on interregional fiscal flows also have a
useful role to play in assessing the impact of regional policy. At a detailed
level, the direct effect of individual fiscal flows on quality-of-life indicators
can be measured and interregional comparisons can be made: an example

* Examples of "'national” expenditure include defense, overseas services, and prisons.
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would be the effect of hospital construction grants upon hospital bed pro-
vision per capita, an indicator measuring the quality of health services.

It is possible in addition, as Zimmermann (1980) points out, to make a
more general assessment of regional policy by using to the full the infor-
mation contained in the fiscal flow account. Zimmermann puts forward a
method for estimating the impact of fiscal flows, both incoming and outgo-
ing, upon regional development objectives. The indicators chosen to meas-
ure progress toward these objectives are very broadly defined and include
income per capita and the quantity and structure of employment oppor-
tunities. Zimmermann's method has three main stages: the construction
of an information system containing data on the regional distribution of
fiscal flows (Table 1 is an example prepared for the region of Trier in the
Federal Republic of Germany and for several "reference” regions, to enable
interregional comparisons to be made); a stage in which “shifting
processes’ are taken into account (because if the person receiving a pay-
ment or paying a tax loses this payment to, or gains it from, another per-
son in that region, then that other person is the decision maker, whose
decision influences the policy objectives and thus should be analyzed (Zim-
mermann 1980, p.141)); and a final stage in which the impact upon the
regional development indicator is calculated (here it is necessary to take
account of indirect, as well as direct, effects upon the indicator and so
regional input—oulput analysis would be appropriate). Zimmermann sug-
gests that when the overall effects of fiscal flows upon regional indicalors
are known, it may turn out that regional policy expenditure is
overwhelmed by other fiscal flows, possibly to the extent that the effects of
regional policy are more than canceled out. Information of this kind will
clearly be of great value to the regional planner in arguing for future re-
allocation of public expenditure.

3.3. Information for Analysis of Individual Topics within the Kegional
Plen

The two types of information system considered so far are both likely
to be useful in elaborating the context within which the planning of individ-
ual regions can be carried out. We turn now to the information require-
ments arising from the analysis of specific topics within a given region. In
the first instance, the purpose of such analysis would be to define the
regional (strategic) planning issues that require some kind of policy
response. The range of topics to be considered in this way will obviously
vary from region to region: it is likely, however, that in all cases the
sources of data will include a mixture of published census data, specially
commissioned surveys, and model-generated data. Much of the data will
be spatially defined although the level of spatial resolution will change
according to the topic being examined.

The information system for a particular topic is the product of efforts
to bring these data together in a systematic and logical manner. To illus-
trate this, we consider the example of the analysis of transport within the
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plan for Greater Manchester, a metropolitan region in Northwest England.
The organization of analytic work on this topic is shown in Figure 2, which
indicates how the various strands of work were linked together (Greater
Manchester Council 1975, Nickson and Batey 1978).

Past Present Future

Recent trends in factors Long-term land-use

I | .

| affecting travel demand: | scenarlo_sf. What would
Demand| population, employment, | happen if travel demand
! |

income, car ownership. increased without corre-
- sponding improvements
to the transport network?

v
Interaction of supply
.| and demand. Detailed
study of spare capacity,

e
; ldentification '
of strategic I

congestion, accessibility | transport issues]
» in Greater Manchester -
in 19786.

3

Recent improvements/ | | Review of inherited pro-
I deterioration in provision | | posals and definition of
Supply | made for travel, including | | commitments. Consideration
UPP'Y | review of implementation | | of prospective changes in
| progress in earlier } —— transport technology and
I transport plans. 3 | organization. Estimates of
L ——— | finance likely to be available
| for future implementation.

e

Figure 2 The organization of analytic work in the Greater Manchester Structure
Plan Report of Survey on Transportation (source: Nickson and Batey 1978). Full-
line boxes: model-based studies; broken-line boxes: other studies.

The main focus was on current transport problems, such as spatial
and sectoral variations in accessibility, and spare capacity and congestion
in the highway and public transport networks. In the absence of con-
sistent and up-to-date survey information on these indicators, a transport
model, calibrated mainly on 1960s data, was used to simulate information
for the base year, 1976. This model operated at a "fine zone" level with 368
zones but, because of doubts about its reliability at that level, model
results were aggregated initially to 86 coarse zones. Even at this level, the
volume of output was potentially overwhelming and so to make the results
as informative as possible, because of the need to define broad planning
issues, it was decided to use a series of summary measures to indicate
major spatial variations in network performance and potential accessibil-
ity.
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Past trends in supply and demand were studied with the aid of census
data (on variables influencing travel demand, such as population, income,
and car ownership) and special surveys (including data on the implementa-
tion of proposals in earlier plans and on the evolution of the bus and rail
networks). Other sections of the analysis were future-oriented: in the case
of demand, the transport model was used to test the sensitivity of the
existing networks to extreme changes in land-use and other variables
influencing travel demand; while on the supply side an inventory was made
of "committed” transport proposals to establish which of these would be
binding to a future regional plan. Future changes in transport technology
were considered and the study also included estimations of the level of
finance likely to be available for future implementation of transport propo-
sals.

3.4. Integration of Analysis af the Regional Level

There is a marked tendency in regional planning exercises to pay
more attention to the analysis and forecasting of individual topics than to
the linkages between them. An approach of this kind fails to recognize the
integrated nature of regional development processes (Barras and Broad-
bent 1882, ch.2). It ignores, for example, the linkages between demo-
graphic and economic activity or between energy and transport, and the
competition within the region for the use of basic resources such as land,
labor, and finance.

Several attempts have been made to develop regional accounting sys-
tems that enable at least some of these relationships to be represented in
formal, mathematical terms (e.g. Leven ef al. 1970). Frequently, though,
the development of these accounts has not been carried forward to the
empirical stage because of a shortage of suitable data. Even if this shor-
tage were eliminated, it is questionable whether these accounting systems
would be sufficiently comprehensive for the purposes of intraregional plan-
ning. Instead of measuring all flows in financial terms, as most accounting
systems do, it is desirable to maintain some flexibility so that the unit of
measurement can be varied to include, for example, people or jobs.

A promising attempt to provide a solution to this problem can be
found in the work of Barras and Broadbent (1975; Barras 1978; see also
Booth and Palmer 1977, Batey and Madden 1981). This involves the gen-
eralization of economic activity analysis so that a given region or urban
area can be characterized as a system of interrelated "activities,” such as
residential, manufacturing, and local government activity, each producing
and consuming one or more of a set of “commodities,” such as land, labor,
floor space, and finance. These commodities, or resources, are the basic
physical entities of the system, and it is through their consumption and
production (these terms are interpreted in a broad sense) that the
different activities are interrelated (Barras 1978, p.298). The level of detail
is flexible so that, for example, residential activity could be disaggregated
by location and households by social group or employment status.
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In its most basic form, the activity—commodity framework is a
resource-based accounting framework that records the relationships
between activities in terms of commodity flows. This type of framework
can be used as a data structure, ensuring consistency between data sets
for different topics (e.g. matching economically active population to
employment, by skill category). It is also possible to convert the frame-
work into a linear model, suitable for use in forecasting and impact
analysis, by expressing each activity as a vector of coefficients,
corresponding to the quantities of commodities it consumes and produces
at a unit level of activity.

Activity—commodity frameworks have yet to be widely adopted in
regional planning. There are examples, however, of cases where the exist-
ing data of a planning study have been "reworked” to construct such a
framework for use in impact analysis. Booth and Palmer (1977) describe
an application of activity—commodity frameworks to Cleveland in
Northeast England. A notable feature of their framework is its use to
model spatial interaction between activities in four subregions, so that
effects of a change in one subregion upon other parts of the same region
can be measured.

3.5. Information for Establishing Regional Land-Use Optlions

In regions experiencing rapid urbanization, a major problem that fre-
quently confronts planners is the location of future urban development.
Policy guidance is needed on which areas of land should be developed to
satisfy immediate requirements, which land can be reserved for release in
the long term, which land is physically (or otherwise) unsuited to urban
development, and so on. The traditional approach of the land-use planner
would be to construct a sieve map, a series of detailed map overlays, each
containing information about areas that should be excluded from develop-
ment according to a particular criterion. The land that passed through
the sieve, and thus carried no restrictions, would be regarded as that most
suitable for development (Keeble 1969). This approach is open to a
number of serious criticisms: Are the exclusion criteria equally important,
as the approach assumes? Is not Lhe level of detail used in the maps spuri-
ously precise?

Land capability studies have progressed considerably since the sieve
map was first introduced forty or fifty years ago. Particularly important
advances have been made in the storing and handling of spatial data
related to development potential. For example, in the British subregional
planning studies of the late 1960s, it became almost standard practice to
carry out a land development potential exercise based around spatial
information systems known as “potential surfaces.” Like the overlays in
the sieve map approach, each potential surface was used to represent a
particular development factor. The basic spatial unit making up each sur-
face was the kilometer square: for each surface a score was assigned to
each grid square. A composite score measuring overall development
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potential (usually for residential development) was then calculated by
weighting Lhe surfaces, according to some measure of their relative impor-
tance, and adding together the scores for each grid square (Coventry, Sol-
ihull, Warwickshire Study Team 1971).

The choice of the grid square as the basic unit for spatial information
was justified on the grounds that it was a "neutral” spatial unit well suited
to the integration of physical and socioceconomic development factors, and
that, because it was of uniform size, a consistent assessment of land could
be achieved across the entire region. There is no general consensus on
this matter, however, and more recent studies have advocated point
referencing (Forbes 1972: quoted in Tivy 1980); and the use of irregularly
shaped "functional” units,* adopted by the Commonwealth Scientific and
Industrial Research Organization in a demonstration project in New South
Wales, Australia (Austin and Cocks 1978). Much of CSIRO’s earlier research
was focused on systematic approaches to land description and led to the
development of a two-tier “land system,” based on recurring, biophysically
homogeneous land areas ("units” and "facets”) that could be identified on
air photographs, which provided a method for the rapid survey of large
land areas.

Functional units were created by overlaying the biophysical land units
(defined on the basis of geology and terrain, vegetation, and location: fac-
tors thought to impose major "natural” constraints on general land-use
possibilities) with boundaries appropriate to tenure, planning zone, and
development status (e.g. built-up, cleared, and uncleared). CSIRO argues
that the functional units that emerge (ranging in size from 51 ha in coastal
areas to 297 ha in the mountains) are sufficiently homogeneous with
respect to their definition criteria as to be distinguished internally by the
same land-use potentials and limitations. Other data assembled by func-
tional unit include data on the coastal environment, fauna, and
socioeconomic characteristics. The CSIRO study proceeds to develop
methods by which exclusion rules are established and applied to identify
and locate those land uses that should be discouraged. For example,
"exclusion maps"” were prepared for forestry, urbanization, agriculture,
recreation, conservation, and residue assimilation (e.g. landfills and
septic-tank disposal) and show areas on which the particular use should be
excluded and where option space is available. The rules are not intended
to define how land should be used, but rather to limit the range of possible
uses that need to be considered and thereby, it is argued, simplify the
planning process (Tivy (1980) presents a fuller discussion of the CSIRO
study.)

* Harvey (1969) (among others) discusses the relative merits of grid squares and other
methods of spatial representation.
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3.6. The Environmentoal Technical Information System

The final example of an information system to be considered here was
originally developed by the US Army Corps of Engineers as an aid in the
preparation of Environmental Assessments and Environmental lmpact
Statements associated with the planning and location of army installa-
tions, such as military bases. The information system is known as the
Environmental Technical Information System (ETIS), an umbrella term for
a series of three subsystems, to be described below. ETIS contains infor-
mation, much of it stored at a county level, for the entire United States
(US Army Construction and Engineering Research Laboratory 1981).
Because it provides a consistent and comprehensive source of local
environmental, economic, and social data, ETIS has obvious nonmilitary
applications, and is potentially a useful regional planning tool: in fact, it
has recently been made available for use on a contracl basis to this wider,
nonmilitary clientele. The three subsystems of ETIS will now be described
briefly.

The first subsystem, the Environmental Impact Computer System
(EICS), given certain information about a proposed activity, builds a "need
to consider” matrix of all likely environmental problems associated with
this activity. Environmental factors are divided inlo thirteen “"technical
specialties,” e.g. air quality, and for each specialty is produced a list of
attributes that are specific to the locality being considered. Attributes are
available al two levels of detail: a "review level” containing generalized
categories and suitable for most applications where a large number of
different localities are being scanned; and a detailed level to assist in cases
where the choice of locality has been narrowed down to a short list. The
"need to consider” matrix compares proposed activities against these
environmental attributes, indicating the extent of the impact by a score.
Information is also available on possible ways of mitigating adverse
environmental impacts (Fittipaldi ef al. 1979).

The Economic Impact Forecast System (EIFS) can be used to gain a
broad impression of the economic impact resulting from a proposed
activity. It consists of a series of eleven descriptive profiles available for
each of the counties (or aggregations of counties) in the United States,
together with a simple predictive model that builds upon the standard
economic base technique. The information held at county level is very
comprehensive and includes, for example, demographic, government and
business statistics and historical trends in income, employment, and popu-
lation (Hamilton and Webster 1979).

The Computer-Aided Environmental Legislative Data System (CELDS) is
a collection of current federal and state environmental regulations and
standards in abstracted form. Abstracts are written in a straightforward,
narrative style without the use of legal jargon, the aim of the system being
to provide quick access to current controls on activities that may
influence the environment.
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The broad scope of ETIS means that it is difficult to define precisely
the part it can be expected to play in long-term regional planning. Its
main application would seem Lo be in assessing the ramifications of large-
scale developments. Proposals for developments of this kind can, of
course, arise at any time during and after the preparation of a regional
plan.

4. Conclusions

This chapter has explored the role of information in long-term
regional planning. In a series of examples we showed, firstly, how informa-
tion systems can be used to define the context for long-term planning in
individual regions. We examined a procedure for the development of long-
term scenarios based on a combination of informed opinion and factual
information, and we drew attention to the importance of information con-
cerning interregional fiscal flows. We next considered the syslematic
analysis of individual topics within a region, focusing on the example of
transport, before proceeding to describe a resource-based accounting sys-
tem designed to integrate the analysis of these topics. In the fifth exam-
ple, we turned to the question of land use and reviewed several information
systems concerned with development potential and the specification of
land-use options. Finally, we described a general-purpose information sys-
temn suitable for the assessment of major environmental and economic
impacts.
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CHAPTER §

Monitoring and Regional Information
Systems under Uncertainty

Peter J.B. Brown

1. Introduction

This chapter reviews various aspects of the activity of monitoring in
urban and regional planning and the ways in which it is possible to
approach the problem of handling uncertainty in the course of this
activity. Particular emphasis is placed upon the roles of and requirements
for different types of information and information system technology, both
crude and sophisticated, in performing these tasks.

The first section outlines the evolution of thinking concerning the
nature, importance, and operation of monitoring in the planning process of
which it forms a crucial part. The main features of alternative modes of
planning and associated approaches to monitoring are briefly described
before attention is focused on the approach that has emerged as being
most appropriate for application at the regional scale. This is followed by
a description of the range of activities that contribute to the monitoring
function and the particular requirements demanded of this function in
order to accommodate various forms of uncertainty. Finally, the discus-
sion turns to a number of problems encountered in monitoring under con-
ditions of uncertainty, some of which are highlighted for further investiga-
tion.

Throughout the chapter examples and lessons learned from experi-
ence are drawn mainly from recent British planning practice. In Chapter
4, Batey has described various aspects of the structure plan system intro-
duced in 1968, and has outlined some of the ways in which the advent of
this system represented an attempt to develop a broad and integrated pol-
icy framework for regional planning. Attention has been drawn to the
information requirements generated by efforts to make such a system
rational and comprehensive and to how monitoring contributes to the
establishment of a continuous regional planning process.
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In practice the implementation of the structure plan system has
taken longer than some expected and, following an initial intensive phase
of plan preparation and submission to central government for approval, it
is only more recently that county authorities have been preoccupied with
the task of monitoring and reviewing their structure plan policies. With lil-
tle guidance forthcoming from central government as to how this activity
should be carried out, of necessity many authorities have displayed initia-
tive and innovation in devising frameworks within which to conducl their
monitoring programs. Stemming from this recent heightened concern
with structure plan monitoring and review, there have emerged a number
of useful reviews of underlying concepts and principles of monitoring, and
a growing body of literature recording experience in the practical opera-
tion of monitoring systems, to which reference is made below.

2. Monitoring and the Planning Process
2.1. Introduction

The function of monitoring and the nature of the tasks it embraces
vary considerably according to differences in the responsibilities, struc-
ture, and level in the planning hierarchy of the agency concerned. The
demands placed on monitoring are also determined to a great extent by
the mode of planning employed. In this respect, the nature of monitoring
is related to a number of fundamental technical, organizational, and politi-
cal issues.

It is possible to draw a useful distinction between monitoring and the
process of "review,” with which it is often closely associated (Department
of the Environment 1975). Monitoring can be assumed to be more con-
cerned with the continuous assembly of information and reassessment of
aspects of planning policies rather than with periodic, comprehensive
reevaluation that is implicit in the review process. In these terms moni-
toring can be viewed as a continuous "managerial” activity, whereas review
is taken to imply a more discrete, fundamental, and independent activity
within a planning agency, with its own information requirements. However,
in parts of the discussion that follows, some blurring of this distinction
may be evident as it has not been recognized explicitly in much of the
literature to which reference is made.

Popular perceptions of what monitoring involves and of its role in the
planning process have changed in response to the evolution of thinking
about the nature of planning. Emergent theoretical and conceptual
representations of the planning process have themselves reflected parallel
developments in a wide range of fields, such as operations research,
management science, information science, systems theory, and cybernet-
ics, each of which has contributed to the understanding of aspects of mon-
itoring (as described in some detail, for example, by Haynes (1974)).

It has been argued that the more recent precccupation with monitor-
ing and review activities is as much a practical consequence of the in-



Monitoring and regional information systems under uncertainty 83

ability of plans and policies to cope with change and uncertainty as it is a
result of advances in theoretical understanding (E.A. Rese 1979). However,
much of the motivation behind this new emphasis, and behind the univer-
sal acceptance of the need for planning to be viewed as a continuous pro-
cess, can be attributed to recognition of the reasons why plans and poli-
cies become obsolescent. Four reasons were identified by Cowling and
Steeley (1973):

(a) It is impossible to keep track of all the assumptions that go to
make up a forecast.

(b) The effectiveness of planning controls varies over time.

(c¢) Planning controls are slow to take effect, while social and
economic change may take place quickly.

(d) The values of society may change over time, resulting in a need
to change the objectives of the plan.

In Britain the increased attention devoted to monitoring in recent
years can also be explained, in part, by the fact that the county "structure
plan” machinery involves the formal submission of a plan for central
government approval. The necessity of meeting this requirement created
an impression of end-state planning, an impression reinforced by the
lengthy process of plan preparation and approval. As a result, most coun-
ties gave little thought to how the statutorily approved plans would be
monitored and reviewed until after the plans had been "completed” — and
only then started to examine more closely the contents of the mysterious
and long-neglected box labeled "monitoring,” so often tacked on to
schematic diagrams of the planning process.

2.2. Moniloring and Control

The traditional view of the role of monitoring within the planning pro-
cess is that it serves as a "control” function, whereby the outcomes of
planning and development procedures are observed, typically using "indi-
cators,” such as population or employment change, to detect departures
{rom the planned course of development. Attempts are then made to iden-
tify how policies or implementation require amendment to bring the plan
back “on target.” This view is consistent with many features of the
comprehensive—rational model of the planning process and owes much to
the notions of control drawn from systems engineering and cybernetics, in
particular through the treatment of monitoring as part of a process of
continuous feedback, appraisal, and control to achieve specified goals
(McLoughlin 1973a,b). The general process is represented in Figure 1 (Ben-
nett 1978), based on the systems engineering approach developed by, for
example, Jenkins and Youle (1971), Riera and Jackson (1971), and Harris
and Scott (1974), and reflects applications of management science tech-
niques in the planning field as described by, for example, Glendinning and
Bullock (1973) and Gillis et al. (1974).
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Figure 1 The "control” function of monitering in the planning process (source:
Bennett 1978).

This view of monitoring provides a useful initial frame of reference.
However, familiar criticisms of the comprehensive—rational model have led
to the adoption of a more flexible and responsive paradigm that places less
reliance upon impractical assumptions of complete information, singular
objectives, exhaustive consideration of alternatives, and rationality of
decision making. As a compromise between this extreme and that of the
incrementalist model, with its short-term, problem-oriented ermnphasis
(Lindblom 1965), the adoption of the “mixed scanning” approach proposed
by Etzioni (1967) has offered a much more pragmatic model, which embod-
ies principles applicable to both the process of planning and decision mak-
ing and to the operation of monitoring procedures. This model
differentiates between levels of decision making and seeks to combine a
broad, low-resolution scanning of issues that are likely to continue to be of
planning relevance, and a narrower, high-resolution examination of those
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issues judged to be of grealest importance.
2.3. Lewvels of Decision Making

The influence of the level of decision making on the choice of
appropriate monitoring procedures is also reflected in the classical
categorization of approaches to monitoring attributable to Anthony (1965),
based upon his examination of the three levels of planning and control
activities in business systemns that he describes as operational control,
management control, and strategic planning. The associated approaches
to monitoring that serve these three levels can be described as (i) imple-
mentation monitoring, (ii) impact monitoring, and (iii) strategic monitor-
ing, respectively. These three types of monitoring activity relate to
different conditions, with respect to both the degree of uncertainty about
the planning environment and the degree of control that can be exercised
over lhe issues to which the plan is directed.

Implementation monitoring is seen as simply checking that imple-
mentation takes place according to plan in conditions that are well under-
stood and stable and in which a high degree of control may be exercised.
Impact monitoring, on the other hand, is associated with managerial con-
trol and involves the assessment of whether implementation is achieving
the aims of a plan, and checking the reliability of forecasts upon which it is
based. Again, a fairly high level of control is assumed but some flexibility is
allowed in enabling adjustments to be made to bring the system back in
line. In many respects this level accords most closely with the traditional
“control function” model outlined above, whereby plan and policy perfor-
mance are assessed in terms of whether specified targets have been
reached. In contrast, strategic monitoring is viewed as being much
broader in scope. It is concerned with attempting to anticipate possible
future developments and coping with a "dynamic, imperfectly understood,
and imperfectly controlled environment encompassing an unlimited field
of interest” (Wedgewood-Oppenheim et al. 1975).

This involves the review of underlying aims and objectives of a plan or
policy and is directed toward the assessment of their continuing relevance.
It is this approach to monitoring that is seen as being most appropriate at
the regional scale. The strategic emphasis suggests an activity that is
extremely wide-ranging in terms of both the issues to be examined and the
information requirements it generates. Given the potential complexity of
this task, it is likely that a mixed-scanning approach will be important in
dealing with the problems of issue identification and information selection.

Figure 2 illustrates how the mixed-scanning approach within the three
levels of monitoring, coupled with information about the requisite magni-
tude of control action, can be employed in establishing the point at which
Lthe adoption of a new policy target appears to be justified (Bennett and
Chorley 1978).

Although this representation of how monitoring might be performed
incorporates some of the concepts adopted from other fields, it still bears
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(source: Bennett and Chorley 1978, Figure 6.9; reproduced by permission of Asso-
ciated Book Publishers Ltd., London).

a strong resemblance to a semimechanistic control function, in which the
use of key indicators of plan performance and "action thresholds” of these
indicators plays a crucial role. In practice, efforts to implement
approaches that place reliance on such indicators have mel with limited
success by virtue of the fact that it is extremely difficult both to identify
appropriate key indicators and to establish their critical threshold values.

R.4. Handling Uncertainty

More recent approaches have built upon the earlier ideas of treating
monitoring and associated decisions as a process of "error-controlled
regulation” within a continuous planning process {(McLoughlin 1973b), and
have been strongly influenced by Anthony’s distinction between different
models of management control, cited above. What has distinguished more
recent thinking has been the explicit recognition of the nature and role of
uncertainty in planning and subsequent efforts to devise ways of managing
it in a creative and positive way.

Ackoff (1970) made an important contribution to the way in which
uncertainty is considered in decision making by putting forward a
classification of types of knowledge of the future. This distinguishes
between certainty, uncertainty, and ignorance, which are equated, respec-
tively, with three types of planning: committal, contingency, and
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responsiveness. It will be evident that this classification shares some
parallels with Anthony’s categorization of monitoring approaches, with
implementation monitoring being related to "committal” and "certainty,”
and strategic monitoring being associated with "responsiveness” and con-
ditions of great uncertainty or "ignorance” about the future. It has
become widely accepted that it is under these latter conditions that the
planner is obliged to operate, especially when attempting to get to grips
with the deep-seated and complex problems encountered at the regional
scale. As a result, efforts to accommodate and to plan with uncertainty,
often associated with the notion of flexibility, have become absorbed into
the conventional wisdom of planning in place of former, unrealistic
attempts to eliminate it. Indeed, it is this recognition of the impossibility
of eliminating uncertainty, and of understanding all of the implications of
policy choices during the preparation of a plan, that has underlined the
importance of viewing planning as a continuous process, characterized by
a progressive shift toward commitment as uncertainty is reduced.

2.5. Strategic Choice and Progressive Commitment

Many of these efforts have stemmed from the pioneering work of
Friend and Jessop (1969) and their identification of three kinds of uncer-
tainty in planning and decision making: uncertainties attributable to
imperfect knowledge of the external (physical, social, economic, etc.)
environment; uncertainties as to future intentions in related fields of
choice; and uncertainties as to appropriate value judgments. Considera-
tion of the ways in which decision makers might cope more effectively with
these uncertainties, and with the interrelatedness of the choices facing
them, has led to a view of planning as a process of strategic choice.

It is appropriate to consider a number of aspects of this view of plan-
ning in order to reveal the extended role for monitoring that it implies.
Firstly, examination of the major choices facing an agency can be
expected to indicate that some are not urgent and can be deferred, and
that exploratory activities, which constitute a central feature of monitor-
ing, can be set in motion to reduce some of the uncertainties surrounding
the choice (Floyd 1978). Floyd also suggests that:

Monitoring will also be concerned with anticipating new problems and
choices. Equally, monitoring should help to identify critical choices to
be faced by other agencies so that sufficient time is available for the
authority to try to influence the decisions that are eventually taken.
Monitoring then should be much more concerned with the future
rather than past changes — except insofar as an understanding of them
informs future choices — than is usually found in existing monitoring
processes.

Another central concept is that of progressive commitment, which
stemns in part from awareness of different degrees of uncertainty but also
from recognition of the intercorporate nature of planning and decision
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making (Friend et al. 1974). Although an agency may wish to defer cer-
tain choices, other agencies sharing an interest or concern within the
same fields of choice may require some indication of how the agency
intends to act if their future cooperation is to be secured. Similarly,
choice may depend to a great extent on the future intentions and deci-
sions of these agencies. Thus, consistent with the principle of “mutual par-
tisan adjustment” (Lindblom 1965), the agency may require to enter into
some initial tentative commitment or need to secure the commitmenl of
other agencies to particular policies or decisions that would be consistent
with the agency’'s own intentions.

It is clear that, in these conditions, as uncertainties can rarely be
resolved before a policy is formulated or a decision is taken, it is often
necessary to proceed on the basis of assumptions or best guesses about
key variables, other agencies’ likely intentions, etc. Consequently, the
checking of such assumptions and the assessment of the need to
strengthen interagency commitments, or of the degree of adherence to
policy guidelines and fulfillment of past commitments by other agencies,
all represent crucial aspects of monitoring activity. The information sys-
tern implications of the need to monitor this type of "intelligence” material
will be returned to below.

Floyd (1978) points out that, in practice, undue importance is fre-
quently attached in monitoring to what have been referred to above as
uncertainties about the "operating environment,” at the expense of con-
sideration of uncertainties about possible actions of other agencies or
value judgments, etc., which he suggests often turn out to be of equal, if
not greater, significance. Uncertainties of the former kind tend to attract
excessive attention since they are more amenable to systematic explora-
tion. Floyd suggests that, to assist in efforts to overcome this tendency,
the literature devoted to risk analysis and decision theory (e.g. Emery
1969) may prove a useful source of techniques for use in identifying issues
for attention and in assessing the need for different types of information.

2.6. The Eztended Kole of Monitoring

The extended role of monitoring outlined in the above sections can be
seen to embrace not only the traditional activities ol assessing the
effectiveness and continuing relevance of strategic plans, policies, and pol-
icy implementation but also the examination of whether new issues, chang-
ing values, unforeseen problems, and new opportunities indicate a need to
modify policies or introduce new ones. This emphasis can be contrasted
with the earlier approach, based on “systems theory,” which was directed
toward controlling deviations from a planned state. The focus has shifted
toward confronting the uncertainties that underlie future choices and
informing the process of progressive commitment. In this respect moni-
toring comes to be seen as much more than a detached technical exercise
and is located at “the very focus of the coupling between technical and pol-
itical activity in the planning process” (Bracken 1981).
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In the United Kingdom, recognition of the key role of regular monitor-
ing has led a number of strategic planning authorities to adopt a style of
operation that is centered around an annual cycle of monitoring and
review of their structure plan policies. Among the best established exam-
ples of the developmenl of this type of approach are the systems employed
by the counties of East Sussex (Thorburn 1975, 1978) and Hertfordshire
(Steeley 1975, Perry and Chamberlain 1977). In the case of Hertfordshire,
the process involves a sophisticated system of data assembly, screening,
and reporting and the use of various techniques in the assessment of plan
performance and Lhe examination of emerging issues. The wide interpre-

tation placed on the term "monitoring” in this context is evident from the
following definition from the Hertfordshire County Council (1981):

' |
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Figure 3 Continuous planning and policy monitoring (source: Hertfordshire
County Council 1981).
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Monitoring can be defined as the regular surveillance of the interac-
tions between intent and event. Accordingly, its purposes are to tap
information circuits, track the course of events, detect and warn of
divergence from prescribed limits, communicate selective intelligence
and advice, introduce innovation, stimulate corrective or controlling
action and verify results. These elements can all be traced in diction-~
ary definitions and in the Latin derivation of the word "monitor”
(monere: to warn or remind).

The Hertfordshire system features well developed procedures for the
communication of the results of monitoring activities through a series of
Annual Monitoring Position Statements, Performance Reports, Monitoring
Bulletins, Issue Statements, etc., all of which inform the process
represented in Figure 3. This is intended here simply to illustrate how, as
part of this system, the main functions of policy monitoring (observation,
reaction, and influence) relate to the surrounding context of continuous
planning and policy making (at the top) and real-world action and events
(at the bottom). The principal points of inleraction between intent (plans
and policies) and event (implementation, etc.) are represented by A to D,
indicating their relationship with the monitoring activities associated with
observation, reaction, and influence.

3. Implications for Monitoring and Regional Information Systems
3.1. The Scope of Monitoring

The preceding discussion of the evolution of thinking about the role of
monitoring in the planning process underlines the fact that no single
approach or procedure is appropriate for application in all circumstances.
It is clear that the range of tasks involved in performing the monitoring
function will be different at different levels or scales of planning activity
and that the range of information needs to support these monitoring tasks
will also vary widely, depending upon the emphasis placed on the different
aspects of monitoring that have been identified.

In the establishment of monitoring procedures it is essential to be
clear about the objectives to be pursued in performing monitoring activi-
ties and the regional planning and policy-making needs that are to be
served by monitoring. In this respect it is important to recognize thatl
regional agencies that exercise different powers or responsibilities will
have different priorities. Thus, the requirements of an agency with a brief
restricted to one sector or a limited set of issues (e.g. population or demo-
graphic issues; see, for example, Scheurwater and Masser 1981, Gordijn
and Heida 1981) are likely to be different from those of the type of agency
considered here, which is taken to have a broader range of responsibility
for the development of “comprehensive” regional plans and policies.

Bennett (1978) suggests that the aims of regional monitoring systems
serving the latter type of agency can be summarized in general terms as
"the rapid provision of information, the effective control of planning
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authorities within a region, the implementation and coordination of joint
decisions, and the organization of finance and structuring of capital pro-
grammes.” However, within these broad aims there remains a wide range
of political choice as to which issues should be the focus of monitoring
attention in terms of the assessment of policy effecliveness, etc. Bennett
identifies a number of issues, which here serve simply to indicate the
extent of this choice, each of which can generate the need to establish
monitoring machinery to aid the early detection of significant shifts or
changes thal are likely to affect the realization of policy, and to provide
guidance as to the alternative courses of action required in response:

. impact of national economic policies and trends at regional level;

. effect of central government policy, infrastructure investment,
ete.

. government grant allocations, nationalized industry decisions,
elc. with a regional significance;

. impacts of major investment projects, e.g. regional airports and
new towns;

. decisions of other regional bodies with respect to service provi-
sion, employment, etc.

. nature and effect of local authority decisions;

. disparities in income, amenity, and opportunity within and
between regions;

. changes in local values and behavior affecting policy;

. technological changes and innovations.

3.2. Informuation and Data-Handling Requirements

Concern with such a potentially "unlimited field of interest" (from the
earlier definition of strategic monitoring) suggests an equally great poten-
tial demand for information to support the monitoring function. To indi-
cate how this demand might be met, and to introduce discussion of some
of the problems associated with using such information in the implementa-
tion of moniloring procedures, it is useful to draw upon a general concep-
tualization of the monitoring process put forward by Haynes (1974). For
this purpose, Figure 4 indicates that, as part of a management function,
monitoring activities are undertaken at the interface between the "infor-
mation field" and the "problem identification” function. Haynes suggests
that the information field can be taken to represent all of the unstruc-
tured information that can be tapped and channeled through the monitor-
ing process into the management system. This information he classifies
according to the following types:

(1) information about the developing state of the system;
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Figure 4 Relationship between monitoring, the information field, and the problem
identification function (source: Haynes 1974).

() information about actual sysltem “intrusions,” or changes
incurred endogenously and exogenously by the system;

(3) information about proposed or potential system "intrusions”;

(4) new knowledge about system processes and behavior (empirical
and theoretical);

(5) new knowledge of planning and management technology.

Haynes goes on to outline the function of monitoring activities as
being to select relevant information from the informalion field, analyze
and organize that information, and disseminate it to the appropriate user.
This he describes as involving the following tasks:

(1) sensing of information;

(2) screening of information;

(3) structuring of information;

(4) storage and retrieval of information;

(56) presentation and communication of information.

Most of these tasks are identical to those that may be associated with the
operation of any information system and are adequately discussed else-
where (e.g. Nijkamp 1982). However, it is appropriate here to draw atten-
tion to some of the ways in which their performance for the specific pur-
pose of monitoring presents particular difficulties or unusual require-
ments.

Earlier discussion has implied that the information requirements of a
regional monitoring system are likely to be extremely diverse in terms of
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the types, sources, spatial scales, time scales, etc. of the data employed.
This in turn suggests the need to develop a high degree of capability with
respect to the above tasks in handling not only "hard,” quantitative infor-
mation but also a variety of forms of “soft,” qualitative information, a topic
returned to below. Recognizing that the hardest of facts are open to
varied interpretations, some would prefer to describe all information as
"squashy” (like a tomato), since it is valuable only if handled with care and
not asked to support too much (Thorburn 1978).

3.3. Haerd Information

Much of the hard, quantitative information of value for monitoring
purposes can be derived from official sources in the form of statistics pub-
lished by central and local government bodies on a regular basis. Other
data may be obtained from internally produced reports, management
information, etc., by intercepting existing flows of operational data gen-
erated in other departments or agencies, or as a result of data collection
activities undertaken by the regional agency itself. However, monitoring
shares with other analytic endeavors a number of fundamental problems
that are associated with the use of information drawn from such a wide
range of different sources. The incompatibility of the geographic areas for
which different statistical series are compiled is a common problem but, in
the case of monitoring that is directed toward identifying significant
trends, rates of change, evolving interrelationships, etc., this is com-
pounded by the collection and publication of statistics over different time
scales — monthly, quarterly, annually, etc. This raises problems as to how
such data series can best be stored and processed in order to facilitate the
study of links between different series. In this connection, in the develop-
ment of computer-based information systems to support monitoring
activities, the extension of spatial referencing techniques to accormmodate
the temporal dimension requires particular attention. A data dictionary or
directory, containing not only detailed specifications of each series but
also the links between them, is an essential requirement.

3.4. The Intetligence Function

Discussion of the nature of uncertainty in planning and decision mak-
ing has emphasized the importance of the intelligence function as a com-
ponent of monitoring. This function includes the collection of qualitative
information, both hard (e.g. policies- approved, commitments made, and
events that have occurred) and soft (e.g. information on emerging palicies,
proposals under consideration, assessments of problems, comment,
rumor, and public opinion). The sources of such information are virtually
infinite and the procedures used to sense and scan such material will
therefore need careful attention and regular review to ensure that
relevant information is channeled into the monitoring/decision-making
process. It is this need to draw on all types of information and to digest
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and translate the information into a policy-relevant form that distin-
guishes the intelligence activity from more conventional modes of data
gathering.

Qualitative information of this type, by its very nature, is difficult to
structure and process (Francis 1981). What is required is some means of
storing information so that relevant items can be extracted that relate to
a range of different concerns. Better known examples of the use of less
complicated technology for this purpose include the systems developed,
with some success but on only a modest scale, by the
Nottinghamshire/Derbyshire Monitoring and Advisory Unit (Gillis et al.
1974) and Hertfordshire County Council {Perry and Chamberlain 1977),
which feature the use of manually sorted edge-punched cards. A summary
of information is stored on the cards, holes around the edges are coded by
topic, date, etc., and a card is retrieved by specifying an appropriate com-
bination of codes. However, computer technology is providing increasingly
powerful means of storing, collating, and interrogating combinations of
statistical and textual material via the use of keywords, strings, etc., and
this promises to facilitate the efficient handling of such information. Even
so, there remain many problems relating to the establishment of the prin-
ciples on which to base the structuring and storage of this sort of informa-
tion so as to maximize speed of access while not imposing unreasonable
data capture and processing costs. ln the case of hard data these costs
are often shared between user agencies, etc., but intelligence material
may well be only of value to the agency itself and will often have a very
short “shelf life” in which to pay for itself.

3.5. Seleclivity in Dala Assembly: The User’s Case

A number of general points that have emerged from monitoring prac-
tice suggest that, in order to achieve greater effectiveness, it is more
important to increase the speed of response to, or recognition of, condi-
tions calling for action (Stamper 1973) and to increase the range of vari-
ables taken into account than to increase the amount of detail on each
variable (Wedgewood-Oppenheim et al. 1975). One of the most difficult
issues to deal with satisfactorily is the selection and screening of informa-
tion. The problem is generally not one of assembling enough information
but rather one of filtering out the overwhelming abundance of surplus
irrelevant material that, solicited or not, is typically absorbed by monitor-
ing and management information systems (Ackoff 1967).

In Chapter 3 of this book, Peters has described the ways in which the
control of information represents & considerable source of power at the
disposal of the planner. Referring to Forrester (1982), he outlines how this
power of information and misinformation can be exercised. Bracken
(1981) has also drawn attention to the need to recognize, in the develop-
ment of monitoring systems, the variety of ways in which information and
data can be used by decision makers in practice. He emphasizes the
importance of an awareness of the typical decision maker’s suspicion of
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hard data, the tendency more readily to accept information that can be
easily understood or to accept the validity of certain types of information
or indicators and to reject others. R. Rose (1972) has suggested four fac-
tors that may account for these perceptions of relevance and that can be
treated as “costs” to be associated with the assembly and processing of
data as part of a monitoring operation.

The first of these costs is incurred in obtaining information, no
matter how readily available from published sources, taking into account
the need for skilled manpower to undertake analyses and provide selected
information in a usable form. Secondly, there is the "cost in value”
conflict. This relates to the tendency to reject information that appears to
be in conflict with the established views and values upon which past policy
making has been based or that served as justification for favored policies.
This can result in controversial matters being starved of data and, con-
versely, less controversial issues receiving greatest attention. The third
set of costs relates to "action,” and concerns the utility assigned to new
information that may imply a disturbance of the status quo and point to
the need for "unwelcome” action. In contrast, the fourth set of costs is
associated with "inmaction,” and might arise if it becomes evident that
maintaining current policies or the status quo is increasingly difficult in
the face of changed circumstances. In these conditions the policy maker
may suddenly request "new information” and wish to be seen to be "doing
something.”

In summary, Rose suggests that policy makers can be expected to
sanction monitoring if they perceive the utility of the information gath-
ered to be greater than the "costs” that can be set against it. Further-
more, he proposes that the most effective way of ensuring that policy mak-
ers make use of data and information, and are sympathetic to monitoring
initiatives, is to link this utility to the costs of inaction. Although the value
of new information is not always easy to assess, he suggests that monitor-
ing can often reveal the costs of inaction to policy makers, who would
prefer to be informed of impending problems rather than be accused of
lack of foresight and be blamed for failing to anticipate them.

3.6. Filtering and Structuring Data

Various approaches can be adopted to the process of filtering infor-
mation. One approach is based upon the principle of "monitoring by
exception” (Ackoff 1967), whereby data that merely confirm earlier pre-
dictions or expectations are excluded, and only "exceptions,” which indi-
cate the need to modify current policies or plans, are retained and passed
on to decision makers. This introduces a risk of blocking positive feedback
and ignoring information that cumulatively might become significant
(Haynes 1974). Other approaches concentrate attention on "core” data
(Merseyside County Council 1976) or ""key"” variables or series, which are
judged to provide an adequate indication of "changes which are known to
have widespread ramifications in the region” (Wedgewood-Oppenheim et al.
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1975). The choice of variables used for this purpose is itsell an issue that
must be kept under regular review, and Wedgewood-Oppenheim el al.
emphasize the importance of devising a suitable control system to regu-
late the mixed-scanning process. They describe such a system and outline
the principles that might assist in determining ""the balance between the
degree of effort put into data collection as against analysis, and into the
routine study of areas of known relevance against investigating new
sources of possible interest.”

The processing and structuring of information clearly represent cru-
cial operations in achieving a reduction in the quantity of data to propor-
tions that can be more readily absorbed and interpreted. This can involve
a wide range of methods of aggregation, summary indices, graphic tech-
niques, etc. in revealing significant spatial patterns and trends. At this
point it is appropriate to note further sources of uncertainty associated
with the use of data assembled in a regional information system for moni-
toring and other purposes. These include statistical uncertainty, which is
attributable to the necessity of deriving much information from samples of
observations that may be of widely varying reliability in terms of their
representation of the populations from which they are drawn. Another
source of uncertainty is associated with aggregation, or data compression,
whereby probabilistic variables are summarized by single or summary
measures, which are then used as key indicators to influence judgments on
policy. This represents a form of uncertainty absorption that takes place
when inferences are drawn from a body of evidence and the inferences,
instead of the evidence itself, are then communicated (Emery 1989).
Although such indicators may serve as an efficient means of summarizing a
mass of information, it is often important to retain access to the original
raw information so that it can be reinterpreted as new problems emerge
or be analyzed from new perspectives (Wedgewood-Oppenheim et al. 1975).

3.7. Policy Moniloring: Undersianding the Nalure of Policies

Experience has demonstrated that the way in which planning policies
are expressed can have a major influence on the extent to which it is possi-
ble for an agency to undertake accurate and valid monitoring of their
effectiveness. There are various reasons for this. Firstly, policies are
often specified in such a form that making any quantitative assessment of
achievement is difficult. This reflects the choice between setting precise
policy objectives and targets and adopting less specific or even intention-
ally vague wording that is open to a wide range of interpretation. Although
in the former case a policy may be miore easily monitored, it may leave the
agency vulnerable to criticism when underachievement is revealed. On the
other hand, in the latter case the agency is able to retain flexibility and to
make subtle changes in implementation without drawing public attention
to what in reality may be a major shift in a policy target. Thus, a quest for
clearly monitorable policies may well conflict with the desire to maintain
the flexibility of action that imprecise policy wording can provide.
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This emphasizes the need for a clear understanding of the nature and
underlying meaning of policy statements if monitoring activities are to
provide indications of an agency's performance (Bracken 1981). In this
connection Friend (1977) makes a useful distinction between policies that
set limits on expected outcomes (assuming successful implementation)
and policies that prescribe the way in which a choice of action should be
made. Floyd (1978) has noted that, in practice, many strategic planning
policies belong to the latter category and are nol designed to secure
specific implementation but rather to set the context for subsequent deci-
sions, especially when the cooperation of other agencies is required to
bring about action.

It has already been described how the monitoring of this form of “pro-
gressive commitment” relies to a great extent on the assembly and
interpretation of soft "intelligence”” material and therefore calls for careful
judgment and the use of techniques of data handling, etc. that are still
relatively poorly developed. Although il is generally thoughl that prescrip-
tive policies, which have more explicit objectives and implications, are
capable of more precise quantitative assessment, this type of monitoring
activity is not without its problems.

The use of output indicators to measure the attainment of programs
against specified targets is an approach that has been widely applied in the
planning and implementation of specific projects, and it has an important
role in what have been described above as implementation and impact
monitoring. Although central to the “control’ view of monitoring, the
extent to which the monitoring of similar forms of key indicator can be
relied upon to measure the attainment of broader regional policies and
objectives is widely disputed. It has already been noted that the lack of
clarity of objectives and policies renders it difficult to isolate suitable per-
formance criteria and “in many ways the simple ratios, percentages, and
indices which have to be adopted are too gross to reflect the true complex-
ity of regional strategies”” (Bennett 1978). Such criteria are better termed
"performance characteristics,” as suggested by Boyce et al. (1972), rather
than being treated as true measures of attainment. In addition, it is rarely
possible to distinguish policy effects from other autonomous components
of change (Bracken 1981). Nevertheless, simple indicators are still
required to allow "the rapid and cheap monitoring of the direction, magni-
tude, structure, and dynamics of any change which is registered” (Bennett
1978). In this respect tracing changes in such indicators will be of greater
importance in identifying issues for closer or "higher-resolution” attention
in the mixed-scanning process than as a means of measuring the
effectiveness of policies.

The use of social indicators (Carlisle 1972) and of more complex
multidimensional profiles (e.g. Nijkamp 1979) has received increasing
attention in efforts to increase the richness of description of urban and
regional problems. Although changes in such indicators and profiles have
proved valuable in revealing changes in the incidence of particular prob-
lems and ronditions, again there remains the underlying methodological
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problem of isolating the amount of change that can be attributed to policy
intervention. This persistent problem limits the extent to which such indi-
cators can serve as measures of policy attainment or effectiveness. In this
connection it is interesting to nole that various attempts have been made
to relate monitoring procedures to regular or annual community prefer-
ence surveys (e.g. Mobbs 1975, Floyd 1978). The principle underlying this
approach is that effective participation programs will generate new infor-
mation aboul the public’'s changing perceptions of problems, priorities,
and the effects of planning policies and will therefore help to increase the
relevance of monitoring to the tackling of current social issues and prob-
lems.

Finally, on the issue of policy monitoring, in the context of uncer-
tainty about economic, political, and social changes and imperfect under-
standing of these systems, there is a need to be concerned as much with
identifying and evaluating the unintended and unforeseen consequences of
plans as with those that were intended. However, the intentions of the
original policy makers are likely to be of less significance than whether a
policy is actually working in terms of contributing to the resolution of
present-day problems and to meeting future needs.

4. Concluding Comments

This chapter has set out to review various aspects of the process of
monitoring in urban and regional planning under conditions of uncertainty
and to highlight certain issues that have particular significance when mon-
itoring is undertaken at the regional scale. In the later sections, attention
has been focused on a number of outstanding practical problems encoun-
tered in the implementation of monitoring procedures in terms of data
selection, handling different types of data, and assessing the effectiveness
of policies and plans. Of necessity the discussion has been extremely
selective and many important issues have not been more than touched
upon, such as the relationship between monitoring and forecasting,
appropriate techniques for use in analyzing monitored information, prob-
lems of communicating and presenting the results of monitoring activities,
and the location of the monitoring function within the organizational struc-
ture of the regional agency concerned. However, it is believed that a
number of the matters raised in the discussion of the topics that have
been included represent some of the key problems that require closer
examination and research in order to improve the eflectiveness of infor-
mation systems for use in monitoring at the regional scale.



Monitoring and regional information systems under uncertainty 99

References

Ackoff, R.L. (1967) Management misinformation systems. Management Science
14:147-1586.

Ackoff, R.L. (1970) The Concept of Corporate Planning (New York, NY: Wiley-
Interscience).

Anthony, R.N. (1965) Planning and Control Systems: A Framework for Analysis
(Cambridge, MA: Harvard Graduate School of Business Administration).

Bennett, R.J. (1978) Regional monitoring in the UK: Imperatives and implications
for research. Fegional Studies 12:311-321.

Bennett, RJ., and R.J. Chorley (1978) FEnvironmental Systems: Philosophy,
Analysis and Control (London: Methuen).

Boyce, D., A. Farhi, and C. McDonald {1972) The refinement of procedures for con-
tinuing metropolitan planning: A progress report, University of Pennsylvania,
Philadelphia, PA.

Bracken, 1. (1981) Urban Planning Methods: Research and Policy Analysis (Lon-
don: Methuen).

Carlisle, E. (1972) The conceptual structure of social indicators. Social Indicators
and Social Policy, eds. A. Shonfleld and S. Shaw (London: Heinemann) pp.
23-32.

Cowling, T.M., and G.C. Steeley (1973) Sub-Regional Planning Studies — An
Fualuation (Oxford: Pergamon).

Department of the Environment (1975) Principles of monitoring development
plans. Structure Plan Note 1/75, DOE, London.

Emery, J.C. (1969) Organisational Planning and Control Systems (New York, NY:
Collier—Macmillan).

Etzioni, A. (1967) Mixed scanning: A third approach to decision making. Public
Administration Feview 27:385-392.

Floyd, M. (1978) Structure plan monitoring: Looking to the future. Town Plan-
ning Keview 49:476—485.

Forrester, J. (1982) Planning in the face of power. Journal of the American Plan-
ning Association 48:67-80.

Francis, K. (1981) The monitoring of structure plans in the 1980s. Strategic Plan-
ning in a Dynamic Society, ed. H. Voogd (Delft: Delftsche Uitgevers-
maatschappij), pp.181—192.

Friend, J K. (1977) Dynamics of Policy Change. Long Range Planning 10:40—47.

Friend, J K., and W.N. Jessop (1969) Local Government and Strategic Chaice {Lon-
don: Tavistock).

Friend, J.X., I.M. Power, and C.J.L. Yewlett (1974) Public Planning: The Inter-
Corporate Dimension (London: Tavistock).

Gillis, J.D.S., S. Brazier, K.J. Chamberlain, R.J.P. Harris, and D.J. Scott (1974) Mon-
itoring and the Planning Process (Birmingham: Institute of Local Govern-
ment Studies, University of Birmingham).

Glendinning, J.W., and R.E.H. Bullock (1973) Management by Objectives in Local
Government (London: Knight).

Gordijn, H., and H. Heida (1981) Demographic monitoring and review. Strategic
Planning in a Dynamic Society, ed. H. Voogd (Delft: Delftsche Uit-
geversmaatschappij), pp.225—231.

Harris, R., and D.J. Scott (1974) The role of monitoring and review in planning.
Journal of the Royal Town Planning Institute 60:729-732.

Haynes, P.A. (1974) Towards a concept of monitoring. Town Planning Review
45:5-29,

Hertfordshire County Council (1981) Monitoring future directions: Some initial
thoughts for discussion. lnternal Working Paper.



100 P.J.B. Brown

Jenkins, G.M., and P.V. Youle (1971) Systems Engineering: A Unifying Approach
in Industry and Society (London: Watts).

Lindblom, C.E. (1965) The Intelligence of Democracy: Decision Making Through
Partisan Mutual Adjustment (New York, NY: Free Press).

McLoughtin, J.B. (1973a) Urban and Regional Planning: A Systems Approach
(London: Faber).

McLoughtlin, J.B. (1973b) Control and Urban Planning (London: Faber).

Merseyside County Council (1978) Pragress in Housing Stock Monitoring (Liver-
pool: Merseyside C.C.).

Mobbs, T. (1975) A continuous survey of citizens in Cleveland. Proceedings of Sem-
inar: Corporate Planning Organization and Research and Intelligence Tech-
niques, PTRC Summer Annual Meeting (London: PTRC), pp. 126—133.

Nijkamp, P. (1979) Multidimensional Spatial Data Analysis and Decision Making
(Chichester;New York, NY: Wiley).

Nijkamp, P. (1982) Information systems for multiregional planning. Collaborative
Paper CP-82-27, International Institute for Applied Systems Analysis, Laxen-
burg, Austria.

Perry, H.A., and K.J. Chamberlain (1977) Hertfordshire — Monitoring and the on-
going review process. Proceedings of Seminar B: Policy Analysis for Urban
and Regional Planning, PTRC Summer Annual Meeting (London: PTRC), pp.
137-149.

Riera, B., and M.R. Jackson (1971) The design of a monitoring and advisory system
for subregional planning: A study by 1SCOL Ltd., Nottinghamshire /Derbyshire
Subregional Monitoring and Advisory Unit.

Rose, E.A. (1979) Monitoring and review in the planning process: Some practical
problems. New Trends in Urban Planning, ed. D. Soen (Oxford: Pergamon),
pp. 22—37.

Rose, R. (1972) The market for policy indicators. Social Indicators and Social
Palicy, eds. A. Shonfield and S. Shaw (London: Heinemann), pp. 119—-141.
Scheurwater, J., and 1. Masser {(1981) Monitoring spatial planning in the Nether-
lands: An outline of an information analysis system. Strategic Planning in a
Dynamic Society, ed. H. Voogd (Delft: Delftsche Uitgeversmaatschappij),

pp.193-204.

Stamper, R. (1973) Information for Business and Administrative Systems (Lon-
don: Batsford).

Steeley, G.C. (1978) Strategic policy monitoring, meta-information and decision
making. Brilish Urban and Regional Information Systems Association
Newsletter 25,

Thorburn, A. {1975) Regional and structure planning in a time of uncertainty.
Report of Town and Country Planning Summer School, Aberystwyth (London:
Royal Town Planning Institute), pp. 3-9.

Thorburn, A. (1978) Monitoring of strategic planning policies. Paper presented at
PTRC course on The Monitoring Process in Planning, London, April.

Wedgewood-Oppenheim, F., D. Hart, and B. Cobley (1975) An exploratory study in
strategic monitoring. Progress in Planning 5. 1-58.



Information Systems for Integrated Regional Planning

P. Nijkamp and P. Rietveld (editors)

Elsevier Science Publishers B, V. (North-Holland) 101
© [TASA, 1984

CHAPTER 6

Information Systems and Uncertainty
in Planning

Edwin Hinloopen and Peter Nijkamp

1. Introduction

Information systems, which include modeling activities, statistical
tests, (dis)aggregation procedures, transformations, and computer pack-
ages, serve to reduce the uncertainty or lack of insight in planning and
decision making. Although these systems may eliminate part of the uncer-
tainty implied by a certain planning or decision problem, the uncertainty
will never be entirely removed (Rizzi 1982).

Uncertainty is a basic ingredient of planning and policy making, and
may lead not only to biased decisions but also to delayed decisions. Very
often decisions are postponed because of insufficient knowledge about the
consequences of a certain action. Such a delay is indeed reasonable if the
exira time is used to gather more information. If this were not the case,
the costs of delaying a certain decision might make it necessary to take
one immediately. Ideally, if no such costs were involved, it would be better
to leave open all relevant options until perfect insight had been achieved.

If a certain planned action is irreversible, the information gathered is
decisive for the long-run success of the solution to the particular planning
or decision problem. Irreversible actions require careful consideration
based on reliable information. Clearly, if no transaction costs were
involved in reversing a certain action, there would normally be no need to
postpone a decision.

Various kinds of uncertainty may occur in different stages of a plan-
ning or policy problem (a review has been made by Voogd (1983a)). A sam-
ple of modern methods for dealing with uncertainty will briefly be dis-
cussed here.

A first kind of uncertainty may emerge if decisions are to be taken on
medium- or long-term actions, characterized by lack of insight into the
structure of the decision problem. This means that the "decision
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environment,” i.e. the available options, the political priorities, and the
expected consequences of actions, are to a high degree unknown. This is a
regular phenomenon in strategic choice problems (Friend and Jessop 1969,
Friend et al. 1974). A powerful instrument for analyzing uncertainty in
such cases is scenario analysis. This will be discussed in Section 2.

A second category of uncertainty arises if decisions are to be taken
regarding a well defined choice problem (i.e. all alternative actions or
options are known, and all judgment criteria are specified), for which, how-
ever, no quantitative results or priorities (e.g. weights) are known. That is,
only qualitative information (e.g. "yes"” or "no,” binary information, or ordi-
nal information) on the impacts of decisions and the priorities of decision
makers is available. For dealing with such uncertainty, gualitative evalua-
tion methods are appropriate. These will be discussed in Section 3.

Another source of uncertainty may be lack of insight into the dynam-
ics of a complex multicomponent and multiactor system, so that the
moment at which a certain policy should come into action is uncertain.
Even with a well defined decision problem, characterized by quantitative
information about the outcomes of alternative actions, it may still be unc-
ertain when certain decisions should be taken. Very often a "management
by exception” strategy is adopted, whereby a certain policy will only be put
into effect if a critical threshold is surpassed. Clearly, such cases require
permanent monitoring, for which the so-called early warning system is
increasingly being used (Section 4).

Apart from the structure, level of measurement, and complex dynam-
ics of choice problems, another reason for lack of insight may be the in-
ability of decision makers and experts to use modern computers as learn-
ing tools in an interactive way. In the past decades a wide variety of infor-
mation systems for aiding public policy making have been designed. The
introduction of computers increased the scope and range of such systems.
Simulation models, game-theoretic approaches, mixed-scanning mechan-
isms, and learmning-adaptive systems have all demonstrated the impor-
tance of modern hardware and software for decision making. In Section 5,
attention will be focused on recently designed decision support systems.

The above-mentioned methods are by no means mutually exclusive
but, on the contrary, may be complementary to each other.

2. Scenario Analysis
2.1. General Introduction

Scenario analysis is one of the methods of prospective policy research
that have become very popular since the late sixties. Scenario analysis
may be especially appropriate in the case of unstructured decision prob-
lems with uncertain outcomes. A major difference between scenario
analysis and conventional methods of policy analysis is that scenarios con-
tain not only a description of one or more future situations, but also a
structured description of a consistent series of feasible events that reflect
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the transition from the present state of a certain system to its future
state(s).

Figure 1 shows that a scenario analysis contains three components:
the present state, future states, and paths from the present to the future.
Each component must be a part of the scenario analysis, otherwise the
scenario will not provide useful information for a better organization of the
choice problem. For instance, if there is no description of the present
situation, it is very likely that the construction of the future situations and
the paths that may lead to them will be based upon incorrect assumptions.
This is especially a danger in contrast scenarios {to be described later).

D
i

Present situation Series of connecting events Future situations

Figure 1 Illlustration of scenario analysis.

Depending on the specific circumstances under which a scenario is
constructed, these components may require differing degrees of attention.
If, for instance, a scenario is constructed for a problem for which the
actual state has already been examined in detail, then evidently most
emphasis can be placed upon the two other components. On the other
hand, if the paths from the present to the future are well known, only a
brief description will be sufficient for a meaningful scenario analysis.
Finally, sometimes the future may be surrounded with so many uncertain-
ties that it is hardly possible to describe a plausible future situation. In
such cases, the feasible paths to the future may be the main topic of dis-
cussion.

2.2. Specific Characteristics

Scenarios can be distinguished in four ways, according to van Doorn
and van Vught (1981):

(a) A scenario may be either descriptive or normative. The prospec-
tive paths and pictures of a descriptive scenario are based on
the know-how developed in the past and present. The question
whether or not these paths and pictures are desirable is not
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raised. The first scenarios designed by Herman Kahn (Kahn and
Wiener 1967) fit this description. The construction of normative
scenarios is based upon the subjective ideas of the scenario writ-
ers or scenario users, who select the future paths and pictures.
The so-called Ozbekkan scenarios, as a reaction to Kahn, may be
regarded as normative (van Doorn and van Vught 1981). In prac-
tice, however, the distinction between descriptive and normative
scenarios is not very sharp. Clearly, a descriptive scenario may
also have some normative elements (sometimes implicitly).

(b) Another distinction that can be made is in the direction of the
scenario analysis. If future pictures are based upon the present
situation and future paths, the scenario is said to be projeclive.
On the other hand, if the future situations are determined first,
and then the paths leading to them, in fact these paths lead from
the future back to the present. The scenario then belongs to the
class of prospective scenarios. Prospective scenarios are always
normative, while projective scenarios are either descriptive or
normative.

(¢) A scenario can be characterized either as a trend scenario or as
an extreme (or contrast) scenario. Trend scenarios are in fact an
extrapolation of the present situation. Extreme scenarios, on
the other hand, comprise future paths and situations that are
considered to be feasible in principle, though from the present
point of view sometimes unlikely. Both types of scenario are pro-
jective.

(d) The last distinction is between a normative scenario based upon
the preference of the majority of people and one that is based on
the preference of a small minority. The first group may be
characterized as "common opinion"” scenarios, and the second as
"happy few' scenarios.

The relationships between these characteristics are shown in Figure 2.

On the basis of Figure 2, various compound scenarios can be con-
structed, each made up of features of the successive individual scenarios.
This is illustrated in Table 1, where the entries S;,,... indicate a blend of
characteristics of various scenarios.

It is assumed in Table 1 that state 1 is a trend, while the remaining
states, 2,..., N are alternative feasible (maybe sometimes extreme) states
of the system. The (linear or nonlinear) combination of these states forms
the external boundaries of all possibilities of the system. The policy priori-
ties are represented by the common opinion I, the normative (maybe
sometimes extreme) priority scheme II ..., (e.g. the happy few), and the
endogenized priority responses to the external conditions (1 ,..., N), indi-
cated by XI,..., . The latter category is by its very nature essentially a set
of descriptive scenarios.
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Figure 2 Characteristics of scenarios (source: van Doorn and van Vught 1981).

Table 1 Various compound scenarios, constructed from states S of exogenous
conditions.

Societal value External condition

1 2 3 . N
Commeon opinion I S11 Siz e Spn
Normative priority 1I S11,1
Endogenized priority Xi Sx1,1 Sxia

2.3. Ilustration of Scenario Analysis for Regional Development

This section will discuss an example of scenario analysis for regional
development in the Netherlands (Verbaan et al. 1982), starting in 1966
when the Second Report on Physical Planning was published by the Minis-
try of Physical Planning. In this document an analysis has been made of
spatial and social developments in the Netherlands since the Second World
War. This analysis was the basis on which the expected picture for the
year 2000 was constructed, using the expected population growth and the
expected growth in welfare services as the main trends.

The results of these two assumptions indicated that there would be an
increase in leisure time, an increase in rnobility, and a desire for more
spatial choice options. The spatial consequences were a large spraw! of
urban areas, a great quantity of recreation areas, and an increase in trans-
portation infrastructure. The government policy was to anticipate as
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much as possible these expected developments.

Although the report was not presented as a scenario, it complies with
the description of a descriptive (no desirable future images had been
selected), projective (the path started in the present and terminated in
the future), and trend scenario (the two major developments were extrap-
olated). Hence, this document is of the same kind as the scenarios of Her-
man Kahn.

However, a few years later the assumptions on which the forecasling
had been based turned out to be incorrect. In particular, the population
growth had been overestimated. Therefore, the report had to be revised,
and in 1974 the first part of the Third Keport was published. In this note,
special attention was paid to three issues that had been neglected in the
previous document: the environment, unlimited economic growth, and the
inequity and imbalance in the development of certain parts of the country.
The results of the new analysis were published more recently in the second
and third parts of the Third Report on FPhysical Planning: the Urbaniza-
tion Report (1976) and the Report on Rural Areas (1977).

These documents were quite different from the Second Report. In the
first place, the relevant planning period ends around 1980. Secondly, the
document does not contain only one expected future situation. Finally, it
does not select one of those future pictures as the one that should be pur-
sued.

Several quantitative and qualitative investigations have been made in
order to design valid scenarios for this report. Forecasts have been made
of national and regional demographic developments, the demand for dwel-
lings, national and regional labor markets, and transportation develop-
ments.

The qualitative forecasts required the development of four scenarios:
a trend scenario, very similar to the Second Report; a second scenario in
which the main issues are intense urban growth and a strong development
of international relations; a third scenario describing an environment-
conscious and energy-saving future situation; and the last scenario, which
focused on optimizing housing supply while irnproving the housing stan-
dards of the lower social classes.

The Urbanization FReport did not make a choice between these
scenarios, but used them solely to guide shorl- and medium-term policy.
The short-term policy should leave a certain flexibility, so that it does not
exclude one of these four scenarios.

The differences in scenario aspects between the Second and Third
Report are that in the later one several scenarios were created instead of
just one. The previous descriptive, projective, and trend scenario was
repeated, but also some normative, projective, and extreme scenarios
were developed. No choice between scenarios was made, though in a sense
each of these extreme scenarios may be a “common opinion” scenario.
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2.4. Formual Aspects of Scenarios

A scenario has to be based on a set of consislent combinations of
goals, policy measures, behavioral developments, and exogenous cir-
cumstances (Grassini 1982). This can be formally described as follows. Let

us assume a set of goals y =1ly,, ... ,y;}, of policy measures
v=t{ug, ..., vy}, of behavioral variables z = {z;,. ..zg}, and of exogenous
circumstances z = {z,, ... .z;}. Then a single scenario is a specific feasible

combination of y;, v, £, and z, while a compound scenario has a nesled
structure that includes feasible and consislent combinations of single
scenarios (thus including multiple goals). Figure 3 indicates the relation-
ships between y, v, z, and z.

Black box

@
o, ©

Figure 3 A formal picture of a compound scenario.

Clearly, the set z has to be predicted. If there is inadequate informa-
tion, alternative future states of z may be postulated, and a scenario is
then made up of a combination of alternative states of v and z. Any con-
sistenl scenario has to take into account the structural relationships
betweeny, v, z, and 2:

b{ywvz,z)=0. (1)

In the case of a compound scenario, several goal variables have to be
dealt with simultaneously, so thal essentially the following multiple-
objective choice problem arises:

maxy = {yy, . ...,y7) . ()

Together with the constraint set in (1), a compound scenario may thus be
regarded as a feasible and efficient solution of a multiple-objective pro-
gramming problem (see also Chapter 1). In this regard, an information
system should also provide insight into the specification and estimation of
the structural equations system, (1).
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3. Qualitative Evaluation Methods

Conflict analysis is a basic part of regional urban planning because
there are usually many actors, objectives, and levels involved in any choice
problem. Multicriteria analysis has demonstrated its problem-solving
capacity in regional and urban planning problems that are marked by
conflicts emerging from the above-mentioned sources (e.g. Nijkamp 1980,
Rietveld 1980, Spronk 1981, Nijkamp and Spronk 1981, Voogd 1983a).

Multicriteria analysis is a mode of thinking by which choice problems
with conflicting options can be structured and rationalized. Normally, two
elements are involved in the analysis: the assessment of impacts of policy
measures for all relevant alternative choices; and the determination of
sets of (political or societal) priorities.

Very often the impacts and priorities are hard to assess quantita-
tively. Therefore, qualitative (or "soft”) multicriteria models, based on
ordinal or nominal information, may offer a reasonable perspective. In
this case, various methods may be employed in order to draw consistent
inferences about the ranking of alternatives (plans, projects, policies,
etc.). Only a brief survey will be given here. For more details the reader is
referred to Nijkamp (1982) and Hinloopen et ol. (1983).

3.1. Fzpected Value Method

The expected value method assumes ordinal information for both the
impact matrix and the priorities (weights). The effects of all allernatives
judged by a certain criterion j are ranked in descending order, while the
preference scores or weights are conceived of as semiprobabilities, which
are ranked in descending order of importance. Then, for each alternative
i the ordinal impacts are multiplied with the corresponding ordinal prefer-
ence scores or weights. The alternative with the highest total score will be
selected as the best one, while all other alternatives may be ranked
according to their "expected values” (Kahne 1975).

This method is essentially a rather crude weighted aggregation pro-
cedure based on nonpermissible numerical operations on ordinal numbers,
so its use with qualitative information is questionable.

3.2. Lexicographic Method

The lexicographic method uses a classification of the evaluation cri-
teria according to o priori defined importance classes. For each criterion
j the impacts of all alternatives are also classified according to their
degree of performance into o priori defined performance classes. Next,
the alternatives are ranked by lexicographic ordering by means of a com-
bination of the importance and performance classes (Holmes 1971).

This method is fairly simple and practical, although the identification
of ordinal (or qualitative) equivalence categories is sometimes arbitrary.
Then, ordinal multivariate classification procedures might be helpful.
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3.3. Frequency Method

The frequency method is related to the lexicographic method and is
also based on qualitative importance and performance classes. This
method assigns the successive preference scores and criterion effects to a
priori defined importance and performance classes, respectively. Next,
one may construct compound importance —performance classes by a com-
binatorial analysis of the successive importance and performance
categories. Finally, one may count for each alternative the number of
times that it falls into a compound class. Clearly, an alternative falling
often into a compound class characterized by a high performance and a
high preference may be regarded as a promising candidate in the final
rank order of alternatives (van Delft and Nijkamp 1977).

This method is also fairly simple and does not use nonpermissible
numerical operations, although it may be sometimes difficult to infer
unambiguous solutions.

3.4. Ordinal Concordance Method

The ordinal concordance method is an ordinal variant of the set of
quantitative concordance (or Electre) methods. This method is based on a
pairwise comparison of alternatives. Two indicators are calculated: the
concordance index, an aggregate preference score for those criteria by
which a certain alternative performs better than all others, and the discor-
dance index, an aggregate discrepancy index for those judgment criteria
by which a certain alternative produces worse results than all others.
There is a wide range of ordinal concordance methods, characterized by
their use of different concordance measures (depending inter alia on the
use and specification of weights) (van Delft and Nijkamp 1977).

This method is fairly popular, especially in the French evaluation
literature, although numerical problems may arise in the aggregation of
ordinal scores during the pairwise comparison.

3.5. Permutation Method

The permutation method is also based on ordinal rankings of the
information on impacts and weights. Its main emphasis is on the extent to
which each alternative i supports the hypothesis that this alternative dom-
inates all others. The method is based on a permutation of all possible
rankings for all plans; it attempts to identify by means of a simultaneous
analysis of weights and performances a certain ranking that is most prob-
ably in agreement with the above-mentioned hypothesis (Mastenbroek and
Paelinck 1976).

This method uses a fairly complicated procedure, in which problems
may emerge because of the large number of permutations, less
comprehensible statements about probable rank orders of alternatives,
and less clear interpretations of weights during the permutations.
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3.6. Melagame Method

Metagame analysis can be interpreted as a specific game-theoretic
method designed for qualitative (usually binary) information. This method
is particularly relevant in the case of conflicting views among policy mak-
ers or judges evaluating alternatives. 1t is based on assigning a value of
either zero or one to particular options in order to indicale whether or not
an option will be accepted by Lhe policy makers. Next, a combination and
comparison of various options of the policy makers may lead to the
identification of a compromise solution that is acceptable for all involved
and that is marked by stability conditions according to a qualitative
min—max criterion (Hipel et al. 1976).

A limitation of metagame analysis is that it is usually only based on
binary information, so that no complete ordinal rankings are taken into
account. In addition, the various steps of the compromise procedure are
not always unambiguous.

3.7. Eigenvalue Method

The eigenvalue (or “prioritization”) method is based on a matrix of
pairwise comparisons of alternatives, which is constructed such that the
matrix elements represent the dominance of one alternative over another
with respect to a specific comparison criterion. Next, this priority prob-
lem may be transformed into an eigenvalue problem by means of ratios or
weights, so that a vector of relative cardinal weights of the alternatives can
be determined. This eigenvalue priority model is particularly suitable for
deriving a cardinal judgment scale thal may then be used in qualitative
multicriteria analyses (Blair 1978).

The eigenvalue method is, strictly speaking, not an evaluation
method; usually a complementary analysis is necessary. A drawback of
this method is its uncritical interpretation and transformation of qualita-
tive weights.

3.8. Multidimensicnal Scaling Method

The multidimensional scaling method is particularly appropriate for
ordinal data problems. This method transforms ordinal data into cardinal
data so that the new cardinal configuration agrees as much as possible
with the initial ordinal rankings. A variant of this method can also be used
to transform both the ordinal impact matrix and the ordinal weight vector
into cardinal information, so that finally a set of quantitatively weighted
results of alternatives is obtained. These results may allow a ranking of
alternatives according to their aggregate performance.

The multidimensional scaling method is a fully operational method
that uses no unpermitted mathemalical operations on ordinal numbers.
Drawbacks, however, may be its fairly complicated computational algo-
rithm, and the sensitivity of the results to the initial configurations and to
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the number of dimensions chosen a priori. In addition, under certain cir-
cumstances no unambiguous conclusion can be drawn, as sometimes mul-
tiple rankings of alternatives are in agreement with the original ordinal
data input (Voogd 1983a).

3.9. Regime Method

The regime method is a recently created qualitative multicriteria
technique. The method was originally developed in the area of soft
econometrics and categorical data analysis in order to take account of
ordinal data in econometric models.

The essence of this approach is again a pairwise comparison of all
alternatives by each criterion j. By assigning binary numbers to the
results of the pairwise comparisons (according to whether a certain out-
come is higher or lower than another), a long binary matrix of “regimes” is
obtained. The same may also be done for the elements of the weight vec-
tor. From a combination of the information from both the regimes and the
ordinal weights by a successive permutation procedure, the relative values
of plans (i.e. the most likely ranking of alternatives) may be inferred
(Nijkamp 1982).

This method, which has been tested in a few case studies, is a simple
and easily comprehensible technique with many possibilities.

The provisional conclusion from this section is that information sys-
tems yielding only qualitative (ordinal or nominal) information are still
importanl, as many methods exist that are able to take account of such
information. They have found applications in many empirical regional
planning problems in various countries.

4. Planning Control and Early Warning Systems

One of the main difficulties in designing information systems is that
the planning process and the computer technology that supports it are
evolving in a rapid and interdependent way. Therefore, it is unwise to
design an information system exclusively for a given planning process; the
planning process should also be oriented toward the new technology on
which the information system is based.

Rosove (1967) identifies two main alternatives in designing an infor-
mation system: design the system in one step; or design the system step-
by-step, with each step more elaborate than the previous one. He also dis-
tinguishes between two different approaches:

The inductive approach: the technology of the existing information
system is updated without changing the information system.

The deduclive approach: the planning process is completely
redesigned on the basis of its goals and opportunities for their
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achievement. For this approach the new information system should
be developed.

If the information system is to be designed for a stable, simple, and
closed systemn, the one-step, inductive approach would be sufficient. How-
ever, since “urban systems are noloriously dynamic, complex, and open,
their aims and objectives are difficult to idenlify, they are difficult to
analyze and their performance is difficult to evaluate, and they are
managed by many people whose attitudes sometimes seem regressive in a
time when change is inevitable” (Willis 1872, p.15), the iterative, deductive
approach is more appropriate.

Rosove (1967) also suggests an iterative approach for the planning
process, the first and simplest stage being an experimental model or pro-
totype of the planning process to be designed. This approach needs a
description of the planning process served by the information system. The
planning process operates in a structure that can be considered as a nel-
work of arrows and nodes, as shown in Figure 4: the arrows represent the
information channels and the nodes represent the decision points. The
monitoring function, the policy design function, and the policy-testing
function form the planning control process.

This planning control process has, among several other difficulties, to
deal with a great amount and variety of uncertainty (see Section 1): uncer-
tainty about societal values, and uncertainty about the effects of related
decisions or about the environment and its future (Friend et al. 1970). To
reduce these uncertainties one can use an early warning systemn (Dickey
and Watts 1978).

At least four phases of an early warning system can be distinguished
(Dickey and Watts 1978): (1) development of conceptual relationships; (2)
collection of data; (3) screening and evaluation of the data; and (4) estab-
lishing of thresholds.

4.1. Conceptual Relationships

The first step is to make a rough selection of the data to eliminate
redundant information — Ackoff (1967) indicates the risks of inefficient
management caused by redundant information. Data can be selected by
creating a conceptual model of the factors and relationships under study
(Dickey and Watts 1978). If the major variables and their connections can
be identified, the input data can be accepled or screened out according to
their relevance to one or more of these factors or relationships. This can
be achieved by the following procedure: consider the main inpuls for the
relationships between the variables; draw a graph of these (quantitative)
relationships; make a more detailed description of these relationships, for
instance by measuring them (if possible). The conceptual relationships
can help to reduce the uncertainty about the effects of related decisions
and about the future effects of the decisions that are taken.
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4.2. Collection of Data

Dickey and Watts (1978) distinguish next between three data sources
that are relevant to an early warning system: experts in particular fields;
the literature; and information systems.

4.2.1. Discussion with experts

At first a selection of experts is made, based on the field under study.
They are consulted every two months and have to answer questions about
the following subjects (Dickey 1976): recent changes in the area of con-
cern; short-term trends; and long-term trends. They are also asked to give
their opinions about the implications of possible future decisions. These
views offer the possibility of reducing uncertainty about the environment,
about societal values (recent changes), and about the future effects of
decisions that are to be taken. Consultations every two months make il
possible to adapt the planning control process rapidly and effectively to a
new situation.

4.2.2. Direct search of literature

This can be regarded as a method of discovering developments and
trends in parts of the field under study that do not lie at the center of dis-
cussion.

4.2.3. Use of information systems

Dickey (1978) suggests a broad information-gathering procedure that
includes reading relevant journals, trade magazines, newspapers, etc. He
advises placing emphasis on statistical information on past events, and
short- and long-term forecasts and implications.

4.3. Screening and Evaluation of Data

The collected data should be listed at regular intervals to make a
functional classification. From this list the redundant information can be
screened out. At this stage the data can be evaluated. The results of the
evaluation can be used to determine the implications of apparent trends
and patterns, and to create short- and long-term projections in order to
reduce the uncertainties about the effects of related decisions.

4.4. Establishing Thresholds

The aim of this phase is to find to what extent a change in a particular
situation does not affect the attitudes of people concerned, especially
experts and appointed officials. The threshold setting can be determined
either by discussions with the persons involved, or by confronting these
people with an actual decision situation and asking them whether actions
are required in the near future or not (this may also be based on a retro-
spective investigation of time series).
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These four phases constitute the early warning system. It is evident
that several kinds of uncertainty can be treated by such a system, espe-
cially those with dynamic aspects (Voogd and Hamerslag 1981). Early
warning systems were originally developed for small-scale or business
problems bul evidently have applications for the decision-making process
in regional and urban planning as well. They are particularly useful for
making process decisions.

5. Decision Supporl Systems

The increased use of computers has led to a shift in planning tech-
niques for public policy making. However, the increase in man—computer
interaction may lead to flaws in decision-making procedures because at
some stages choices might be made on a more intuitive or opportunistic
basis. In addition, the information provided by a computer cannot always
be surveyed. Therefore, it is essential to pay attention to improvements in
communication between users and analysts. In this respect, computer
cartographic methods and decision support systems may be important in
regional and urban planning. Clearly, this would also require an adjust-
ment of planning theory to the potential of fast communications and
interactions in planning problems. The development of microprocessor-
based communication systems for transmission of information will no
doubt affect the geographic distributions of economic activities and work
places.

Although many decision aid systems used to be fairly rigid in their
operations, procedures, and programs, there is nowadays a tendency
toward more user-friendliness and flexibility (Fick and Sprague 1980,
Bonczek ef al. 1981). In particular, decision support systems appear to
offer a rich potential (Ginzberg et al 1982).

In decision support systems it is assumed that the quality of a deci-
sion and the impact of its implementation are strongly determined by the
relevance, nature, and quality of the information used. Decision support
systems are, unlike management information systems, not especially built
for daily routine or operating decisions, but for nonprogrammed choice
problems, strategic decisions, or ad hoc problem-solving activities. Thus a
decision support system may be defined as an automated information sys-
tem for supporting strategic-level decision making in public administra-
tion, based on nonmachine interactions and designed to provide relevant
information for less structured choice situations. Such a system may be
useful in all stages of a planning problem: exploration, definition, design,
generation of alternatives, evaluation, and selection. For each stage, a
decision support system may concentrate on data collection, data
transformation, and data presentation (Keen and Scott Morton 1978, Keen
and Wagner 1979, Young 1983, Voogd 1983b).

A decision support system is particularly suitable for indicating the
consequences of intuitive views or subjective considerations in
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semistructured judgment problems (Brookes 1981, Klein and Manteau
1983). Hence decision support systems may find the following important
applications:

. retrieval of data on a selective basis

. transformation of rough data into condensed and structured
information

. linkage of internal and external data bases

. use of models and statistical techniques for impacl analysis

. use of heuristic problem-solving methods (e.g. methods based on
artificial intelligence)

. inclusion of qualitative data or adaptive decision rules.

Decision support systems may be used in various choice and decision
situations, such as design and scanning of survey data, compromise strat-
egies in conflict analysis, generation of alternatives, scenario analysis, and
econometric and statistical (qualitative and quantitative) impact modeling.
Manola (1980) has listed the desirable features of an interactive decision
support system: such a system should be able

. to construct reliable models for business decisions

. to retrieve data from a data base in an adequate manner

. to apply various types ol special-purpose software packages in an
efficient way

. to specify a user-oriented format of the output of an analysis or
retrieval

. to identify for users the data and software tools that are avail-
able to solve semistructured problems

. to produce textual, numerical, and graphic output {charts, pic-
tures, video displays, etc.)

. to provide a human-engineered computer interface for decision
makers

. to monitor specified conditions and to signal their occurrence

. to provide access to other large data bases

. to provide effective communication facilities when there are
several decision makers interacting

. to simulate results and effects in an efficient way.

Decision support systems may be used in a wide variety of manage-
ment and policy problems in both private and public organizations (Dick-
son 1983). Their user-friendly nature may lead to improved decision mak-
ing, an extension of intellectual capacity in the form of more nonpro-
gramnmed decisions, and a provision of agreement between achievable and
desirable effects of decisions. According to Fox (1983) such a user orienta-
tion requires accessibility, extensibility, and consistency from an
automated decision support system.
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Several computer languages have been developed specifically for deci-
sion support systems, notably APL and PROLOG. APL is a very efficient
language with brief codings, but is less user-friendly for nonexperts (Klein
and Manteau 1983). PROLOG is more flexible and was designed in the area
of artificial intelligence {Coelho 1983). It is especially powerful because of
its extensibility {the ability of programs to adjust themselves to the user’s
desires).

Finally, it should be noted that the decision support system is a new
tool in private and public planning problems. It has not yet reached full
maturity, so one has to be cautious in judging its potential. Some flaws
are: the user’'s dependence on techniques in making decisions, the poten-
tial abuse of decision support for the legitimation of predetermined deci-
sions, the mechanization of public decision-making processes and the con-
sequent decline in influence of informal interest and action groups, and
the complexity of decision structures in public agencies.

Despite these limitations, decision support systems should result in
improved decision making, since they may lead to a rationalization of com-
plex choice problems, efficient use of all relevant quantitative and qualita-
tive information, and rapid production of results in interactive strategic
decision making in public institutions.

6. Conclusions

Information systems should increase the level of knowledge of
phenomena in a planning and choice context. In the process mode of plan-
ning, adaptive information systems have to incorporate disaggregate infor-
mation (even in a qualitative sense) on the objects of planning, especially
regarding their medium- and long-term evolution. Consequently, the
organizational and institutional framework of the planning process (includ-
ing feedback mechanisms) has to be reflected in the design of information
systems. This is one of the most serious faults in the design and use of
information and monitoring systems. Several of the methods mentioned in
this chapter are intended to cope with these faults, as they are based on
the assumption that information systems have to provide insight into the
complex, dynamic, qualitative, interactive, and often discordant nature of
planning and policy problems. Structural uncertainty about future stages
of a complex system can never be removed, but systematic analysis of
(single and compound) images of an uncertain future aid the rationaliza-
tion of choices for the future. Analogously, a systematic use of soft data
and evaluation methods, of disaggregate monitoring and early warning sys-
tems, and of decision support systems may enhance the effectiveness and
success of regional planning efforts.
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CHAPTER 7

Regional Information Systems
in Centrally Planned Economies

P. Dujnic, B. Issaev, { and D. Slimak

1. Characteristics of Regional Development Planning in
A Planned Economy

In countries with planned economies the understanding about the
value of space in planning social and economic development has been
based on economic theory, and on the principle that all social phenomena
have a common purpose: to achieve a higher material and cultural level for
the whole population. Economic theory thus underlies the unification of
the sectoral and spatial aspects of production as well as the allocation of
common work to different sectors and areas. In this way it is recognized
that regions are systems with differentiated structures, and that their
relationships are the source of contradictory tendencies under the condi-
tions of a planned economy.

In countries with highly concentrated economic activities and inten-
sively utilized territory, the regional conditions themselves influence the
formation of a rational sectoral structure within the national economic
framework. Conversely, the development of regions is determined not only
by regional needs but also by the character of the national system or of a
supranational economic configuration, such as the Council for Mutual
Economic Assistance. The planning of regional development is thus not an
isolated activity but comstitutes part of the national economic plan. This
plan decisively regulates the entire production process and determines
the development of and relationships among regions.

The regional aspects of the national economic plan are implemented
through rational distribution of productive forces, economic activities, and
physical funds so that:
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. standards of living in regions with different social and natural
conditions are balanced with each other (the criterion of social
equilibrium);

. natural and economic resources are rationally utilized for an

efficient development of the whole national economy, and the
optimum conditions for economic activities are fulfilled (the cri-
terion of economic equilibrium); and

. natural and man-made conditions are balanced and an optimum
living environment is created (the criterion of ecological equili-
brium).

The criterion of social equilibrium expresses the basic social and po-
litical aims of the society, that is, the desirable organization of social
structure (e.g. by sex, nationality, and profession) or the desirable
changes in life-style and the conditions under which these changes can
take place. The aims of social development in individual regions are
derived from the requirement to create social equilibrium among regions.
These aims are expressed in the form of prospective standards of living.
The criterion of social equilibrium applies to the long term and hence
defines the limits to the allowable consequences of applying the other two
criteria.

The criterion of economic equilibrium expresses both the main stra-
tegic and short-term economic aims of regions and the conditions for
interregional integration. The criterion can also be expressed syntheti-
cally in the form of regional economic profiles (economic functions). The
aims of the economic development of a region cannot be derived solely
from an isolated set of internal conditions, in spite of their undoubted
significance, since these may accelerate or restrict the formation of the
economic profile. Because regional economic activities occur in economic
systems that are not limited regionally, the profile (production function)
can be specified only within the context of economic sectors, the economy
of the state, and the supranational economic system.

The economic profile (economic function) of a region specifies how the
economic activities in various sectors should interact in order to realize
the potential of production, using the common productive, technical, and
social infrastructure.

The criterion of ecological equilibrium reflects the society’s aims for
developing and protecting the living environment. The exploitation of land
in a number of regions causes criticism about the quality of the environ-
menl. If the ecological equilibrium is to be preserved, expensive measures
must be taken. To apply this criterion, limits to the development or struc-
ture of the economic base and demnsity of population are specified.

These three proportionality criteria decide each region’s share of the
overall economic structure and must be applied when planning the
development of different sectors, when considering interregional relation-
ships, and when planning the development and internal organization of
individual regions that are functionally differentiated. Therefore, it would
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be logical if, in the majority of countries, regional planning were intro-
duced in addition to territorial (i.e. local or intraregional) planning, which
has been the traditional means of implementing communal policy. At
present, regional and territorial planning is used by the state for regula-
tion and coordination of economic units organized according to sectors.
Coordination within the regional economic and spatiotechnical framework
may be characterized as a subsystem of the unified planning and manage-
ment system of the society.
Within this system, regional planning has the following functions:

. to evaluate the economic and social levels of each region;

. to specify the development of basic functions in each region
according to its particular resources and conditions;

. to provide economic and social balance in the organization of the

production and nonproduction sectors and to regulate the
development of dwellings;

. to regulate the distribution of individual production sectors and
activities to ensure the efficiency of territorial specialization,
cooperation, and management of productiorn;

. to ensure that labor resources and shortages are balanced, espe-
cially with respect to profession, age, and sex, and that popula-
tion migration is regulated.

Territorial planning has the following tasks:

. to specify the functions of each territory, determine its optimum
organization, and set the principles for its long-term develop-
ment;

. to specily areas for individual economic and social schemes, and
to describe how these schemes should be realized;

. to specify any necessary decontamination, recultivation, or
reconstruction and to specify how the territory is to be pro-
tected;

. to specity where services should be located and to establish prin-
ciples of town planning according to which projects should be
carried out;

. to suggest rules for coordinating construction, with respect to
the type of construction and construction priorities.

Regional planning plays the more significant role in the solution of
interregional relationships and in the specification of the economic func-
tions of regions, while territorial planning is more concerned with the
organization of the internal functioning of regions and with the organiza-
tion of town planning from the point of view of dwelling units.

The different functions of these two levels of planning are reflected in
their institutional organization. The central bodies of the state adminis-
tration (the central planning bodies, ministries, and top local authorities
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of regions or areas) are responsible for regional planning, while territorial
authorities of the state administration are responsible for local planning.

Despite the creation of appropriate methodological, legislative, and
institutional conditions for managing regional development, comprehen-
siveness in planning activities has remained the crucial problem. The
increasing complexity of the managed object on the one hand and the level
of current technology and methods employed in planning and decision
making on the other hand make it difficult for economic practice to over-
come the "resistance” of some factors that retard regional and territorial
planning.

One such factor is the acceleration of technical progress, which
makes the innovation cycle shorter in the majority of sectors. The period
for which a set of sectoral goals is defined, and which is needed for the
evaluation of their effect upon regional development, is necessarily
reduced. During the development of long-term regional and territorial
plans, this fact is manifested as a lack of information about the develop-
ment of a given sector. There is a tendency to prolong the period of the
planning forecast, which results in a negative attitude from the sectoral
authorities, and the data obtained in this way have little value for long-
term planning. Long-term regional and territorial plans supported by such
information lose their basic conceptual character that would guarantee
the comprehensiveness of decisions on localization of economic activities,
and therefore the expected efficiency of territorial planning is reduced.

Attempts have been made to solve this problem by changing the
methodological approach to long-term planning as well as by changing the
technology and methods of decision making. While the first solution
underlines the tendency of planning support data to vary, the second sug-
gests that new methods should be introduced into decision making.
Methods that imitate planning support activities would, after a short time,
make it possible to evaluate the effect of local goals upon interregional
social and economic relationships and upon the future social structure and
economic base of a region.

Since 40—-45% of activities performed during the development of
regional and territorial plans (and as many as 70% in the preparation of
decisions) involve collection and processing of information, it becomes
clear that more progressive approaches to planning require more rational
and efficient handling of information. This could be done by means of a
data base that would make possible rapid processing of relevant informa-
tion that has previously not been standardized in most cases.

Regional and territorial planning, as an interdisciplinary activity,
requires the cooperation of a large number of research and planning
organizations and state administrations. The complexity of this coopera-
tion is multiplied particularly by the organizational and territorial disper-
sion of decision-making activities. Despite the fact that their links with
one another are specified by legislative standards and methodological
measures taken by the central authorities, the technology of their interac-
tion has not yet been developed so that all relevant information can be
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exchanged wilhin the necessary time scale.

Since a comprehensive system cannot be created by a simple concen-
tration of decision-making activities, one has to search for the solution in
the methods of information processing and in the organization of informa-
tion flow, by integrating information sysiems and by supplying information
in a better way. More comprehensive decision making thus requires sub-
stantial, qualitative changes in data-processing technology.

2. Some Problems in the Development of Regional Information Systems

Although regional and territorial planning in the majority of countries
with centrally planned economies is carried out by relatively autonomous
management systems, its success depends upon the interaction amd
achievement of higher integration of these systems. The interaction of
regional and territorial planning aclivities, as well as their links with
management systems of individual seclors, takes the form of information
exchange. Planning-oriented informalion systems are the best means of
integration. The long-term aims, therefore, must be the creation and
application of an integrated information system for the planning and
management of both regional and territorial development. However, a lot
of methodological and technological problems must be solved in the pro-
cess. A few of them will be discussed here.

2.1. Unification and Ulilization of Data Sources

The data necessary for processing the planning-oriented information
itself are typically obtained mostly from external sources. The planning
system itself produces data on the planned development of the region and
on the arrangement of its settlement structure. Other data, describing
the natural, economic, social, and technical conditions of a region, are of
the character of external data and are distributed in methodologically
heterogeneous sectoral information systems. The process of acquiring
external (primary) data is influenced by the heterogeneity of data base
content, the number of organizationally independeni data sources and
users, and the spatial dispersion of these sources and users.

2.1.1. Heterogeneily of data base content

The basic problem in the development of a regional information sys-
tem is the creation of methodological, organizational, and technical tools
that allow data flow from sectoral information systems, and the construc-
tion of a homogeneous data base. The apparently simple solution is to col-
lect, for individual planning bodies, the required data stored in the sec-
toral information systems. Thus, by a transformation of content and form,
relevant aggregated information can be created ad hoc. Such approaches
are applied on a large scale in present-day planning and management.
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From the point of view of applying more effective methods of regional
planning and management, such an approach has several problems:

. extra work is created for some individuals in data collection and
processing;

. continuous updating of files cannot be ensured in practice;

. files are not created sufficiently promptly to suit the users’
changing needs;

. the successful use of aggregated data on a broader scale cannot

be ensured because the rules of data transformation, with
respect to content and form, are often unknown;

. transformation and transfer of data from sectoral information
systems for a narrow circle of users is laborious and expensive.

The basic presumption behind the creation of a uniform data base is
the utilization of the information networks of Lhe individual sectors. Spe-
cial methods, such as coding, facilitate the transformation and transfer of
data from these networks into the data base of the regional information
system. However, the use of classification and coding systems as data con-
verters has a lot of disadvantages. For example, these systems are con-
structed to perform a particular classification of the phenomena under
review. If these phenomena undergo quick changes, their stability is
affected and since the coding system functions as a converter, the
assumed information flow is interrupted.

Another problem, which is a frequent source of error, is that the
arrangement of phenomena in a particular classification in the regional
information system has to be carried out by reporting units in the individ-
ual sectors. These units may operate by different criteria. If there is a
great number of reporting units and if there are ambiguous interpreta-
tions of the contents of the classification systems, an inaccurate and
incorrect arrangement of information takes place, and thus the integra-
tive and melhodological properties of the data base are weakened.

The data links between the regional information system and lhe sec-
toral information systems can be stabilized by matching the variables
characterizing the natural, technical, economic, and social conditions with
identifiable elements in the sectoral and regional complexes. For natural
and technical conditions this is no problem, because the common ele-
ments are localized, and their locations can be identified in the sectoral
accounting system as well.

A more complicated theoretical and practical problem is the determi-
nation of common elements in economic and social phenomena. Social
and economic processes are connected with organizational structure and
characterized by indicators that have no spatial features. However, it is
possible to identify elements of these processes that represent individual
social and economic activities. These elements can now be identified by
means of planning-oriented facilities and locally detached performance
units (LDPU), ranging from a whole plant to a work unit. Planning-oriented
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facilities may thus be represented by variables expressing the state and
dynamics of social and economic processes. The base of common ele-
ments thus created makes it possible to unify the sectoral and spatial
aspects in the planning of production. Permanent identification numbers
are assigned to individual LDPUs to allow the transfer of data between the
sectoral information systems and the regional information system.

The practicability of this method is proved by the efforts of several
countries with centrally planned economies {e.g. Czechoslovakia, Hungary,
and the German Democratic Republic), which have already created LDPU
registers. The main problem is to define an LDPU in such a way that it can
be applied to all sectoral systems. It has also become evident that the
creation and maintenance of LDPU registers is laborious and expensive,
especially if they are only used by a small number of people. It is, there-
fore, necessary to broaden the social usefulness of such a tool.

2.1.2. Spatial and organizational dispersion of data sources and users
Since a regional information system will be constructed in an inhomo-
geneous organizational environment, an important problem to overcome is
the spatial and organizational dispersion of the data sources and users
(Figure 1). At the same time, several user requirements should be met:

Data Information
sources users

DS1 < U1
DS2 U2
Ds3 1u3
. U4
: 1U5
Ds/ » U6
uy/

Figure 1 Spatial and organizational dispersion of data sources and users.
Characteristics: causal connections and information rustle.
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. to create and supply only the information that is necessary for
the particular planning activity, the information having a form
adequate for the techniques used in planning and decision mak-

mng;

. to increase the user’'s certainty of information retrieval by
ensuring the stability of the information channels;

. to shorten the time between the demand and the supply of infor-
mation.

The solution of a problem depends upon the choice of organizational
means and technical tools by which primary data will be collected, as well
as upon the concentration of data in the available data base and the pro-
cessing and delivery of information.

Fulfillment of the above-mentioned demands entails, first of all,
compression of the information array and the creation of permanent infor-
mation channels that would, in Lhe case of a great number of information
sources and users, exclude the present causal connections. Data concen-
trators would also be needed as basic organizational units between the
users and the sources. Their functions would be:

. to maintain permanent connections with the data sources (or to
seek new data sources);

. to ensure the extraction of data from external (sectoral)
sources;

- to create a standard primary data base for the regional informa-
tion system;

. to present information about the contents and structure of the
primary data base or about the users ("metainformation sys-
tem"”);

. to select data according to the users' requirements and to

ensure their transfer into regional and territorial planning-
oriented data bases.

Even with data concentrators the problem of transforming data is nol
yet solved, unless the user can make his own interpretation of the avail-
able data. The transformation of data into planning-orienled information
depends on the user acquiring skills in computer techniques. Although an
ideal state of automation will probably never be achieved, work connected
with data analysis and information creation must, from the point of view of
organization as well as location, be brought nearer to the user. When there
are many users it is possible to apply this principle only by introducing
distributors, in the form of territorially organized planning-oriented data
bases, into the data flow (Figure 2).

To observe the principle of integration under a planned economy, the
regional information system must be organized as a unified national sys-
tem with data concentrators and planning-oriented data bases in the cen-
tral bodies as well as in the regional or local planning bodies.
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Data Information
sources users

Data Data
concentrators distributors

DS1

DS2

DS3

Ds4

DS(n —2)

DS(n — 1} -» DC2
DSn ¢

Figure 2 Hierarchy of sources and users. Characteristics: stable information
channels, certainty of obtaining information, initial information rustle, and auto-
mation of data processing.

2.2. Structuring Demand and Provision of Information

Demand for information is characterized by content, time, goal, sub-
ject, and type of user. In practice, only those parts of information systems
that are associated with standard and administratively regulated pro-
cedures of planning are well adapted to this demand structure. In addi-
tion, if long-term development of a regional system is considered, "slow”
components of the system become more important; examples are the
changing potential of natural resources, long demographic waves, ecologi-
cal changes, shifts in technology, and fundamental changes in national and
supranational systems. As a rule, these components are not covered by
the traditional information systems of national planning and statistical
services. They may be the subjects of specialized systems, but there is
then a problem of how to use the information in the context of comprehen-
sive socioeconomic analysis and planning. As for the time dimension,
regional information systems concentrate on the short term or, to a lesser
extent, the medium term. Existing information systems also do not have a
sufficient regional orientation; sectoral and national views are
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predominanl. Planners, economists, and information analysts in socialist
countries are exarnining how information systems can be made flexible and
diversified enough to respond to changing structures of information
demand, or even of management, and how to complete them with informa-
tion on changes in “slow" variables. Qualitative information, information
on objectives, and issues of uncertainty are among the topics of discus-
sion.

The elements of the matrix in Figure 3 show the most important logi-
cal links for a planning-orienled information system.

Planning and management Real systems
Stocks Flows
£ L2
£ :‘-’-a £ §; £, 0 'E'E.
e " = — — - w» @ ©
g E &8 |E FE o o |§8E2SEg)
T = =3 2 L = = £ [E2E€58Q¢
S % S|% % S|5 § 8|283535s
& = 3 2 o a|=z s P lo2o8R3S
1 2 3 4 5 6 7 8 9 110 11 12
Short-term 1
o [Medium-term2 | 2.1
35
o € |Longterm 3 3.2
cC
§§ National 4|1 41 42 43
a C|Regional 5|51 52 53|54
Local 6] 6.1 6.5
J‘?Nature 7 72 7374 75
8[Man 8 82 83|84 85 86
7]
g Technology 9 g2 93|94 895 96| 9.7
[
§ Changes in 10 10.2 10.3 |10.4 10.5 10.7
i |resources
[s-3
& %|Economic 11{11.1 11.2 11.3 1.4 11.5 11.6|11.7 11.9
2/ activities
Socialand 12 |12.1 12.2 12.3 {124 12.5 126 12.8 129 12.11
demographic
changes

Figure 3 Links for planning-oriented information systems.

Long-term planning of regional development is a prerogative of two
levels of decision making, national (4.3) and regional (5.3). The informa-
tion system should ensure coordination between these levels (5.4). The
regional level also needs coordination with the subregional level (6.5). Of
crucial importance for long-term planning is information about stocks of
slow components of the regional system, such as climatic conditions, the
biological potential of the territory, mineral and other natural resources
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(7.3), population and its structure (8.3), the technical and social infra-
structure, and the stock of capital (8.3). This information should also be
linked with medium-term planning (7.2, 8.2, 9.2) and delivered, in the form
of integrated medium—long-term models, to national (7.4, 8.4, 9.4) and
regional (7.5, 8.5, 9.5) planners.

For long-term planning and forecasting al the regional level the con-
cept of flows is highly important for integrated analysis, since it introduces
linkages between elements (nodes) and allows the representation of the
regional system as an oriented Euler graph, with its high potential for
analysis of systems with essential feedbacks. Traditionally, this form of
information covers economic activities (flows of goods and income) and
some demographic activities (migratory phenomena). Two additional
areas of flow information are required: changes in the regional potential in
mineral and other natural resources, and changes in the main elements of
social and demographic structure. These linkages are marked in the
matrix by elements 10.2, 11.2, 12.2 and 10.3, 11.3, 12.3. Information on
flows of natural resources, goods, income, and capital should be presented
for use in planning in such a form that medium- and long-term aspects are
linked together.

Short-term planning and operational management now generate most
demand for information. These needs are not isolated from medium-term
requirements (2.1), as they exist at all three levels of planning (4.1, 5.1,
6.1). The information content for short-term planning covers mainly
current economic activities (production and use of social products, con-
sumption, capital formation, market activities, prices, distribution and
redistribution of incomes) and short-term changes in the social and demo-
graphic spheres (migration, employment, education, social services, social
capital, etc.). But short-term planning-oriented information systems
should also be consistent with medium- and long-termm economic and
sociodemographic processes (11.2, 11.3 and 12.2, 12.3). Users at different
levels of planning (10.4 to 12.6) should be supplied with integrated infor-
mation in which processes with different time horizons are linked
togelher. This is essential for the proper representation of the different
dynainics of the elements of a regional system.

Matrix elements 10.7, 11.7, 11.9, and 12.9 represent situations where
integrated accounting principles linking stocks of resources (column 7)
and capital (column 9) with economic and social flows are warranted for
planning purposes. Social accounting should also be linked with account-
ing for economic flows (12.8).

This simplified scheme gives grounds for some observations on the
methodology relevant to adjusting the development of regional information
systems to the needs of long-term regional planning.

(1) In order to relate information systems to the real regional system
(rows and columns 7—12) il is important to apply a phenomenological
approach and to emphasize the interdependences between elements of the
real system in terms of their stocks and flows.
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() The completeness of the description of the system, including its
diverse character and dynamic properties, is of crucial importance in
improving regional information systems.

(3) To relate information systems to planning there should be
selected goal-oriented spectra of information on links between stocks and
flows to satisfy the needs of local, regional, and national decision makers.

(4) The organization of planning activities, the distribution of respon-
sibilities between national, regional, and local authorities, and the formula-
tion of goals cannot be considered as entirely exogenous for the develop-
ment of information systems. They evolve with an increasing degree of
understanding ol the real system. Thus, there is a two-way relationship
between planning and information.

2.3. Information Systems for Integrated Planning

An extremely important function of information systems, with respect
to planning and decision making, is integration. Irrespective of whether
the plan is a set of coordinated projections for various aspects of the
socioeconomic system, it is essential that the results of all decisions are
consistent in the real system. If an information system is well organized,
even isolated decisions can be checked for consistency.

Although the modeling of causal relations between the components of
the system in question constitutes the main tool for integrated analysis
and decision making, much more could be achieved, especially where
models are not involved in the planning procedure. The principles and
techniques of integration should be applied to reflect reality and to relate
information systems to these models, as well as to goal-oriented planning
activities.

Accounting principles seem to offer a promising way of standardizing
the organization of information (classification, algorithms of
aggregation—disaggregation, identification of primary data, information
output, etec.). If a system component has properties that allow it to be
changed over time, or to be transferred from one agent to another or from
one agent in one function to the same agent in another function, the value
of this component can be represented by a flow (or edge) linking two
nodes. The introduction of this approach by definition makes the image of
the socioeconomic system closed. Whatever the interpretation of the
nodes and edges might be, no flow can appear in the system from "noth-
ing” or disappear without generating other flows that result in the same
total value. In this system, to which accounting principles are applied, the
information is balanced at each node, for which the sum of the incoming
edges is equal to the sum of the outgoing ones. There always exists a cir-
cuit of edges linking any node with any other.

Accounting principles are widely applied in statistics to describe
socioeconomic activities. However, their application to demography (e.g.
to changes in the social, educational, professional, and occupational struc-
ture of a population) is more limited; they are even less applicable to
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natural resources. IL would be advisable nol only to apply them to regional
information systems, to reflect changing stocks and different intensities of
flows of resources, capital, people, products, income, and liquid assets, but
also to find ways of linking these separate accounting systems to form a
complele representation of a regional system (Figure 4).

= N

Demographic Social :\:eas:)lijrracle
accounting accounting accounting
T T
Economic - Integrated socioeconomic | Flow of funds
accountin »| accounting (integrated accounting
9 economic balances)
h
Fixed capital
accounting
K Satellite information convergent on accounting core /

Figure 4 Accounting frame for planning-oriented information systems. T: transi-
tion procedure.

Some experience in representing an integrated economic balance in
matrix form for analysis of the response of a system to changes in sets of
variables was gained at the International Institute for Applied Systems
Analysis (IIASA) in Laxenburg, Austria as a result of a case study on
regional development in Tuscany, Italy (Issaev and Umnov 1982). A matrix
of integrated economic balance for Tuscany acts as a common data base
for specific models and through which models communicate with each
other.

In principle, primary data for the realization of a comprehensive
accounting system exist (at least in the USSR), but they are dispersed over
decentralized agencies. The actual problem consists of linking specialized
accounting schemes to the core system, which will require the introduc-
tion of transition procedures (T in Figure 4).
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2.4. Planning Methods in the Regional Information System

One of the biggest drawbacks in the proper use of information sys-
tems is the lack of methods for rationalizing the planning and decision-
making processes. Experience in many countries indicates thal withoul a
parallel developmentl of analytic methods and programs to aid planning
and decision making, the data base becomes a deposit of "dead” data.

Another problem is that planning support given to the regional infor-
mation system is mainly task-oriented, and models are not much used for
processing data. In addition, information systems usually deliver stand-
ardized planning or reporting documents as a result of “direct calcula-
tions.” Behind these calculations are more or less complicated formulas
and corresponding algorithms, but no feedbacks or formalized methods for
making choices exist.

Nevertheless, models are introduced into information systems for
individual tasks. The most widely used are dynamic versions of
input—output models, although the respective tables and projections are
not part of the official documentation of plans and there is no direct
correspondence between the net-branches of inpul—output tables and the
real sectors for which plans are established. In some cases, where republi-
can planning authorities, together with scientific institutions, have
developed systems of models as auxiliary tools to supporl ad hoc manage-
ment, data bases for these systems enter into the republican information
systems. Such are the cases in the Baltic Republics and the Kazakh
Republic of the USSR, where systems of models based on the combination
of input—output techniques for flows of goods and econometric analysis for
flows of income have been developed and implemented. However, these
practices are not included in the official regulations on planning pro-
cedures.

An elaborate, well structured system of planning-oriented models and
a data base have been developed for the area around the Baikal—Amur rail-
way. There are also data bases for the main systems of models used in the
USSR for reconciliation of sectoral and territorial approaches in planning
(Baranov and Matlin 1981) and for multiregional input—output simulation
and optimization models (Granberg 1982). However, these ad hoc data
bases have no permanent function in regional planning. Models find larger
applications in sectoral computerized information systems at the national
and regional levels than in the territorial republican automated manage-
ment systems. Extrapolation and simulation models predominate; the
share of optimizing models does not exceed 3% (Fedorenko 1982).

The inclusion of models as a “bank of methods” (Section 3.3) in
socioeconomic information systems is one of the mosl important strategic
goals in the development of information systems for regional planning.
According to Bandman (1981) the sel of models required for long-term
planning of a large and diversified territorial productive complex (TPC)
should include:
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. models of the spatial distribution of the TPCs within a region;

. models for projection of the basic parameters of TPCs;

. models of the spatial and productive structure of each TPC;

. models for choice of location of plants;

. models for specific occupational-residential nodes;

. models for the use of land and natural resources, of the produc-
tive and social infrastructure, and of labor resources for each
TPC;

. a comprehensive planning model for each TPC.

This set of models has been tested while planning a TPC in the
Angara—Yenisei region of Siberia.

3. A Possible Design for an Integrated Information System for
the Management of Regional Development

Having specified the requirements for a regional information system
in the preceding sections, and drawing on experience gained in creating
automated information systems in centrally planned economies, we shall
now outline a plausible design for such a system. The scheme in Figure 5
shows the functional, and partly technological, characteristics of the sys-
tem. Technical and organizational problems in developing and implement-
ing the system are not considered here, though the application of up-to-
date techniques and technology is implied.

3.1. FErternal Data Sources
In the sphere of information arising out of the process of managing

economic and social development, three basic information systems are
distinguished:

. a system of socioeconomic information, comprising the data
serving to identify the state and patterns of development of
society;

. a system of plan information, including the information arising

from the process of plan creation, as well as information pertain-
ing to projects, forecasts, drafts of the plan, and state budget
proposals;

. a system of scientific, technical, and economic information.

Apart from these basic information systems, purpose-oriented information
systems are created. Depending on the users’ needs, these systems
comprise sets of information taken from the basic systems or from other
sources. The integrated regional information system is a typical purpose-
oriented information system. Its major sources are sectoral information
systems, information systems of central planning bodies, statistical
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information systems, and geodetic information systems. Because of its
character and contents, this integrated system can be used as a source for
other information systems.

3.2. Primary Data Base

The data on particular functional and natural components of a region,
which are stored in external information systems, should be integrated so
as to create a homogeneous primary data base. The primary data base is
thus constructed as a multicriteria system. lts contents are divided into
data on natural and technical conditions and data on economic and social
phenomena. The data should characterize the present utilization of the
territory, the planned changes in its utilization, the planned utilization and
arrangement, forecast trends in development, and data on past utilization
and conditions of the territory.

3.3. Secondary Dala Bases and Method Bases

Secondary data bases are purpose-oriented subsets of the primary
data base. Data from the primary data base are selected, reorganized,
and aggregated by the primary data selector before entering the secon-
dary data bases. The ultimate aim is to automate the functions of the
secondary data bases, including updating, which is dependent on the
changes in the primary data base.

As a rule, analytic methods and programs operate on data from the
secondary data bases. The “bank of methods” consists of economic and
mathematical methods, organized into so-called method bases, and a sys-
tem of control programs. The objective of the bank of methods is to make
it possible to construct regional models for analysis, planning, and design
in an interactive mode, and to perform basic statistical operations, simula-
tion applications, selection of options, etc.

3.4. The Metainformation System

The integrated regional information system should have broad links to
external information systems, and its own primary data base. It is
designed to provide the user with information through secondary data
bases. The user’s mode of operation should, preferably, be interactive,
especially with regard to data evaluation. In view of these properties of
the integrated system, it is suggested that a "metainformation system”
would contribute to management of the data sources, unification of the
data sources in the primary data base, and the increase of user knowledge
about the contents and structure of the primary data base, as well as
about methods of data analysis. More details of the metainformation sys-
tem are given by Drozd (1981) and Dujnic (1982).
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4. Conclusion

The improvement of regional information systems in centrally
planned economies will contribute to progress in regional management
systems. Regional information systems should also be built as integral
parts of a state-wide information system. The main features upon which
work should be concentrated are the system of regional indicators, the
means for interpreting information, and, last but not least, the computing
techniques used for processing data. The main effort at present is to
ensure the integration of all aspects of regional information systems so as
to achieve a higher efficiency of management.
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CHAPTER 8

Information Systems for Regional
Development, with Special Emphasis
on Developing Countries

T.R. Lakshmanan

1. Introduction

The interest in analysis and the supporting information systems for
regional development is evident in many countries, irrespective of their
sociopolitical system or level of economic development. It reflects a con-
vergence of a variety of interests in regional development: the interest in
the diverse regional consequences of national economic trends and public
policies; the policy issues pertaining to a reduction of regional develop-
ment differentials and maintaining the quality of the environment in the
densely settled regions; and the need for a conscious national policy of
regional development (Perloff and Leven 1964, Leven et al. 1970, Misra
1971).

The ability to respond to these regional issues both in scholarly activi-
ties and in the policy-making communities depends upon the acquisition
and use of an information system appropriate to support regional
decision-making processes. A regional information system designed to
improve decision making should identify the information capable of
improving different types of decisions, specify the relevance of and the
acquisition plan for this information, and provide an organizing framework
to facilitate access to and use of information in analysis and policy making
(Hermansen 1971, Nijkamp 1982). Further, such information should tie
into a regional or multiregional model since decisions affect the future.

Such a high degree of integration of regional development decision
making and statistical development should be helpful in many ways. It
should permit a coherent picture of the current state of the regional
economies in terms of production, distribution, accurmnulation, and interre-
gional trade, providing thereby an information base for decision making by
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both public and private organizations. Il should help in the evaluation of
regional impacts of national activities and policies regarding expenditures,
taxes, energy, the environment, and the like. It should also contribute to a
deeper understanding of regional development processes and toward a
fuller theory of regional change and development.

The creation of an information system viewed in this fashion as a sta-
tistically implementable, analytic system can proceed from two perspec-
tives: the general and the particular. From the general point of view, it is
well to recognize that analytic interests and policy problems vary from
country to country and what is needed is a systematic and coherent
framework that can accommodate main bodies of data, such as regional
stocks (human and physical assets) and flows (stock flows and flow stocks)
and interregional product and monetary flows. Within this system, the
individual user is left free to emphasize porlions of the system and abbre-
viate, as seen fit, other parts of the system. For a particular point of view,
the relevant data base for the kinds of analysis and policy issues in a
specific country can be identified.

While such a dual view of the development of a comprehensive empiri-
cal framework and data syslem is evident in the evolution of national
accounts, experience at the regional level has been relatively opportunis-
tic and ad hoc, reflecting the long neglect of the regional dimension in
development analysis. However, some recent regional dalta systems have
sought to build on the pioneering systematic concepts of the US Commit-
tee on Regional Accounts and others (Hirsch 1964, 1966, Leven et al. 1970,
Hagerstrand and Kuklinski 1971). Such information systems are emerging
in the affluent industrial countries in response to needs of regional and
metropolitan development (Kuklinski 1974, Benjamin 1976, Elfick 1979,
Garnick 1980, Issaev 1982).

In developing countries, there has been a widespread commitment in
the period since the Second World War to development planning and other
forms of government intervention in the economies. This has brought in
turn a greatly expanded need for data bases with which to inform the poli-
cies involved in these interventions. While the outpouring of economic
data in response to this need has been impressive at the nalional level,
there has been recent disquiet about the relevance and usefulness of the
data (Stone 1976, Pyatt and Roe 1976, Pyatt and Thorbecke 1976). In the
last decade, there has been a broadening of objectives of developing plan-
ning beyond growth of gross domestic product to include reduction of
poverty and of income inequalities in society. This concern with income is
just one example of a variety of distributional concerns (including that
among regions). If the policy concern is with the reduction of inequalities
of income, the analytic focus is legitimately on the characteristics of indi-
viduals (e.g. education, health, and location) that determine their
economic adjustment potential. The data system appropriate to support
such an inquiry should show numerically what is happening in the economy
and how the living standards of different groups are related both to omne
another and to other aspects of national and regional economic activity.
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The currently available national data bases in the developing countries do
nol provide this capacity.

The objective of this chapter is to identify the nature of the informa-
tion systems necessary to support the analysis of development in the low-
income countries, with their distributional problems — in particular, the
regional dimension in national development. Since information systems do
not exist independently of the conceptual framework underlying the issues
surrounding the regional dimensions of development policy, Section 2 will
explore these issues. What are the relative fortunes of regions as the
national economy undergoes structural change and shifts in industrial
capacily, in incomes, in consumplion, and in trade patterns emerge? How
effective are various mixes of investments, taxes, and subsidies in reduc-
ing regional inequalities? How should one direct the disposition of public
and publicly controlled capital stock so as to provide more efficient (equi-
table?) regional growth patterns? How does one promote the equality of
the metropolitan and densely settled environments? By formulating these
issues, this chapter will attempt to describe the environment of regional
decision making and provide an idea of how various elements of an infor-
mation system should function from a rational or ideal viewpoint.

Since resources for information systems (as for other purposes) are
scarce in low-income societies, the approach to improving data bases must
necessarily be modular, and staged in steps. In this spirit we note, in Sec-
tion 3, the current development of comprehensive national-level data sys-
tems — social accounting matrices — in many developing countries and
identify the potential here for some useful regional ideas. In Section 4 we
proceed to an identification of the first phase of an information system
that would help in the choice of the level and type of regional public invest-
ments to promote desired regional growth patterns. Section 5 identifies
the elements of a more comprehensive national system of regional infor-
mation systems that go beyond the analysis of impacts of public sector
developmental investments to consider effects of regional private and pub-
lic expenditures on regional and national output, investment, income, and
consumption. Further, these systems are concerned with the quality and
spatial form of large, densely settled regions. We outline here the multire-
gional model implied in such a view of regional development policy.
Finally, we offer some concluding comments.

2. Framework for Regional Development Information Systems
in Developing Countries

We attempt here: (a) to sketch a modular analytic framework for
regional development in developing countries, specifying a set of intercon-
nected subsystems and the major relationships among the variables within
and between these subsystems; and (b) to outline the components of a
complementary information system.
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We begin with a brief description of the emerging paradigm of
development planning and its implications for regional development
issues. We proceed to a delineation of the major elements of a multire-
gional economy, setting the stage for identifying the major regional
development issues and the classes of requisite information. Finally,
against these requirements, we suggest a phased strategy of information
system development.

2.1. The Emerging Paradigm in Developing Countries

In the developing world, there has been over the last three decades an
almost universal acceptance of the need for development planning. The
record of development during this period, as judged by the standard indi-
cator of growth of GDP per capita, is impressive by historical standards
(growth rates of the order of 5% per year are frequent). Yet there has
been a growing disenchantment in the last decade with the effects of
growth maximization, the dominant approach since the Second World War.
Acute poverty lingers on, unemployment grows, and the rise in living stan-
dards of the masses, to which economic growth is supposed to lead, is not
much in evidence. The realization that large segments of the national
populations have been virtually excluded from the benefits of growth and,
further, that technological choices made in the promotion of growth are
creating a structure of production that militates against income increases
for the poor in the future has sparked the search for new development
approaches.

The new approaches share certain features: an equity orientation
emphasizing a direct attack on poverty and minimum-consumption
thresholds ("basic needs”); and a recognition that more production and
better distribution must be generated together to define development.
Thus, in these approaches, distributional questions become part of the
conceptual framework that previously focused only on growth.

This emerging focus on the distribution of income as well as growth is
really part of a large variety of distributional concerns, including that
between regions. While it is easy to see the role of individual characteris-
tics, such as education and health, in the earning power and distribution of
income, the significance of location or region has become evident only
recently. If economic opportunities change and migration is indicated,
there is no reason to assume that the cost of migration is necessarily lower
than the social opportunity cost of moving capital. In this sense, region is
an "immobilizing factor” and may be an operational and statistical proxy
for other immobilities (e.g. ethnicity and race) as well (Leven et al. 1970).
While some of the early work in this area followed the lead of Williamson
(1965), who postulated an inverted-U relationship between the stage of
development and the level of disparities, the notion that the regional
disparities are a maximum at an intermediate stage of development —
paralleling the earlier Kuznetz hypothesis pertaining to national develop-
ment — is no longer believed to be an inevitable feature of the
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development processes. Land reform, supplemented by appropriate
productivity-augmenting public policies, has led in some countries, such as
South Korea and Taiwan, to rapid economic growth combined with a low
level of inequalities in intermediate stages of development (Adelman 1974,
Lakshmanan 1977). As a consequence, regional issues have become impor-
tant in development planning {Misra 1971).

If the policy focus is on distributional issues integrated with growth,
the analytic concerns shift to the various mechanisms of growth and to
how value added in production is translated into incomes of various
groups. In this case, the link is provided by factors of production. More
generally, the framework that integrates regional growth and distribution
should encompass the major elements of a functioning multiregional econ-
omy linked to the nation — a description of which we turn to next.

2.2. The Elements of a Multiregional Economy

The major elements of a multiregional economy are displayed in Fig-
ure 1 (Lakshmanan 1982). While the figure applies to each region of a
country, the extensive links among the elements and between these ele-
ments in different regions occur through regional and interregional net-
works of transportation and communication and of monetary flows (Figure
1(a)). Interregional and regional—-national flows of information are noted
in Figure 1(b).

Three institutions and two media of exchange, or markets, comprise
the elements or sectors of the regional economy. The institutions are
households, businesses or industries, and government. The markets are
the factor markets and product markets that link the institutions and
serve as media of exchange. The exchanges involve not only goods, ser-
vices, and individuals but also money and credit; and these flows take
place across space. The regional and interregional transportation and
monetary networks determine these exchanges (Figure 1(a)).

The household sector comprises individuals grouped as families, and
unrelated individuals. Traditional governmental activities at the national,
regional, and local levels are categorized into two groups: those that pro-
duce goods and services (e.g. post office, sewer service, and water supply)
and those involving policy making (regulations, incentives, defense, etc.).
The government sector in Figure 1 retains only the second group of activi-
ties or the policy-making function. The public enterprises that provide
goods and services are included in the businesses or industries sector.

The industries sector includes the private and public enterprises in
each of the regions that extract primary resources and acquire factor
inputs, corresponding to their technology, to produce various goods and
services. The circular flow depicted inside this sector is intended to indi-
cate the broad range of interactions between industries. The value added
is distributed partly to households as wages and interest (retained earn-
ings are also a source of factor inputs)‘ Taxes are paid out to government
and transfers of various kinds are received from the government.
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Productive enterprises invest or disinvest in order to increase or decrease
production, alter technology, or move to a different region as guided by
changing markets, altered relative factor prices, and shifting interregional
comparative advantage. Consequently an explicit analysis of comparative
costs, dynamic factor substitution, and characteristics of labor supply,
transportation, and other public investments at a regional level is neces-
sary in order to track sectoral and spatial changes in production in the
economy and the responses to economic proposals to improve specific
regions.

The size and demographic composition — by ethnicity, age, and sex —
of households in a region depend upon natural increase, family formation,
and interregional migration processes. Diverse households in a region
offer labor and capital to enterprises in return for wages, salaries, and
interest. They consume a variety of goods and services for money and
credit, pay taxes, and are eligible to receive transfers. Their participation
in factor and product markets depends upon their assets (physical and
human capital), income, savings and consumption behavior, and some
institutional factors (e.g. discrimination in labor markets and housing). It
is only by an explicit regional analysis of these determinants of market
participation that it is possible (a) to determine the regional distribution
of income and consumption among categories of households, and (b) to
assess the eflectiveness of social programs such as those that try to
induce among some groups increased labor supply, higher income and
household savings, and desired levels of consumption, etc.

Factor inputs are exchanged in factor markets for factor payments.
Disaggregation of factor inputs into types of capital (KX), labor (L), energy
(E), pollution abatement (4), and materials (M) is represented by the
KLEAM model in Figure 1. The product market links producers and
demanders in the region and in the nation.

In its policy-making role, the government determines the systemn of
incentives to promote both production and consumption. This
incentive /regulation systemn, comprising subsidies, taxes, public capital
investment, regulations, etc., affects households (tax deductions, training
programs, health improvement, eligibility for transfer programs, traffic
regulations, etc.), industries (investment tax credit, physical infrastruc-
ture, pollution regulations, etc.), and both markets (labor market regula-
tions, resource rents, financial market regulations, etc.).

In addition to the coverage of all the major institutions and markets
in the economy, we emphasize the explicit linkages between the sectors
and markets. First, there is the need for full specification of a multimodal
transportation system in such a manner that not only the 