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In Adaptive Management of Renewable
Resources, noted theoretician Carl Walters
challenges the traditional approach to
dealing with uncertainty in the manage-
ment of such renewable resources as fish
and wildlife. He argues that scientific
understanding will come from the ex-
perience of management as an ongoing,
adaptive, and experimental process, rather
than through basic research or the
development of ecological theory.

In the opening chapters, Walters reviews
approaches to formulating management ob-
jectives as well as models for understand-
ing how policy choices affect the attain-
ment of these objectives. In subsequent
chapters he presents various statistical
methods for understanding the dynamics
of uncertainty in managed fish and wildlife
populations and for seeking optimum
harvest policies in the face of uncertainty.
Walters concludes with a look at prospects
for adaptive management of complex
systems, emphasizing such human factors
involved in decision making as risk aver-
sion and conflicting objectives as well as
biophysical factors. Throughout the text he
uses dynamic models and Bayesian
statistical theory as tools for understanding
the behavior of managed systems, and he
illustrates these tools with simple graphs
and plots of data from representative
cases.

This text/reference will serve researchers,
graduate students, and resource managers
who formulate harvest policies and study
the dynamics of harvest populations, as
well as analysts (modelers, statisticians,
and stock assessment experts) who are
concerned with the practice of policy
design.
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Preface

This book is about ways of dealing with uncertainty in the management
of renewable resources, such as fisheries and wildlife. My basic theme is that
management should be viewed as an adaptive process: we learn about the poten-
tials of natural populations to sustain harvesting mainly through experience with
management itself, rather than through basic research or the development of
general ecological theory. The need for an adaptive view of management has
become increasingly obvious over the last two decades, as management has turned
more often to quantitative model building as a tool for prediction of responses
to alternative harvesting policies. The model building has not been particularly
successful, and it keeps drawing attention to key uncertainties that are not being
resolved through normal techniques of scientific investigation. We keep running
up against questions that only hard experience can answer, and a basic issue
becomes whether to use management policies that will deliberately enhance that
experience. Such policies would represent a radical departure from traditional
prescriptions about how to deal with uncertainty, namely to proceed with great
caution or to act as though there were no uncertainty in hopes that mistakes
and opportunities will automatically reveal themselves.

My major conclusion is that actively adaptive, probing, deliberately ex-
perimental policies should indeed be a basic part of renewable resource manage-
ment. The design of such policies involves three essential ingredients:
mathematical modeling to pinpoint uncertainties and generate alternative
hypotheses, statistical analysis to determine how uncertainties are likely to pro-

vii



viii Preface

pagate over time in relation to policy choices, and formal optimization com-
bined with game playing to seek better probing choices. In pursuing these ingre-
dients, I have been led to examine a variety of concepts and methods, such as
adaptive parameter estimation for dynamic models, that have not been widely
applied to renewable resource problems. Thus, I hope the book will serve two
purposes: to provide general motivation for deliberately treating management
as an adaptive process, and to bring together a collection of tools for adaptive
policy analysis that have previously been scattered through literature sources rang-
ing from engineering control theory to resource economics.

The book is intended for two audiences. The introductory and concluding
chapters, and chapter introductions throughout, are aimed primarily at practic-
ing resource managers and administrators who want to get some feeling for basic
issues and concepts. The later sections in Chapters 4-10 look more deeply at
various mathematical tools for analysis; these sections are aimed at analysts
(modelers, statisticians, stock assessment experts) who are concerned with the
practice of policy design. For the technical sections, I assume the reader is familiar
with introductory calculus, matrix algebra, and introductory statistics, including
regression analysis. Fourth-year undergraduates and graudate students in resource
ecology and economics generally have these prerequisites, and I have included
problem sets to make the book more usable as an advanced text. The problems
for each chapter are graded, so the first few require no special background while
the later ones assume at least some skill at microcomputer programming.

It would be nice to claim that the book presents a coherent theory for
management under uncertainty, with appropriate recipes for all circumstances.
Unfortunately, I rather doubt that such a theory can be developed, even in prin-
ciple; an essential feature of dealing adaptively with uncertainty is to reject recipes
and rituals, in favor of a search for better processes to promote imagination
and learning. We can now describe with some rigor how particular types of adap-
tive processes (such as sequential parameter estimation given a fixed dynamic
model structure) are likely to perform, but only under very restrictive assump-
tions. It is useful to examine such processes, if for no other reason than to pro-
mote frustration and a search for better assumptions. But the really key pro-
cesses are those by which we search for better assumptions upon which to base
rigorous analysis, and here I can offer only experience with a few techniques
such as modeling workshops.

In trying to get adaptive management ideas across to various resource
agencies, 1 have become acutely aware that management is done by people, as
well as for people. We all have limited backgrounds, interests, and abilities to
assimilate new ideas; these limits are inevitably carried into the work place, so
that decision making about renewable resources is anything but the coldly ra-
tional process usually assumed in introductory and theoretical texts. I feel that
this point is crucial for students to understand, so I return to it repeatedly with
comments and suggests about the need to develop simple and understandable
models, to communicate analyses vividly in terms of tricks like microcomputer
games and verbal summaries, and to recognize that there are fundamental con-
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flicts of interest that no analysis can resolve. My preoccupation with communica-
tion is reflected at places in a chatty or anecdotal writing style and in over-
simplification of some technical presentations; the choice was deliberate, and
I make no apologies to readers who would prefer a more precise, academic style.
On the other hand, I also make no apology for extensive use of mathematical
models and notation; only a fool would dare approach the study of dynamic
resource systems without these tools.

This book was written mainly under the support of the International
Institute for Applied Systems Analysis, Laxenburg, Austria. There Dr. C. S. Holl-
ing provided me essential support and protection to write. He saw the value of
forming a small research team, the Adaptive Resources Project (ARP), through
which many of these ideas were developed. For stimulating discussions and
assistance with the mathematical development, I am especially grateful to ARP
members Joe Koonce, Anatoly Yashin, John Casti, Valeri Federov, and
Mike Staley. Our project secretary, Shirley Wilson, handled the project administra-
tion and organization with a competence that gained us much time for research.
For patience with my abominable writing, I thank typists Ann Tedards, Susan
Riley, and Bonnie Riley. For pushing me to complete the book, special thanks
to Bob Duis and his editorial staff, especially Valerie Jones. I have also received
much support and valuable advice from colleagues at the University of British
Columbia, especially Ray Hilborn, Don Ludwig, and Donna Chin. For much
patience on too many long evenings and weekends, thank you Sandra, Daniel,
and William. Finally, no thanks would of course be too much for Ralf Yorque.

The International Institute for Applied Systems Analysis

The International Institute for Applied Systems Analysis is a nongovern-
mental research institution, bringing together scientists from around the world
to work on problems of common concern. Situated in Laxenburg, Austria, IIASA
was founded in October 1972 by the academies of science and equivalent
organizations of twelve countries. Its founders gave IIASA a unique position
outside national, disciplinary, and institutional boundaries so that it might take
the broadest possible view in pursuing its objectives:

To promote international cooperation in solving problems arising from social,
economic, technological, and environmental change

To create a network of institutions in the national member organization coun-
tries and elsewhere for joint scientific research

To develop and formalize systems analysis and the sciences contributing to it,
and promote the use of analytical techniques needed to evaluate and ad-
dress complex problems

To inform policy advisors and decision makers about the potential application
of the Institute’s work to such problems
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The Institute now has national member organizations in the following countries:

Austria
The Austrian Academy of Sciences

Bulgaria

The National Committee for Ap-
plied Systems Analysis and
Management

Canada
The Canadian Committee for
IIASA

Czechoslovakia
The Committee for ITASA of the
Czechoslovak Socialist Republic

Federal Republic of Germany
Association for the Advancement
of IIASA

Finland
The Finnish Committee for IIASA

France
The French Association for the
Development of Systems Analysis

German Democratic Republic
The Academy of Sciences of the
German Democratic Republic

Hungary
The Hungarian Commiittee for
Applied Systems Analysis

Italy
The National Research Council

Japan
The Japan Committee for IIASA

Netherlands
The Foundation
ITASA—Netherlands

Poland
The Polish Academy of Sciences

Sweden
The Swedish Council for Planning
and Coordination of Research

Union of Soviet Socialist Republics
The Academy of Sciences of the
Union of Soviet Socialist Republics

United States of America
The American Academy of Arts
and Sciences



Chapter 1

Introduction

The first step to knowledge
is the confession to ignorance.

Weinburg (1975)

Man has proved remarkably adept at developing harvests from poten-
tially renewable natural resources, such as fish, wildlife, and forests. But he
has shown considerably less skill in devising schemes for sustaining the har-
vests over long periods of time. Until the early part of this century, most
resource developments of the past few hundred years proceeded more like
mining operations, with a boom followed by stock depletion and collapse;
either no thought was given to the long term, or the resources were con-
sidered so abundant as to be inexhaustible. Then there was a dramatic shift
in viewpoint, with the emergence of theories about the limits of sustainable
harvests, development of monitoring systems that demonstrated the
deterioration of some resources, and the organization of public conservation
movements that brought political pressure on governments to act as regula-
tors of harvesting activity.

Particularly with the growth of government involvement in manage-
ment, there developed a strong demand for basic research and university
training programs. By the 1950s it had become common to claim that
fisheries, forestry, and wildlife management had developed into truly
scientific disciplines, with well defined paradigms for research and practical
action. There was, of course, considerable fragmentation into schools of
thinking that centered on different factors and investigative approaches (for.
example, some wildlife biologists emphasized problems of “habitat,” while
others were concerned more with population dynamics), but the general atti-
tude was optimistic: the details would sort themselves out in due time, given
diligent research and longer experience.
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But by the late 1960s some workers were beginning to question seri-
ously whether the resource sciences were making any real progress. There
continued to be many gross instances of apparent mismanagement, such as
the collapse of the Peruvian anchoveta fishery and the realization that some
North American forests were being slowly depleted. Weaknesses in theory
and practice were particularly highlighted by the emergence of the environ-
mental movement, with its critical scrutiny of government policies and
demand for predictions in the form of environmental impact assessments.

It appears now that there were at least two fundamental flaws in the
early development of the renewable resource sciences. The first flaw has
been obvious to scientists from other disciplines, particularly economics, for
many years: research and management have concentrated primarily on
biological/ecological and technical harvesting issues, with only token con-
sideration to the socioeconomic dynamics that are never completely con-
trolled by management activities. This imbalance of concern appears even
in reviews that purport to raise wider concerns; for example, Gulland (1981)
in a recent paper on operations research in fishery management, stated that
“biological models lie at the heart of fishery management.” Considering that
most resource scientists are trained as ecologists, it is particularly surprising
to see such attitudes: harvesting systems are very much predator-prey asso-
ciations (man-ecosystem), with all the potentials of such systems for unex-
pected dynamic response when viewed in a fragmentary way; attention has
also been often focused only on the prey, thus ignoring problems that
develop because the predators do not sit still either.

The second fundamental flaw in the development of natural resource
science is equally serious, and provided the central motivation for this book.
This flaw concerns the strategic question of how we should proceed to
develop better understanding of managed system responses and potentials in
a world of great uncertainty, limited research resources, and continuing
pressure for more intense exploitation. The traditional dogma has it that the
answer is to invest more in basic research, especially in ecology, while very
cautiously regulating harvests so as not to destroy potentials before they are
understood; “better” understanding is usually taken to be synonymous with
“more detailed” analysis of the components of production processes. When I
phrase the traditional view this way, at least two questions should immedi-
ately leap into the reader’s mind: how is anyone going to put the component
pieces together, if ever they are all understood? If the systems to be under-
stood are managed conservatively, how can we possibly make all observa-
tions and experiments necessary to predict how they will behave when the
conservative policies are replaced by more optimum regimes as extrapolated
from the component understanding? My basic contention is that these ques-
tions cannot be answered affirmatively, implying that we must seek a funda-
mentally different approach to scientific management. I will argue that one
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possibility is to treat management as an adaptive learning process, where
management activities themselves are viewed as the primary tools for experi-
mentation.

Before proceeding to sketch out the basic issues of adaptive manage-
ment, and thereby provide an outline for this book, let me examine more
carefully the two questions raised in the last paragraph. Unless my negative
contention about these questions is clearly understood, the reader may see no
point in trying to work through the rather arcane machinery of analysis that
forms the bulk of the text.

Does Understanding Accumulate?

Consider first the question of how to assemble bits and pieces of
scientific understanding into an overall framework for management. Most
students, at least of biology, are taught that knowledge and understanding
accumulate, perhaps by fits and starts, toward a complete picture of nature.
I first became suspicious about this view in reading Thomas Kuhn’s Struc-
ture of Scientific Revolutions (1962), which argues that science proceeds
through occasional sharp changes of view (paradigm shifts), often involving
simplification and discarding of amassed results rather than accumulation.
Then the point was brought home very forcefully to me one evening during
an otherwise blurry barroom conversation with W.E. Ricker, the noted
fisheries analyst. In reminiscing about the history of Pacific salmon manage-
ment, Ricker lamented that the current generation (1978) of management
biologists seemed to use less information in their decision making than had
their predecessors 20 years earlier, in spite of much greater expenditures for
inventories and research over those 20 years. The biologists in question
fully agreed, but argued that conditions had changed so much that the older
concepts, data, and management problems were simply no longer relevant.
In effect, they were saying that there is no single, structurally stable system
out there in nature to be understood. I cannot agree completely with that
argument, because one can always argue that they are just emphasizing
different aspects of a larger system. But how large is large enough to remain
interesting?

Even if managed systems do not keep slipping away and changing
under us, there remains the problem of how to use accumulated data
effectively. Some would argue that this is not a problem, and that the
human mind is quite capable of intuitively grasping and making valid infer-
ences with complicated relationships. A more honest, humble, and realistic
proposal has been to develop mathematical models that somehow integrate
the complexities in a systematic way, and then to use these models as
“deductive engines” for prediction. Such models are now widely used in
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resource management agencies (sometimes partly disguised through termi-
nology like “stand table” in forestry) but their impact on actual policy choice
is difficult to assess. Indeed, I have been a strong proponent of computer
simulation modeling, especially since cheap and friendly microcomputers
have made it much easier for people without a strong mathematical training
to become involved in model development.

But much modeling experience suggests even deeper problems with
the notion of accumulating experience. In the late 1960s, C.S. Holling and
I began to develop a process, now known as adaptive environmental assess-
ment (Holling, 1978), for more effectively constructing and testing simula-
tion models for natural resource management. Our goals were to compress
the time required for model development to an absolute minimum, and to
involve a wide variety of key actors (disciplinary scientists, managers, policy
people) in modeling for policy purposes. Using the process, we involved a
very large number of scientists and developed literally dozens of rather com-
plicated simulations, for cases ranging from Pacific salmon management and
forest insect problems in Canada, to environmental/economic issues of ski
area development in the Austrian Alps. In all these cases, major uncertain-
ties about economic/ecological processes were apparent, and the processes
involved showed two characteristics: (1) their effects were only clearly evi-
dent on large spatial and/or temporal scales, and (2) they were not the sub-
ject of intensive research investment.

Let me put this observation more vividly: we keep encountering key
processes, identified as necessary causal ingredients for prediction by many
scientists, that have effects that are only clearly visible over large areas
and/or long time periods. These processes are therefore either very expen-
sive to study experimentally, or do not offer the speedy rewards that scien-
tists need to keep publishing, get research grants, and so forth. A few exam-
ples are worth mentioning: large-scale dispersal of insect pests; changes in
recruitment rates of fish with varying densities of parental spawners; and
changes in the attack rates on prey by large vertebrate predators (like wolves)
with changes in prey density.

It is a sad but understandable fact that most scientists base their
research programs not on broad analyses of uncertainties, but instead on the
investigative tools (nets, etc.) and analytical methods that they learned in
university or find popular among colleagues. This means that some
ecological /economic research paths are deeply trodden, while others remain
untouched. For example, most population dynamics work in fisheries
centers on the use of well defined catch sampling programs and statistical
analysis procedures, aimed at estimating a few parameters of growth, mor-
tality, and average recruitment rate that some modelers during the 1950s
(Ricker, Beverton-Holt, etc.) prescribed as necessary to yield assessment.
Of course there are shining exceptions, but these are rare enough to make
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one wonder whether the systems we study might not be changing faster than
our understanding of them.

It has been argued that the large-scale processes that cause so much
grief for modelers should not be studied directly in the first place, and
instead should be logically decomposed into detailed subprocesses that are
more amenable to experimentation. So far as I can tell, those who make this
recommendation must never have actually tried it, or they would realize
that: (1) the number of details grows explosively as a process is decomposed
into finer details; (2) a model is still required eventually, to put all the details
back together, and small errors in this model can have large cumulative
effects; and (3) predictions from the detailed analysis must ultimately be
tested by reference back to, and experiments upon, the behavior of the
overall process of original interest. Also, you can be sure that there will be
at least one of the detailed subprocesses that does not lend itself to existing
experimental technique and resources, and the whole logical house of cards
will not stand without this detail.

Dangers of Extrapolation

We have come now to my second basic question about the traditional
scientific approach: how can we guarantee to conduct all observations and
experiments necessary to extrapolate an optimum management regime,
when the system of concern is perhaps maintained away from that regime by
conservative management policies? More simply, how can you know that
something will work until you try it? In the natural resource sciences, we
are not dealing with engineered systems about which correct predictions
should be possible, at least in principle, because the system components are
deliberately chosen with supposedly known characteristics. Even in these
systems, the regular occurrence of nasty surprises should be a warning to
anyone who would claim that we can understand how a complicated system
will act without actually testing it.

A Curved Example

Scientists who harbor some hope of successful extrapolation might
consider the example of Figure 1.1, which plots harvestable stock of a major
Pacific salmon system (Fraser River sockeye) resulting from allowing
different numbers of adults into their spawning rivers four years earlier.
There are obviously many processes at work in determining how many of
the eggs laid by the spawners will hatch, survive their freshwater rearing
period, then go to sea and survive to return as harvestable adults. (I spell
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this out a bit to evoke a sense in the biologist reader’s mind of just how com-
plex the whole survival question is.) The key feature of these data is how
they appear to demonstrate that the system has been overexploited, at least
since accurate records have been kept: over the range of recent experience,
harvestable stock appears to be about linearly proportional to spawners.
This means that spawners should be allowed to increase, until an appropriate
point of diminishing returns is reached.
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Figure 1.1. Relationship between number of sockeye salmon allowed to spawn in
the Fraser River, BC, and the number of resulting offspring measured as recruits
to the fishery four years later. Data are for 1939-73, omitting every fourth (cycle)
year beginning in 1942. The curves 1, and 7, are alternative extrapolations of
response to increased spawning stock. %, predicts higher yields if more fish were
allowed to spawn. Source: Walters and Hilborn (1976); see also Walters (1977),
Holling (1978).

Now, Figure 1.1 shows just two curves extrapolating the pattern of
response to such an increase; infinitely many such curves could be drawn, all
consistent with historical experience but predicting different responses to
management aimed at increasing spawners. How might we resolve which of
these curves of average response is correct, and thereby determine the
optimum number of spawners to allow? The scientific answer to this
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question seems so obvious as to be hardly worth stating: let more fish
spawn, and see what happens. But this answer is not at all what the tradi-
tional approach would prescribe, and in fact was strongly opposed by some
biologists when we proposed it several years ago (Walters and Hilborn,
1976). The basic objections were: (1) the fisherman would protest loudly
(more spawners means less immediate catch), and would lose whatever
confidence they might have had that the managers knew what they were
doing in the first place; and (2) the uncertainty can be resolved without dis-
turbing the existing management balance, by conducting more basic
research on the factors that limit production (cause the curves to bend over at
high spawning densities). The first of these objections is more serious than it
may initially appear, and I will return to it and related issues in Chapter 2.

Reflect for a moment on the complexity of the salmon life cycle (and
it is simple by fisheries standards), and consider studying the various limit-
ing factors that could operate at each stage in this cycle, without deliberately
manipulating the number of fish entering each stage. We could, of course,
do local experiments on small groups of fish in limited areas, without appre-
ciably affecting the overall system. But what about those factors, such as
disease transmission, that are not apparent at all except when large
populations/areas are studied? (Disease outbreaks on spawning areas are a
real concern with Fraser River sockeye.) What about the effects of overall
densities of spawners on straying rates of fish to colonize new spawning areas
and old areas that were depleted many years ago? The list of these experi-
mentally difficult questions is practically endless, and would make any pre-
diction based on small-area studies very dubious indeed! So, even if a con-
servative harvest regime were followed for a long time so that all the feasible
local experiments could be conducted, there would still be fundamental
uncertainties about the effect of increasing overall spawning numbers. In
short, the waiting would not solve the problem, and considerable opportuni-
ties for increased harvest might be lost over the waiting period.

The fact that adaptive learning through management “experiments”
may proceed much more quickly than through conservative management
and basic research has been noticed by some practicing managers for many
years, and has helped fuel an unhealthy split and mutual contempt between
managers and researchers in many agencies. This split makes the valuable
basic advances that do occur much more difficult to put into practice, and
isolates researchers from the wealth of experimental opportunities afforded
by whole-system manipulations by managers.

It is implicit in the above discussion that every managed resource sys-
tem is somehow unique, with at least some quantitative characteristics that
cannot be inferred from experience with other (replicate) cases. This
assumption is obviously not correct in many situations, particularly in forest-
ry and agriculture, where large and relatively homogeneous systems can be
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subdivided into many spatial units, with some proportion of these units
devoted to experimentation that can be directly applied to the other units.
Indeed, one of the wisest resource management decisions in American his-
tory was embodied in the Homestead Act of 1865, which systematically
reserved a vast grid of farmland areas for agricultural experimentation.
Testing of innovative schemes on these areas has probably been one of the
main factors responsible for the dramatic success of American agricultural
development. Of course, even in these situations there are large-scale
processes such as wind erosion (producing dust bowls) and plant disease epi-
demics that could not reasonably be anticipated on the basis of local research
activities.

Fisheries and wildlife workers have been slow in taking advantage of
existing opportunities for replicated experimentation on a fairly large scale.
A very delightful and surprising paper by Bilton et al. (1982) illustrates this
well. They studied the effect of body size and date of release into the wild on
the survival rates of juvenile coho salmon produced in one of the many sal-
mon hatcheries that line the Pacific coast of North America. By varying
these two haichery “operating parameters,” they showed that there is a
rather sharply defined optimum combination to shoot for, involving smaller
sizes and later releases than have generally been used in production
hatcheries. The surprising thing about this study is not that it found such an
optimum, but that it was done more than 20 years after large-scale invest-
ment began in salmon production hatcheries. The earlier record of experi-
mentation and even standard operating results from these very costly
hatcheries is so spotty and pathetic that one must wonder how the invest-
ments were ever justified in the first place.

Issues of Adaptive Management: A Preview

The various questions raised above are disturbing, and they have cer-
tainly not been resolved by my brief discussion. My hope has been only to
raise doubt in the reader’s mind about some very basic (and usually unques-
tioned) notions of how we should proceed in developing better resource
management systems. The remainder of this text will explore an approach
that has come to be called “adaptive management.” This approach begins
with the central tenet that management involves a continual learning process
that cannot conveniently be separated into functions like “research” and
“ongoing regulatory activities,” and probably never converges to a state of
blissful equilibrium involving full knowledge and optimum productivity.

The business of designing adaptive management strategies appears to
involve four basic issues:
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(1)  bounding of management problems in terms of explicit and hidden
objectives, practical constraints on action, and the breadth of factors
considered in policy analysis;

(2)  representation of existing understanding of managed systems in terms
of more explicit models of dynamic behavior, that spell out assump-
tions and predictions clearly enough so that errors can be detected and
used as a basis for further learning;

(3) representation of uncertainty and its propagation through time in
relation to management actions, using statistical measures and imag-
inative identification of alternative hypotheses (models) that are con-
sistent with experience but might point toward opportunities for
improved productivity;

(4)  design of balanced policies that provide for continuing resource pro-
duction while simultaneously probing for better understanding and
untested opportunity.

The following chapters will look into some details about each of these issues,
using a mixture of theoretical arguments and relatively simple case exam-
ples. The emphasis will not be on presenting recipes for successful practice,
but rather on stimulating critical thinking about the issues.

Chapter 2 examines the very treacherous matter of deciding what
management is about. In systems analysis this is sometimes called “bound-
ing the problem,” and most, if not all, resource policy analyses go astray
right at this starting point. It is very easy to build a lovely fairy castle of pol-
icy based on some incorrect presumption about what management should or
can do, then to be shattered upon presenting it by hearing just two words:
“who cares?”

Chapters 3-5 are concerned with representation of understanding
through mathematical models. Chapter 3 reviews the so-called adaptive
environmental assessment (AEA) process mentioned earlier, which tries to
make model building a more effective adaptive process for the people
involved in it. Chapter 4 looks at some of the models that have been widely
used in fisheries analysis, and at some of the biological and economic
processes that these models have failed to address adequately. Chapter 5 is
concerned with the very exciting possibility that many resource problems can
be well represented with very simple and understandable models resulting
from “compression” of the quite complex models that usually emerge early
in the AEA process. Simple models are more attractive to decision makers,
and are usually all that can be identified or realized in the face of the very
noisy data available.

Chapters 6 and 7 look at the sometimes discouraging problems of
embracing uncertainty by comparing models with experience in the form of
time series data from exploited resources. Chapter 6 discusses uncertainty in
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general, then reviews the Bayesian idea of assigning probabilities to alterna-
tive models and the recent systems theoretic idea of “realization,” in which
the analyst seeks to find all possible dynamic structures that are consistent
with the data available. Chapter 7 borrows some ideas from the theory of
stochastic control, to model the sequential learning process involved in
resource development and continued probing of responses; a particular con-
cern in this chapter is with statistical methods of “tracking” parameter
changes over time in relation to unmodeled processes such as environmental
change.

Chapters 8-11 take up the matter of finding optimal, or at least rela-
tively good, harvest regimes in the face of great uncertainty. Chapter 8
reviews some basic ideas about stochastic optimization, with emphasis on the
notion of designing feedback policies to cope with unpredictable variation.
Chapter 9 deals with the design of actively adaptive management policies, in
which there is a deliberate attempt to find some optimal balance between
conservative, usually stabilizing, harvest regimes versus the disruptive prob-
ing necessary to gain better understanding of long-term potentials. Chapter
10 looks at the design of actively adaptive policies for replicated systems,
where a number of spatial subunits (stocks, areas) are managed together and
may be informative about one another. Finally, Chapter 11 examines the
design of adaptive policies for complex and ambiguous situations where for-
mal optimization is not practical because of the number of variables
involved.

Problems

1.1. Consider the uncertain production relationship in Figure 1.1. Iden-
tify at least three factors that might make average recruitment lower
(dome-shaped curve) at higher spawning stock densities. Indicate
why “local” (laboratory, field pilot scale) experimental data about
these factors would not provide a reliable basis for predicting
responses of the whole system.

1.2. Again in relation to Figure 1.1, identify two major reasons why a
return to historical escapement levels might not result in an immedi-
ate return to historical recruitment rates.

1.3. Table 1.1 shows population size and harvest data for whitetail deer
introduced into a large fenced area, the George Reserve (McCul-
lough, 1979). Assuming that population size next year equals popu-
lation this year plus net production minus harvest, estimate net pro-
duction for each year as population next year minus population this
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1.4

Table 1.1. Population size and harvest of whitetail deer in the George
Reserve. Estimates from Figure 3.1 of McCullough (1979).

Prehunt Prehunt

Year population Harvest Year population Harvest
1927 16 0 1949 132 35
1928 30 0 1950 130 58
1929 50 0 1951 87 14
1930 80 0 1952 121 43
1931 140 0 1953 127 45
1932 160 10 1954 129 40
1933 220 96 1955 158 84
1934 155 19 1956 112 58
1935 215 41 1957 91 22
1936 170 100* 1958 107 52
1937 145 36 1959 96 35
1938 140 37 1960 101 55
1939 143 46 1961 77 13
1940 130 51 1962 112 53
1941 130 43 1963 108 30
1942 120 33 1964 118 41
1943 110 30 1965 122 44
1944 106 22 1966 121 47
1945 104 11 1967 125 63
1946 160 52 1968 103 50
1947 130 30 1969 94 43
1948 103 20

% Value of 80 assumed in Chapter 5 estimation.

year plus harvest. Plot your estimates as a function of population this
year. Does this plot leave you with any doubt about whether the
population has recently been held near the level that would maximize
average net production?

A controversial aspect of big game management in Canada and
Alaska concerns the validity of wolf control (predator removal) as a
means of increasing ungulate productivity and stock sizes. A typical
wolf pack needs to kill around 100 moose per year to maintain itself
(survive, reproduce, etc.), and under “normal” conditions a pack will
defend a territory large enough to contain at least 1000 moose; under
such conditions the wolves are apparently quite selective about taking
mainly weaker moose that would likely have died anyway. But what
might happen in situations where the moose population has been
reduced by hunting, habitat loss, hard winters, or other factors?
Identify several specific alternative hypotheses about the effect of
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wolves in such situations, and suggest experiments that might help
resolve the uncertainty.

Develop a computer program to test how many observations would be
required to tell which curve in Figure 1.1 is correct, given different
escapement levels. The program should (1) plot the historical data
and curves 1, 12; (2) secretly (randomly) select one of the curves,
then generate simulated data from it at any escapement level you
select; and (3) pause after generating and plotting each data point, so
you can decide visually whether the correct curve is apparent. For the
dome-shaped model, use the equation

R, = 5.1 exp(1.96 — 0.445-1 + w,)

where R = recruitment, s = escapement, and w, is normally distri-
buted with mean zero and standard deviation 0.3. For the asymptotic
model, use

_ S,_[Cw'
"~ 0.1237 + 0.1025s,

with w, as above. On average, how long does it take you to be
confident about the correct curve when the escapement is 1.5? 2.0?
3.07 Be sure to conduct at least five trials (called Monte Carlo simu-
lations) at each escapement level, since the number of data points

required for clear discrimination is itself a random variable. How
many mistakes did you make by picking the wrong model after too
few observations were available? Based on this experience, what do
you think about the policy recommendation of “incremental experi-
mentation” on the Fraser River, which would involve slowly increas-
ing escapements toward 2 million over a 10-20-cycle period?
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Chapter 2

Objectives, Constraints, and
Problem Bounding

1, the Onceler, felt sad

as I watched them all go,

BUT ...

Business is business!

And business must grow

regardless of crummies in tummies, you know

Dr Seuss, The Lorax

It hardly bears repeating that resource policy analysis cannot proceed
intelligently without at least some articulation of the objectives of manage-
ment, the constraints placed on managers to reflect broader resource alloca-
tions and implied social objectives, and the scope of factors considered
worthy of study. Most textbook discussions have concentrated on debates
about obvious objectives, such as maximizing sustainable yield or economic
efficiency of harvesting, and I will review these discussions briefly below.
However, actual management practice rarely proceeds in accordance with
simple objectives; after all, decision makers are people who, like the rest of
us, are guided partly by motives that are often not so lofty and are not
spelled out clearly. These implied objectives are usually expressed in terms
of risk-averse behavior and resistance to change in general, and so can (and
do) make it extremely difficult to implement adaptive policies that call for
variation and change as essential to learning. So if the reader is otherwise
excited by the idea of adaptive management, he or she should understand
right at the outset that there are formidable obstacles to practical implemen-
tation.

The discussion will proceed in five steps. First, I will provide some
background to the need for management, by reviewing the usual course of
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events in unmanaged systems; two extreme patterns are possible, depending
on the basic structure of resource ownership. Second, I will review some of
the obvious management objectives that have developed in response to the
general perception that unmanaged systems do not behave optimally.
Third, I will look into the delicate matter of how management institutions
actually behave, in view of implied objectives and the fact that there are
always conflicting actors who bargain to better their positions. Fourth, I will
argue that institutional factors lead not to productive equilibrium, but rather
to a rhythm that occasionally produces crises and adaptive opportunity, so
the timing of policy design and implementation is crucial. Finally, I will
turn to the difficulties of bounding problems for analysis, to draw the dis-
turbing conclusion that there are no natural boundaries; the very definition
of a problem is itself an adaptive process.

Behavior of Unregulated Systems

The quotation at the beginning of this chapter comes from a delightful
children’s book about the “conflict” between ecology and economics; it
presents a model of development that I have noticed is also held by most
university undergraduates, namely that unregulated development driven by
the greed of resource exploiters always results in the total destruction of
resources. In this model, government regulation is always necessary if there
is any concern for the rights and opportunities of future generations.

In reality the need for management is rarely so clear-cut, and depends
on at least two basic factors. The first is resource tenure or ownership; even
in the absence of public intervention, resources held in “private ownership”
tend to be husbanded by the owners. The second is the economic behavior
of resource users even when the resource is held “in the commons” (public
ownership); this behavior can result in harvesting cycles or “bionomic equi-
librium” (Clark, 1976) where it does not pay the resource users to destroy
the resource completely.

Tenure and resource husbandry

In the early development of North America, it was established as a
legal principle that fishery and wildlife resources be held in public owner-
ship, for the use and enjoyment of all. This choice was understandable in an
environment of plenty, and where the creatures were usually seen to move
about over large areas. However, a very different situation has developed in
parts of Europe, and this situation gives important clues regarding basic
human attitudes and values about long-term resource maintenance.
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Wildlife and freshwater fish are remarkably abundant in Central
Europe (the Germanies, Austria, Czechoslovakia, Hungary), especially con-
sidering the human population density. There is a complex system of
resource tenure and ownership, with harvesting rights and management
responsibility held largely by individuals, families, or game cooperatives in a
mosaic that has evolved over many years. Individuals gain access to harvest
through various arrangements, ranging from long-term leases to daily
licenses, and the costs are astronomical by North American standards. In
1982, a day of Austrian trout fishing cost me about $30; a friend’s 130-
hectare deer hunting lease cost him about $8000 per year. These charges do
not even entitle the harvester to keep what he takes; the kill may be retained
by tenured owners for sale through the ordinary meat market.

Such high charges for hunting and fishing have led some economists
to conclude that resources are maintained in Central Europe simply because
it pays to do so in the short term. This conclusion is both naive and mislead-
ing; it does not explain, for example, why people like my hunter friend are
willing not only to spend a lot of money every year, but also to put much
time and effort into husbandry activities like habitat improvement and
winter feeding. Some of those activities will not bear fruit until long after
my friend and the people from whom he leases are gone, yet he pursues
them joyfully. There is a concern for the long-term future that can hardly be
explained by today’s balance sheets.

The term “resource husbandry” is often applied to situations where
the users, without external regulations, show great concern for maintaining
the resource in spite of other short-term economic opportunities. The atti-
tudes and priorities of husbandry seem to reappear wherever the resource
user can sequester fairly stable rights or tenure, suggesting that these atti-
tudes reflect rather basic human values that transcend local cultural cir-
cumstances. Attitudes very similar to those of my hunter friend are r.cgu-
larly expressed by American environmentalists, by Canadian big-game
guides who hold relatively exclusive territories for trophy hunting, and by
marine commercial fishermen when they lament about the competitive con-
ditions of large fleets pursuing a shared resource.

Ray Hilborn and I accidentally stumbled on a vivid demonstration of
husbandry attitudes by Canadian Pacific salmon fishermen, who normally
operate under viciously competitive circumstances involving large numbers
of boats fishing short weekly openings in small areas off the British Colum-
bian coast. We were conducting short courses for the Canadian govern-
ment, intended to expose commercial fishermen to some of the management
principles and difficulties faced by the government’s biologists; it was hoped
we could help defuse some of the government/industry conflict for which the
salmon fishery had become notorious. We decided it might be helpful to
have a simple simulation game on a microcomputer, where a fisherman
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playing the game would have to manage a model salmon population over
time by choosing catches and spawning escapements each year. In effect we
made the game player a sole owner of the resource, and he could do with it
as he wished. Several dozen fishermen have played this game, and we never
saw a single instance where the player deliberately chose to take a quick kil-
ling and get out! All the players adopted a “timeless” attitude, probing the
model’s responses to try and find a good operating level (spawning stock) for
maintaining high long-term productivity. After playing they continued to
complain bitterly about the government, but only about how it went about
regulating them. The basic objective of husbandry was never questioned.

These fishermen were not a culturally homogeneous group who might
have been educated from childhood to accept a conservation ethic. They
ranged from native Indians, who very explicitly claim such an ethic as part
of their tradition, to some very hard-nosed businessmen of various European
descents. Their educational backgrounds ranged from third-grade illiteracy
to a masters degree in economics. Some had grown up with fishing and had
relatively small financial investments in the business, while others had
recently purchased quarter million dollar seine fishing vessels and were obvi-
ously out to make a fortune.

There is an extensive literature on resource husbandry, most notably
in this century by writers like Aldo Leopold and Roderick Haig-Brown.
Rather than dwell on it further, for the remainder of this book 1 will take the
demand for long-term management as a basic given for policy design. Hav-
ing a long-term view is an obvious condition for adaptive management;
there is no point in learning more about something you intend to destroy
shortly.

Behavior of common property systems

Most really grim instances of resource mismanagement (from the hus-
bandry point of view) have occurred in situations where no one claimed
ownership of the basic resource, and where there was relatively open access
for new harvesters to enter the game. In such situations it makes no sense to
the individual harvester to engage in conservation practices, since the benefit
of his actions may be immediately taken by someone else. It is little wonder
that North American resource users have often been branded as shortsighted
and greedy; it would usually be a waste for them to behave otherwise.

Let us sketch out the typical pattern of development that occurs in a
common property resource that is initially unexploited, and where the users
do not agree over time to accept some collective or external restraint. This
pattern has been well documented in many texts; for a good discussion of it
in terms of dynamic models, see Clark (1976). I find it easiest to visualize
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the processes involved by thinking of the pattern as having four basic stages,
the last of which may be lost under certain conditions: (1)
discovery/initiation of development; (2) bandwagon growth; (3) the fallback;
and (4) evolutionary development. FEach of these stages is discussed in the
following paragraphs.

The discovery/initiation phase of development is poorly understood
and curiously unpredictable. It involves much more than a general percep-
tion that there is an abundance of something worth harvesting. Some
resources have been passed over for many years, even after their abundance
was noted, and it seemed quite clear that there were potential markets for
the products. The initial development appears to require special risk-taking
individuals, driven either by exploratory curiosity or by desperation about
the disappearance of opportunities elsewhere. Particularly in the develop-
ment of commercially sold resources, the risks can appear to form a very for-
midable barrier: will the harvesting equipment work as planned? Can a pro-
duct marketing network be developed? Will the resource collapse naturally,
sooner than expected? Will the rapid entry of other harvesters deplete the
resource so quickly that even initial investments will not be repaid? These
questions may not loom so large in the minds of the government or large
corporation agents who initiate many modern resource developments, but
they remain as brakes to slow the first harvesting steps.

Once it is reasonably clear that the resource is abundant enough to
support more users and is profitable to pursue, development enters the
bandwagon growth phase. There is rapid diffusion of information among
potential resource users, sources of capital financing are offered (if appropri-
ate), and there is rapid learning about how the resource is distributed and
can be captured efficiently. There may also be rapid learning, of the
avoidance type, by the organisms. These learning changes are critical from
the point of view of adaptive management, since they greatly complicate the
interpretation of data acquired from resource harvesters, during a period of
great disturbance that would otherwise represent a valuable chance to learn
more about response potentials of the resource.

A number of factors may cause potential harvesters to overestimate
how well they would do by entering the game, as the bandwagon phase
proceeds. First, the information they receive on profitability is generally a
bit dated, and is often a biased sample emphasizing those already in the
game who have done well. Second, it may take time, several years even,
from the point of the decision to enter until capital equipment (boats, etc.)
are ready to use; the entering harvester must make some forecast, which
usually means assuming that conditions will remain as they have been for at
least a few more years. Third, examination of harvest data may give a seri-
ous overestimate of the renewal potential of the resource; the initial develop-
ment usually “mines out” some unproductive stock components (older
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organisms, marginal substocks that take long periods to build up, etc.; see
Ricker, 1973b).

Considering the above factors, the third or fallback phase is practically
inevitable. Rather suddenly, the harvesters find themselves in an environ-
ment of substantially reduced resource abundance and strong competition
from other harvesters. As economists put it, the profits are dissipated, so no
new entry decisions are made. However, there may still be new entrants,
due to misinformation and to the lags from decision to action, so the squeeze
becomes even tighter. The outcome is, of course, predictable: catches fall,
many harvesters cannot meet costs or feel they could do better somewhere
else, and harvesting effort also declines. Sometimes the decline is exag-
gerated by some natural catastrophe or environmental change that would
have done less damage to the unharvested stock; perhaps the most dramatic
example in this century was the collapse of the Peruvian anchoveta fishery
(Figure 2.1).
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Figure 2.1. Development of the Peruvian anchoveta fishery. The sharp collapse in
1972-73 was apparently associated with a major oceanographic change known as
El Nifio. For an excellent analysis, see Glantz and Thompson (1981). Source:
Glantz (1983).

Under certain conditions the fallback is followed by an evolutionary
development period, which is characterized by relatively stable or cyclical



Ohbjectives, Constraints, and Problem Bounding 19

yields, and by occasional periods of rapid technological change in the har-
vesting industry as new techniques are discovered and diffuse among har-
vesters. In biological terms, it is a period of “punctuated” evolution, with
periods of near equilibrium interspersed with episodes of rapid change
(Caddy, 1983). These episodes may be driven by harvesters trying to gain
comparative advantage over one another, but unfortunately this generally
involves getting better at finding the resource. In the long term, technologi-
cal improvements may drive the resource stock so low that it collapses to a
point of commercial, or even biological, extinction.

Three conditions must be met if there is to be a period of bionomic
equilibrium or evolutionary development after the fallback, in the absence of
management. First, the resource must become effectively more difficult
(costly) to find as its abundance declines. This means it must not be spatially
clumped in some very accessible manner; the passenger pigeon was
apparently hunted to extinction in North America because the last few flocks
and individuals kept returning to the same trees, where they were easily
shot. Second, there must not exist some alternative resource that can con-
tinue to support high harvesting effort after abundance has declined. This
was a basic problem with blue whales in the Antarctic; they would not have
been driven so near extinction if the whaling fleets had depended on them
alone. The fleets kept going, and killing blue whales incidentally, because
they could still take fin, then sei, then minke, and other whales. The third
condition is that the stock should not exhibit some production difficulty when
densities are low, such as trouble in finding mates (so-called Allee effect), or
increased natural mortality rates due to predators that would ordinarily take
only a small fraction of the stock but remain efficient hunters when the stock
is low (so-called depensatory mortality effects).

A great deal of concern has been voiced by resource biologists about
the third of those conditions, probably just because it is a biological condi-
tion that their training prepares them to think about. There are plenty of
examples of the first two conditions causing at least commercial extinctions,
but surprisingly little empirical evidence that the third condition is a com-
mon danger.

The key point to take away from this brief description is that resource
development in the commons involves a number of fundamental forces or
processes, both economic and biological, that do not just disappear when
management is attempted. Profitability, risk, recent experience, the com-
petitive scramble, and technological evolution remain as variables
influencing the behavior of harvesters. Biological factors such as erosion of
stock structure through loss of less productive subunits result in a changing
pattern of productivity over time. On both sides of the ecological/economic
interaction, there are forces at work to prevent the long-term maintenance of
any happy equilibrium or balance that may be achieved, and these forces
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come back to haunt the manager who tries to view his problem from any
narrow perspective or disciplinary emphasis.

Explicit Management Objectives

In practical situations resource management plans may be developed
from detailed scientific analyses, but they are ultimately the subject of essen-
tially political debate and action. In such debates it has proven essential to
define and focus argument on relatively simple measures or standards of per-
formance. There is nothing wrong with structuring debates in this way;
indeed it may result in clearer illumination of broader concerns and tactical
requirements for action than would any deliberate attempt to systematize
debate to cover all issues. The following review of simple objectives is
presented in a roughly historical sequence, to show how explicit objectives
have become more sophisticated over time.

Sustainable yield

One simple management objective has been just to maintain the
status quo, preventing resource deterioration and decline of yields from
whatever average has been recently achieved. More precisely, the manage-
ment authority maintains a running account of recent performance, usually
in the form of graphs plotting production trends over time, and tries to
prevent these trends from turning downward. Management is viewed as a
holding action against the forces of resource depletion.

This objective is obviously foolish from any long-term perspective,
since action guided by it will prevent both development of potential and
recovery from historical depletion. Yet many management agencies in
North America, particularly those concerned with wildlife and sport
fisheries, have acted as though it were a sufficient basis for wise decisions.
When asked why they do not try to do better, proponents from these agen-
cies have responded with arguments like: (1) ecology is so complex that
there is no such thing as a relationship between stock and sustainable yield,
so any deviation from the current (“tried and true”) regime might result in
some unexpected disaster; (2) movement to a more productive regime would
involve allowing higher immediate yields, and these would result in unreal-
istically high expectations about the long term; or (3) movement to a more
productive regime would involve lower immediate yields, which are politi-
cally difficult to sell. We see in these arguments some of the implicit
management objectives that will be discussed in the next section.
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Maximum sustainable yield

It has long been recognized that there is likely to exist some relation-
ship between resource stock or population size, and the sustainable rate of
harvest. Very low stocks are likely to produce only small sustainable yields,
if for no other reason than that not enough organisms are around to do the
reproducing and growing that constitutes potential production. Very high
stocks are also likely to be unproductive, due to competitive interactions that
reduce the performance of the average individual; also a high stock might
perhaps deplete the other ecological resources upon which it depends. It has
been argued that any natural population that we see today must exhibit some
pattern of excess production related to stock size, at least on the long-term
average; populations without this characteristic should have already gone
extinct due to inevitable natural variations.

So, the argument goes, there should exist some intermediate stock or
production base that produces the greatest excess above maintenance
requirements; this excess is the maximum sustainable yield (MSY). Rather
elaborate models have been developed to make inferences about precisely
what stock size should produce MSY, and about management tactics (such
as regulating the size of organisms harvested) to maximize particular mea-
sures, such as total weight of organisms harvested. We will discuss some of
these models in Chapters 4 and 5.

Some authors have tried to view MSY as a rigidly deterministic,
equilibrium concept, and have argued that it is silly even to compute such a
simple number to describe the potential of populations that are subject to
various effectively random disturbances. They note further that it would be
impossible to maintain the MSY, as a fixed quota, for any length of time.
Even the slightest downward disturbance in stock size would result in lower
production, which would not balance the MSY quota, so stock size would
decline further. There would ensue a vicious circle of more and rapid
declines. The decline of the Pacific halibut (Figure 2.2) may have been
partly due to such a vicious circle, where the initial disturbance was an
increase in incidental catches of halibut in other fisheries (Deriso, 1983).

Another problem with MSY is Ricker’s (1963) “big effects from small
causes.” The exploitation rate that produces MSY is likely to be near a cliff
edge, with slightly higher rates driving the stock toward extinction. The
exact location of the cliff edge can never be known exactly, and it is a real
problem to decide how conservative the management should be.

In response to problems of deterministic assessment, it has been sug-
gested that managers regulate harvests according to a “feedback policy” that
varies the yield over time in some relation to changing stock size. As
we shall see in Chapter 8, it is not difficult to construct such a policy if the
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Figure 2.2. A reconstruction of historical changes in stock biomass, equilibrium
(sustainable) catch, and actual catch for the halibut fishery of the northeast Pacific
Ocean. Notice that the reduction in actual catches was initiated around 1970, a
full 10 years after a marked stock decline had begun. Source: Deriso (1983).

objective is a stochastic analogue of MSY, namely to maximize the average
yield over a long period. Then the optimal feedback policy to use is ridicu-
lously simple. The manager should set a particular base stock or escapement
computed from studying production rates at different stock sizes, then each
year harvest the excess above this base. Unfortunately, such base stock or
fixed escapement policies require annual assessments of stock size (which can
be very costly), and result in high variability of harvests from year to year.
They also prevent the variation in stock size that is needed to make statisti-
cally valid, adaptive assessments of the stock-production relationship, which
is likely to be changing over time.
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Risk-averse utility

Many resource managers show strong aversion to any policies or
developments that involve risk. As noted above, managed systems are often
viewed as delicately balanced, with any change inviting disaster. In an effort
to counter such rigid and intuitive views, while providing some rational way
of dealing with the reasonable objective of avoiding unnecessary risks, it has
been suggested that management should attempt to maximize what statistical
decision theorists call a “risk-averse utility function” (Raiffa, 1968; Keeney,
1977).

A utility function is just a way of measuring the uncertain outcomes
of alternative “gambles,” on a single value scale. I can explain the idea most
simply with an example, a situation my brother-in-law faced a few years
ago. Through some lucky circumstances, he was involved in the discovery
of a potentially very rich gold mine. Shortly after the discovery he was
approached by a large company, which offered to buy the claim for
$250000. So he was faced with a hard choice: take the certain quarter of a
million, or gamble that by keeping the mine he could get much more. He
felt the mine could produce anything (after development costs) between zero
and about $2 million, and his “expected value” (outcomes weighted by odds)
was about $1 million. Well, he chose to take the sure quarter million; his
“utility” for this was higher than for the gamble with an expected value four
times higher. He claims he would not have been able to decide if the sure
offer had been only $100 000, so we say he had equal utility for the choices
“100 000 for sure” and “gamble on a million.” The utility measure defined
(and assessed) this way can also be used to compare various gambles against
one another, and to define a general pattern of risk aversion in the decision
maker’s mind. If my brother-in-law had required a million for sure before
he would forgo the gamble, we would call him “risk neutral.” Had he
required an even larger sure payment, we would call him “risk prone.”

In resource management it is tempting to construct utility functions to
measure perception of policy gambles involving harvest, so as to help select
the best possible (utility-maximizing) gamble. Such assessments require
determining the utility functions of the decision makers, and also doing an
honest job of admitting and clarifying uncertainties and placing odds on
alternative outcomes. Thus the assessments are in the general scientific
spirit of making management as open and objective as possible. There
might be serious technical problems about placing odds on outcomes, but
these odds are somehow perceived and used anyway in making intuitive
decisions, so they should at least be aired for debate.

Unfortunately, there is a pretty fundamental difhculty: whose utility
function should guide the decision? Ray Hilborn once assessed the utility
functions for catches of Canadian government salmon managers and some



24 Adaptive Management of Renewable Resources

commercial fishermen. He found the government biologists to be uniformly
very risk-averse, as were the younger commercial fishermen he interviewed.
These young fishermen had new families and mortgages to worry about, and
were concerned to maintain a steady, even if lower, income. But there were
some risk-neutral individuals, and even a few (mostly older) risk takers who
saw fishing as a grand gambling game; they claimed to highly value occa-
sional chances at the big haul. Why should the public, the basic owners of
the resource, act to support any of these very personal attitudes? The biolo-
gists were certainly not vested with any special understanding of public
values and needs. Indeed, since the public holds and somehow benefits from
many resources, perhaps it would be best served by treating each in a risk-
neutral way.

Risk aversion is an important concern in adaptive management.
Consider the choice, for example, between some conservative, status quo
harvesting policy versus a more daring experimental policy with uncertain
outcomes. Suppose we are confident that the conservative policy will con-
tinue to produce average harvests of 10 units per year, while available data
indicate a 75% chance that the experimental policy will result in yields of 20
units per year, but a 25% chance that the average will be reduced to 5 per
year. Especially when many such policies and outcomes are to be compared,
using some formal computational procedure (optimization algorithm), we
are forced to find some objective way of ranking or ordering the choices. If
we ignore risk aversion, and weight each possible outcome by its probability
of occurrence, we would assign the experimental policy an expected value of
(0.75)(20) + (0.25)5) = 16.25; this calculation obviously favors the experi-
ment. However, for a risk-averse manager, the statistical expectation will
have little meaning; the 25% chance of low returns will weigh heavily on his
mind.

Economic efficiency

Most resource management in this century has centered mainly on
the husbandry objectives outlined above, with the implicit assumption that
regulation and enhancement of biological harvests will also lead to economic
well being. This assumption is incorrect, and like many shortsighted and
expedient choices it can lead to precisely the longer-term maladies that it
seeks to prevent. Recall again that management rarely proceeds as a simple
“command and control” process with management agencies fully in charge;
instead there is a bargaining process with at least some power vested in the
resource harvesters. When their economic interests are jeopardized, the har-
vesters are usually in a position to prevent, retard, or delay needed husband-
ry actions.
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Consider what happens when a lid or quota is placed on harvest from
a developing (or recovering) common property resource. This lid does not
remove the economic incentives (profits, high wages) that attract new har-
vesters and investment in better equipment; indeed, it may have the oppo-
site effect by providing potential investors at least some assurance that a bio-
logical fallback is not imminent. So economic development proceeds, and
the limited yield is shared among progressively more harvesters. Ultimately,
profits are dissipated and wages fall exactly as in the unregulated situation,
until no new investors are attracted. Far more labar and capital than are
needed are now employed in pursuing the resource, but even further
changes are to come. In order to achieve harvest limitation, the manage-
ment authority employs tactics such as closed seasons and restricted harvest
areas. Harvesters, seeking ways to better their individual takes, start
responding to the regulations with various technological innovations (such as
faster boats to reach the fishing areas first). To survive, other harvesters are
forced to copy these innovations, and progressively more stringent regulation
is required to stay in step with the developing technology. New technologies
often involve economies of scale through larger harvesting units, so the
industry becomes more capital intensive with larger debts to be serviced (and
therefore stronger insistence on high harvests in the short term). So, in the
long term, harvesting industries tend to develop toward configurations of
technologies and income levels that are highly vulnerable to unexpected
events and natural variations; such industries become powerful lobbying
forces against management actions that are intended to cope with the varia-
tions.

A general hypothesis in economics is that maximization of a society’s
welfare requires at least that the basic factors of production (labor, capital,
resources) be “efficiently employed,” i.e., shuffled around through market
incentives or central planning until each productive activity uses no more of
each factor than necessary. According to this hypothesis, governments as
resource owners should restrict entry to resource harvesting, even if there is
no concern about long-term bargaining relationships, to that level of harvest-
ing effort where adding another unit would add more to harvesting costs
than to revenues. For a more precise discussion of the conditions for
economic optimum, see Clark (1976).

We may quarrel about the welfare maximization hypothesis, ques-
tioning everything from the economists’ welfare measures to the assumptions
they like to make about things like perfect markets. But the key point is that
lack of economic management is bad for almost everyone concerned with a
resource; it pays to take at least some steps toward economic efficiency.
There have been some very clever proposals about how to accomplish this.
One approach is to place a direct tax on the harvest (but not on resource
entry; high “license fees” often make matters worse in the long term), so the
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public both takes its cut of the profits directly and makes new entry
unprofitable before the industry gets so large. Another is to assign indivi-
dual (or vessel) quotas, usually with some tenure or ownership and transfer
rights so more efficient harvesters can buy them up, with each quota large
enough to assure reasonable wages and return to capital investment. Con-
sidering the dangers of quota regulation in relation to generally uncertain
overall resource production, an alternative scheme is to allocate transferable
shares as fixed proportions of whatever variable total harvest is allowed.

Discounted value

Concern with economic regulation has brought attention to a very
fundamental issue in resource management, namely how to value harvest
deferred to the future relative to what could be taken today. Surely we
should not claim that a ton of codfish harvest taken 100 years from now is
worth as much to society as a ton taken next year; what is our responsibility
to try and ensure that the later ton is available, especially considering the
gross uncertainties involved? No one may even want codfish 100 years from
now, and even better substitutes may be available. Also, we can take the
money from that ton of codfish next year, and invest it in other productive
activities whose value grows with time; should we save the codfish if its
growth potential is lower?

Economists approach these questions with two notions: option value
and discounting (Krutilla and Fisher, 1975). Option value is defined as the
amount of money that we would be willing to bid now, just to ensure the
availability of a resource to future generations. Its determination is essen-
tially a political and social matter, difficult to do in practice (how do you eli-
cit correct responses from people about what they would be willing to pay?).
Discounting is a more practical approach, and is based on an argument of
rational consistency in comparing any two time periods in the future: if we
value a unit of harvest deferred until next year at 90% of its value if taken
this year (a 10% discount rate), should we not also assume that decision
makers 5 or 10 or 20 years from now will place the same relative value on
the next year’s harvest? If so, we should value a unit harvest two years from
now as 0.9% or 81% of its value now, three years from now as 0.9’ or 73%
of its present value, and so forth. The total future value, say V, can then be
viewed as an infinite sum of annual values v,, weighted by discounting:

V = f: o'v,
=0

where 8 is the discount factor (0.9 in the above example). This formulation
of value has the advantage of not assuming an arbitrary cutoff point or time
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horizon, as is sometimes done in making calculations about future opportun-
ities.

If it is agreed to measure resource value in terms of discounted incre-
mental values, it becomes a critical problem to choose an appropriate
discount rate or at least to show that the ranking of any proposed policy
options is the same for all reasonable rate choices. Some economists have
argued that this is a nonproblem, that resources should be treated like any
other investment opportunity and valued with current lending rates. Others
argue for very low “social discount rates.” The basic issues at stake are the
ethical responsibility of governments today to future generations, and
whether to be optimistic that people in the future will find ways to take care
of themselves no matter what we do today. Obviously these issues cannot be
resolved completely: values are not universally shared, and the future will
remain uncertain.

Clark (1973) published the disturbing conclusion (for resource
managers) that it is optimal to let a renewable resource be driven toward
extinction, if the maximum renewal rate of the resource is less than the
discount rate used in valuing it. It may not pay the harvesters to drive the
resource to extinction, but government should not intervene to prevent a low
bionomic equilibrium. This conclusion came at a time of great controversy
about the world’s whale stocks, whose maximum production rates of 3-15%
are well below the interest rates that were then prevalent in investment deci-
sion making, and there were heated debates about it. Although it is difficult
now to cut through the confusion of issues in that debate (i.e., whether it is
ethical to kill whales at all), it appears that consensus was reached that the
International Whaling Commission should base its decisions on very low
discount rates. Other agencies and commissions will probably follow this
model, and I will assume low discount rates in most places where the ques-
tion arises in this book.

Economic stability

Resource harvest is fed into marketing systems, or at least the har-
vesting activity supports some secondary industry (guides, tourist resorts,
etc.). These induced activities may be impossible to sustain without some
trust among the actors involved, in the form of reasonably stable employ-
ment, supplies, orders, reservations, and so forth. What bank, for example,
would give a fish processing plant or fishing resort the revolving loans it
needs to meet operating expenses when income is delayed or seasonal, if
there is no assurance that fishing will even be allowed next year? When you
think about the complex web of transactions and consensus required to
maintain resource-based economic activity, especially in systems that have
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been functioning for many years, it is easy to understand why about 90% of
the discussion in government/industry forums (commissions, hearings, user
committees, etc.) is usually about issues of short-term stability, and 10%
about the “broader” objectives outlined above. Yet there has been very little
theoretical or empirical research about the importance of short-term stability;
I suspect this reflects a lack of experience by most researchers of the practi-
calities of business decision making.

Prevention of rapid change can be in direct conflict with other
management objectives. I noted earlier that maximization of average harvest
is achieved by a “fixed escapement” policy, which causes large variations in
catches; this conclusion also applies when catches are discounted into the
future, and when the objectives involve simple measures of economic
efficiency, such as total long-term profit. For stocks that are already seriously
depleted, fixed escapement and related policies imply that harvesting should
be discontinued immediately and completely, in order to minimize the
recovery time to productive stock levels. The adaptive probing policies to be
discussed later in this book call for strong variations in harvests around the
level that appears best on the basis of historical data.

For stocks that exhibit strong short-term variations, there have been a
few attempts to quantify the trade-off between maximizing long-term yield
versus maintaining some constancy over time. Figure 2.3 shows an example
(Walters, 1975) for sockeye salmon of the Skeena River in British Colum-
bia. Here I did a series of optimizations, each with a progressively higher
target (or average) catch, and at each target tried to find the feedback policy
that would simply minimize the variance (mean squared deviation from
average) of catches around the target over a long time horizon. The result-
ing curve of mean versus variance is called a Pareto frontier, and it shows
the best achievable combinations of these two measures. The results show
that it might be possible to almost completely eliminate variation in catches,
but only by accepting a considerable (30%) reduction in the average. This
conclusion is hopeful; most fish stocks are not as variable as the Skeena sock-
eye. However, objective analysis cannot show where on the Pareto frontier
of Figure 2.3 it would actually be best to operate; that is a matter for
compromise between government and industry.

Other mechanisms and policies can act as buffers against variations in
natural production, if it is considered important not to stabilize harvests
directly. In market economies, prices for major resource commodities are
inversely related to supplies; this tends to dampen variations in income, at
least to the immediate resource harvesters. Better technologies for product
storage (canning, etc.) allow processing industries at least some flexibility to
stabilize delivery of harvests to markets, although these industries must then
maintain inefliciently large capital facilities if they are to take advantage of
bumper crops. Government may take an active role to stabilize incomes,
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Figure 2.3. Best possible trade-off between mean and standard deviation of catches
from a salmon population. Each point along the dotted “frontier” represents the
lowest standard deviation that can be achieved by following a feedback policy that
holds the mean as shown on the vertical axis. For Skeena River sockeye, the his-
torical combinations achieved were far below the optimum. Source: Walters

(1975).

especially for harvesters, through various insurance programs. Usually these
programs, such as unemployment insurance, serve the whole society; it
would be possible to design more focused resource insurance schemes to tax
the harvesters in good years and pay them back in bad ones. Indeed, feed-
back saving/spending schedules could be computed cheaply and separately
for each individual, to reflect his own time preferences and risk aversion.

Economic and cultural opportunity

Some resources appear to be managed as glorified welfare programs,
with far more people employed in management and harvesting than would
appear to be economically efficient. Canadian fisheries are an example;
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government expenditures for management, industrial subsidies, and unem-
ployment insurance probably exceed total resource revenues (quantities
times wholesale prices) in some areas and years, although exact accounting is
impossible because of shared programs and so forth. Such policies are
justified in the short term as politically expedient (buying votes, etc.) and
socially merciful in view of the human suffering that would be caused by
dislocating and retraining people for other employment. But might there not
be long-term values as well, especially in an era where the labor require-
ments for many economic activities are falling due to changing technologies?

A valid objective for government policy might be simply to help max-
imize the diversity of choices and opportunities for people to seek employ-
ment and lifestyles that suit their personal preferences. Resource harvesting
usually involves rather unique cultural situations and lifestyles, with dimen-
sions ranging from outdoor work to the challenges of scramble competition
to the very special community life that develops in places like isolated fishing
villages. It has been argued that the attractiveness of these situations is one
of the reasons why resource industries become overdeveloped, with some
new entrants knowingly accepting lower wages and profits than they could
achieve elsewhere. In effect, the wage differentials measure how much these
entrants are willing to pay to enjoy such lifestyles; the problem, of course, is
that by taking a part of the limited pie, the new entrants force already estab-
lished harvesters also to accept less. Perhaps the answer to this problem is to
develop systems of legal rights, based on precedence of entry and general
welfare concerns, analogous to those used in the management of water
resources.

Implicit Objectives

The above discussion was intended to lead the reader rather gently
from a consideration of obvious theoretical objectives through to thinking
about some of the deeper social issues that should concern resource
managers. Now we shall step back a little, and look at how management
institutions function as collections of people with limited rationalities and less
lofty personal objectives that color their responses to threat and opportunity.

In a brilliant study of how public decisions are made, Allison (1971)
notes that analysts have used three models to interpret how management
institutions “behave™ in practice. Simplest is the rational actor model, in
which the institution is seen as behaving like a single individual, somehow
making rational choices using information and explicit objectives. Allison
notes that this model often does not work; actual decisions bear little rela-
tionship to stated objectives. More realistic is the standard operating pro-
cedures model, which argues that most government actions are the result of
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people who try to follow standardized operating procedures and rituals. The
idea is that thinking in general, and risky decision making in particular,
makes most people very uncomfortable; so they try whenever possible to fall
back on “tried and true” measures, and generally try to minimize the
amount of hard work required to get on with the job. Also, following stan-
dard procedures frees people to spend time working on personal objectives,
such as moving up in the government hierarchy, and to shift blame for bad
outcomes onto “the system.”

Allison’s third model, of push-and-pull among power factions, is
perhaps even more relevant to understanding how resource decisions are
made. The notion is that government agencies and their constituents are
divided into power blocks or factions, each with rather narrow objectives.
Decisions “emerge” from direct bargaining among factions, hidden power
plays, differential access to higher authorities, and so forth. The key point is
that lines of authority and influence are seldom so clear-cut as you might
think from looking at organization charts, committee systems, and commis-
sion agendas.

It is easy enough to see the power faction model in terms of broad
government/industry/public factions, but it is equally important to under-
stand that there are usually factions within government agencies as well. In
large agencies especially, people are charged with specialized tasks. It can
become impossible for individuals to maintain a balanced view of how
important their tasks are to the management system as a whole, and they
often feel a need to press task objectives strongly just to survive in the orga-
nization and maintain personal esteem. My favorite example, from personal
and family experience, is the people who run government fish hatcheries. It
is virtually impossible to work around a hatchery for very long, with its very
tangible outputs produced through a lot of drudgery like pond cleaning and
crises like disease outbreaks, without developing a very strong personal com-
mitment and feeling that it must all be worthwhile. So when broader
management analyses indicate (as is often the case) that the hatchery fish are
not surviving to be caught or are surviving well but causing problems with
wild production through competition or attracting too many fishermen, it is
little wonder that hatchery people often become viciously defensive and try
to build their power bases through simplistic arguments and direct appeals to
the public for support.

Management agencies are supposedly organized as hierarchies of
responsibility, with people at the top concerned about broad strategic issues
and people at the bottom about day-to-day operational tactics. But this
intended organization usually breaks down to some degree in practice.
Power factions, in pursuing limited objectives, do not respond precisely to
command/control decisions from above. People at top decision levels do not
concentrate solely on the difficult and ambiguous strategic questions; they



32 Adaptive Management of Renewable Resources

often take refuge instead in worrying about (and interfering directly with)
the more understandable details of routine operations.

So throw together some hatchery managers, law enforcement officers,
ecological researchers, welfare economists, statisticians, policy planners,
resource biologists, administrative personnel, and perhaps quite a few oth-
ers. Call this a management agency. Now “interface” it somehow with its
constituents, ranging from politicilans worrying about the next election, to
concerned conservationists, to careful business entrepreneurs, to “cowboys”
out to take the biggest catch this year. Be sure to throw in a few characters
with complex motives, like an operator of sport fishing charters who loudly
opposes fishing regulations that would make it easier to catch fish without his
help. Finally, consider the resource itself, a complex ecological system that
is too expensive to monitor thoroughly, changes unpredictably in response to
environmental factors, and generally offers all sorts of conflicting signals that
are open to every interpretation from imminent disaster to grand opportun-
ity. There you have the modern management situation. It is little wonder
that progress appears to be almost nonexistent, that only major crises seem
to elicit concerted response, and that resource managers are often branded as
cynics with little concern for resource husbandry.

Rhythms of Crisis and Opportunity

The last paragraph was not meant to be completely discouraging, and
it contained what I believe is a critical phrase: “crises seem to elicit con-
certed response.” The behavior of managed systems appears to follow a
rhythm, or pattern, of punctuated evolution that has much in common with
the evolutionary development of unmanaged resources: there are time win-
dows when substantial policy change and adaptation is possible, interspersed
with longer periods of normal operation when changes are actively resisted
or ignored (Caddy, 1983). It appears that whole economies display such
rhythms, as evidenced by Marchetti’s (1980) analysis of major technological
innovations over time.

Cycles of opportunity for change are practically inevitable in large
management systems, when various management responses are delayed
through insistence on standard operating procedures and where each move
involves bargaining among conflicting interests or factions. Most actions
will follow Lindblom’s (1959) prescription of “incrementalism,” making
small improvements without taking large risks. The trouble is, of course,
that no procedure or policy is perfect when dealing with a large, open sys-
tem; even if the system’s environment is not changing, policies contain the
seeds of their own destruction. Holling (1980) cites the examples of insecti-
cide spraying to control spruce budworm outbreaks in eastern Canadian



Objectives, Constraints, and Problem Bounding 33

forests, and forest fire control in the western United States. These policies
were initially very successful, but set in motion an accumulation of fuel (for
fires and insects) that made control costs grow rapidly and the disasters more
severe when they did occur. Examples already mentioned from fisheries
include the eventual collapse of fish stocks managed under fixed-quota har-
vests, and the decline of wild stock production following the introduction of
hatcheries intended to supplement that production.

It appears to be a general feature of policy failure that the deteriora-
tion starts out slowly (while the policy works almost as planned), then
accelerates as the system state moves further from its intended level when the
policy was designed. In principle it should be possible to design feedback
policies where state changes are monitored to prevent entering such
“domains” of rapid change, but in practice the key variables are either not
recognized and considered part of the problem, or they are measured inaccu-
rately enough so there is continuing excuse for inaction until the changes
become too large to ignore. In short, Lindblom’s presumption of incremen-
tal changes and responses simply does not work.

So the rapid changes induce a sense of crisis among the actors
involved in policy formulation, leading to a period of willingness to reexam-
ine basic objectives and assumptions. “Systems views” are solicited, and
there is likely to be good funding for us modelers. What happens next
appears to depend somewhat on luck. If the debates and analysis stumble
upon some really good new approach, it may be quickly adopted and blessed
with a chance to become standard operating procedure. More often, the
most pressing problems seem to solve themselves; the people most hurt by
the crisis give up and go away, and the system settles into a new apparent
“steady state” (period of tolerably slow change). Unfortunately, the new
steady states resulting from inaction tend to be progressively less productive
relative to long-term potential, with the resource stock eroded and generally
higher costs of production. This deterioration is often masked (and left open
to debate) by well intentioned decisions during the crisis to introduce new
resource monitoring systems; rarely is there sufficient attention to make sure
that the old and new data sets can be precisely compared.

Government employees often complain that crises develop all too fre-
quently, so they are forced into “firefighting” new problems every few days
or weeks, and have no time for long-term planning. They rightly develop a
feeling of unease that all the tactical “band-aids” are hiding the patient’s real
illnesses, or are making them worse. Their concerns are justified, but what
they are usually seeing are the seeds of disaster rather than the deeper culmi-
nation of effects that represents major crisis and opportunity for strategic
change. Such opportunity is likely to come only once every 10-30 years.
For example, in the history of Pacific salmon management in Canada, the
following periods stand out:
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1913: Natural disaster reduces Fraser River sockeye, fishery develops for
other stocks.

1925: New fishing techniques, overcapitalization, high exploitation rates
coastwide.

1947: Widespread stock depletion, initiation of systematic catch and
escapement monitoring.

1969:  Collapse of herring fishery, rapid growth in various government
programs.

1980:  General feeling of economic crisis and failure of regulatory sys-

tems, initiation of Royal Commission on Fishery Policy.

There were, of course, other developments between these very fuzzy dates;
for example, a major salmon enhancement (habitat improvement,
hatcheries, etc.) program was initiated in 1974, and it helped contribute to
the sense of crisis that emerged around 1980.

One should not be discouraged that major opportunities for change do
not come very often—perhaps only once or twice in a manager’s working
lifetime. There is plenty to be done at other times, and it may even be pos-
sible to deliberately engineer changes in the period and depth of the rhythm.
Especially with messy data sets that are open to alternative interpretation,
and with a diverse community of economic interests containing some dis-
gruntled people all the time, there is always the chance to form vocal coali-
tions of unease. This apparently happened in the salmon history outlined
above; Pearse’s (1982) analysis of biological and economic statistics does not
show all that much change in the late 1970s. Obviously, crisis engineering
cannot be recommended as a regular management tool; it is too easy for
fabricated cases to be shattered, and with them the credibility needed for
ongoing management. A wiser strategy is to be alert to real crisis develop-
ment, and then to try to manage its course so as to turn it more quickly into
adaptive opportunity.

Bounding Problems for Analysis

It should be obvious from the discussion so far in this chapter that
there are no “natural” boundaries for defining renewable resource systems or
the limits of management responsibility in dealing with them. Once one
admits that it is not enough to focus on biological resource husbandry, the
domain of potential concerns becomes a matter of practicality and continuing
adaptation. Suppose, for example, you have been asked to examine future
management options for the Peruvian anchoveta fishery. You might begin
with a look at its biological history of performance, especially as related to
the oceanographic changes (El Nifio) that apparently led to its collapse
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(Figure 2.1). But you would quickly become concerned with why the stock
has not been allowed a better chance to recover, and this would involve
analysis of the political and economic environment within which decisions
are made. Since the fishery is a major component of the Peruvian economy,
perhaps you should be worried about how managing the fishery would affect
overall measures of economic performance, such as employment and invest-
ment in other industries. That would lead you in turn to issues of interna-
tional trade, such as Peru’s balance of payments and world demand for the
anchoveta as an industrial product. Anchovetas have been used mostly for
fertilizer, so you might worry about world demand for fertilizers in general,
and in particular about substitutes that may enter the market. In the limit,
what seemed at first to be a tidy biological problem turns out to have even
global dimensions and opportunities for policy intervention (Glantz and
Thompson, 1981). Frightened by this scenario of broadening economic con-
cerns, you might choose the opposite tack of delving more deeply into the
biology and oceanography. Need I even point out that you would, if you
proceed systematically, expose an equally frightening chain of causality lead-
ing down into biological details and outward across the Pacific Ocean?

It is easy to become caught either in a case of “paralysis through
analysis,” or the equally foolish extreme of rejecting analysis entirely and fal-
ling back on the problem bounds set through earlier experience or codified in
someone’s textbook. It should be possible to improve upon either extreme,
without ever pretending that there exists a single “best” model and course of
action. In this view, analysis should proceed by deliberately looking at the
system from several vantage points, each differing in four key bounding
dimensions:

(1)  breadth of factors considered;

(2)  depth of analysis into detail;

(3)  spatial scale of variables considered;
(4)  time scale or horizon for prediction.

The classical “theory of fishing” mostly prescribes analysis at only one point
in these four coordinates: (1) breadth—a single biological species; (2) depth
—average rates of growth, mortality, and recruitment; (3) spatial scale—the
so-called “unit stock” of interbreeding individuals with similar movement
patterns; and (4) time scale—a few fish generations, or sidestepped by
assuming equilibrium. In retrospect, many historical fisheries situations
(such as the anchoveta) could have been better understood by broader
analysis (including economic factors), perhaps even less concern for biologi-
cal details, by looking at larger spatial scales in relation to factors like move-
ment of fishermen from stock to stock, and by deliberately examining regula-
tory options and effects on several time scales. In other cases, probing into
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details might have revealed dangerous pitfalls or interactions that would
become important later.

The approach of deliberately looking at a system from several per-
spectives (different problem boundaries), hoping to learn something from
each, is related to a common debate that I consider rather trivial and decep-
tive. That is the argument about “top-down” versus “bottom-up”
approaches to analysis. According to top-down proponents, you should
begin by looking at the system very broadly and simply, as a few subsys-
tems, then begin decomposing each subsystem until an acceptable or ideal
level of detailed description is achieved. The bottom-up view is that you
should begin, instead, with the system’s most primitive or elementary units
(individual fish, boats, etc.), and reconstruct (predict) aggregate behavior of
direct management interest by analysis of the interactions of the elementary
units. My objection to looking at problems according to either of these
recipes is simple enough. Neither has a “natural” starting point in the first
place, and by pretending that one exists you are quite likely to enter a long
process of analysis leading directly away from the relationships that should
be of concern. You can only avoid this in the top-down approach by begin-
ning always with a global perspective, which would usually be a waste of
time, and in the bottom-up approach by always starting with molecules,
which is equally silly. Also, human beings generally do not think very sys-
tematically, especially in cases where imaginative solutions may be needed,
and are likely to leave out something important when following any particu-
lar recipe. That key element of imagination and creativity can most readily
be stimulated by deliberately and repeatedly jolting your perspective to look
at things from diflerent angles.

One way to make the business of problem bounding a little less pain-
ful and ambiguous is to think carefully at the outset about what products the
analysis should produce. It has been taken for granted by too many analysts
that the ultimate goal should be detailed and quantitative predictions about
the future of the system. But in practice such predictions are seldom exam-
ined very carefully or taken seriously by the actors involved in decision mak-
ing. Indeed, data and predictions are often used very selectively to back up
narrow positions and even deliberately to promote confusion in what have
been called “battles of models.” Detailed analysis may be necessary to estab-
lish credibility or to explore particular tactical options, but the key product
should usually be a small set of strong (robust) qualitative arguments and
conclusions that can be understood and debated by actors without quantita-
tive skill. Each step in the analysis (and each proposal for data gathering, for
that matter) should be first examined in terms of its likely contribution to
qualitative arguments.
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Figure 2.4. Problem boundaries are often identified by working outward from a
few key performance indicators. Broader and more detailed concerns are added at
each step by thinking about factors that influence each variable already identified,
until boundaries are reached where it is felt that further elaboration would be im-

practical or unnecessary.
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Experienced model builders often approach problem bounding by
“working outward” from a few key indicator variables, as illustrated in Fig-
ure 2.4. For example, early discussions might indicate that it is critical to
make at least some predictions about total catch and employment. A next
step is to identify major factors that influence or determine the key indica-
tors, and that are likely to change over time in relation to policy actions and
uncontrolled natural dynamics. Catch is obviously influenced by available
stock size and harvesting effort, and these variables are in turn interdepen-
dent (arrows in Figure 2.4), since changes in stock size will influence the wil-
lingness of harvesters to exert effort. Then, in a series of further steps, the
variables and interactions (dependences) identified at each previous step are
examined maore closely, with a view to identifying (1) component factors that
may be important (for example, stock size is influenced by growth, recruit-
ment, and natural mortality, as well as catch); and (2) boundaries for the
analysis, beyond which further elaboration would be impractical. In this
approach, the “boundary” is defined by making a series of explicit decisions
to treat factors as constant or related to factors already identified, while
admitting that, in fact, there are other influences at work. In Figure 2.4, a
decision to treat interest rates and prices as constant, or related only to catch,
is made as an explicit choice not to look into the larger economic system
where availability of financing and product demands are determined.

The Hilborn Plan

Let me close this chapter with a brief case example of policy analysis
in fisheries. This example illustrates some difficulties and pitfalls of analysis,
but also the potential for uncovering new policies that sidestep apparently
unresolvable conflicts in objectives.

For several years, a small research group at the University of British
Columbia had been looking into various problems of Pacific salmon manage-
ment in Canada. In cooperation with government biologists, we examined a
rather staggering mass of data ranging from historical population trends to
fishing fleet behavior to the details of fish movements and regulations in local
fishing areas. We constructed literally dozens of management models, from
simple stock-recruitment curves to a giant coastal simulation that traced how
over 100 stocks move through the various fisheries each year.

Then in 1981, Peter Pearse was appointed to lead a Royal Commis-
sion on the status and potential of the Canadian Pacific fisheries. Royal
Commissions bring many actors together in a format of public hearings and
written briefs, and the Commissioner produces a report with recommenda-
tions for government action. We were asked to prepare an analysis of the
biological potential of the stocks, using our experience plus a sequence of
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assessment workshops involving government scientists and managers, and to
present key results to Commission audiences in the rather innovative form of
microcomputer simulation games that could be used by the audiences to
explore alternative policy options. By the time any of these games were
ready, the Commission’s hearings had already fostered some very lively
debate about the future of the resource.

Our earlier analyses had indicated two basic paths that future produc-
tion might follow (Figure 2.5), both rather bleak from some points of view.
One extreme path involved “bite the bullet” rehabilitation of overexploited
natural stocks to more productive levels as quickly as possible, by not fishing
at all in various places (see above discussion on MSY objective). An alterna-
tive we called SEP or “the American plan,” to stress a pattern that had
already developed in Washington and Oregon. This option would involve
maintaining and trying to increase harvest through massive investment in
enhancement (hatcheries, etc.), and it was just beginning in Canada with a
$300 million enhancement program. The basic trouble with this plan is that
the enhanced stocks are mixed with wild fish in most fishing areas, yet can
withstand much higher exploitation rates. So to reap the benefits of
enhancement, it appeared necessary to allow high exploitation rates that
would cause further decline in wild stocks. The end result would be a fool’s
bargain, with the same total production concentrated in relatively few
engineered systems, operated at least partly at public expense.

We could see no way around a hard choice between these two
options, until Dr Mike Healey commented during an assessment workshop
that we should be looking at broader policy options such as catch quotas.
We had avoided discussion of quotas because of their obvious dangers, noted
earlier in this chapter, and had concentrated instead on an agonizingly
detailed analysis of optimum spawning stocks and exploitation rates. Then
Ray Hilborn made what I can only call a brilliant intuitive leap, seeing a
new option that all of us had missed (Figure 2.5).

Hilborn’s idea is almost ridiculously simple. It comes from noting
that the exploitation rate, which must be reduced if wild stock recovery is to
occur, is basically just the ratio of catch to stock size. We usually assume
that the ratio can be reduced only by reducing catch. But in the salmon
case, enhancement can be used to increase the denominator, stock size; in
fact, this direction is politically much preferable to reducing catches immedi-
ately. Hilborn’s idea is to hold catches at constant quotas for a while as
enhancement comes on line, so initially the exploitation rate must fall. This
starts to allow wild stock recoveries, which in turn contribute to driving the
rate down. The end result is like eating your cake and having it too: both
wild stock and enhancement production are increased, and stable economic
returns are maintained during the transition period. To hold the quotas in
the face of increasing abundance of fish, it would be necessary to
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Figure 2.5. Three scenarios for future development of the salmon fisheries of Brit-
ish Columbia. The rehabilitation scenario involves reduced catches immediately to
allow stock recoveries. The current salmonid enhancement program (SEP)
scenario involves continued development of artificial production systems, and re-
placement of natural populations. The Hilborn policy scenario involves a combina-
tion of artificial production and fixed catch quota until the mid-1990s. Source:
Walters et al. (1982).
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progressively decrease fishing effort (days open, net sets per fisherman, etc.)
and thus, possibly, employment in the industry, but that reduction would
probably be necessary under the other plans as well.

Hilborn’s plan is an excellent example of “counterintuitive behavior”
in dynamic systems; two apparently dangerous policy instruments when con-
sidered separately (quotas and large-scale enhancement) can in combination
produce improvements measured by a whole variety of management objec-
tives. We followed up the initial idea with much careful quantitative model-
ing, to look for dangerous side effects and to determine more precisely what
quotas and enhancement outputs would be needed to give various time pat-
terns of development. But this was easy after seeing the basic need to look at
the combined effects of the policy instruments, rather than the incremental
effects of each.

So modeling and analysis led us initially to a point of frustration,
which it then took a step of creativity and imagination to break. But even
the point of frustration might not have been reached if we had tried to
sidestep a lot of careful, quantitative analysis. The creative step then led to
another round of analysis, and eventually to the simple policy arguments of
the previous paragraph. It is these arguments that were finally debated in
the Pearse Commission.

Problems

2.1. Ciriticize the proposition that “the objective of management should be
to maintain the population at the level where productivity is highest,
so as to provide the maximum sustainable yield.” What must be
meant here by “productivity,” and how does the proposition read if
you insert this meaning instead of the single word? Is there likely to
be such a well defined level? What investments might be necessary to
achieve and maintain any particular population level?

2.2. Try to determine your own degree of risk aversion regarding uncer-
tainty about future incomes, by identifying what level y of sure
income you would barely accept if the alternative choice were a 50:50
gamble with possible outcomes 0 and X dollars. (Be sure to estimate
y for several values of X, including some X values well above what
you ever expect to earn.) You are risk averse if your y values come
out far below X/2, and risk neutral if they are near X. Then com-
ment on the following questions: Have you been (or can you be)
completely honest with yourself about how you would react if the
choices were real? If you are some day in a government policymak-
ing or advisory position, should you advocate public policy choices
that “feel comfortable” in terms of your own personal risk aversion?
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2.3.

2.4

2.5.

2.6.

Adaptive Management of Renewable Resources

Suppose you are asked to advise about how to manage a population
that has been depleted through overharvesting or a natural disaster,
and will likely remain low unless deliberate steps are taken to reduce
harvest rates. Suppose it has been estimated that the best stock size
(for long-term production) is roughly double the current stock size,
and that the population will increase by 10 — X percent per year
toward that best level, where X is the annual percent harvest rate
allowed over the recovery period. Show how the choice of X will
affect the length of the recovery period.

Suppose the harvest value in each year for problem 2.3 is presumed
to be v = X,N,\, where A = 0.98, and the total resource value is
measured by V = L!% v,. Suppose the population is to be held at N,
= 2N, after it reaches this level, by setting X = 10% per year. Show
how the total value V will be affected by the choice X, of harvest rate
during the recovery period. What happens to your conclusion if A =
0.92? A = 0.85?

Consider the stochastic recruitment models presented for Fraser River
sockeye salmon in problem 1.5. For each model, use Monte Carlo
simulations to estimate the mean and variance of catches over the next
50 cycles (generations) for three possible “feedback policies” for set-
ting C,, the annual catch:

(1) C, =R, =1.0(but G, =0ifR, <1.0). Here 1.0 is a “fixed
escapement” target.

(2) C,=0.75 R,. Here 0.75 is a “fixed harvest rate” target.

(3) C, =2.5. Here 2.5 is a “fixed quota” independent of N..

For all tests, let s, = R, — C;. Which policy would you prefer if you
were a commercial fisherman?

Using the simulation developed for problem 2.5, try to find a feed-
back policy function C(R,) that will give higher variance of catches
over 50 cycles than the fixed escapement policy. Then try to find a
policy function that will keep the catch as near to 4 million as possi-
ble, deviating from this target only when the stock size gets very low.
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Chapter 3

A Process for Model Building

Modeling is much too important to be left to modelers.

F.E.A. Wood (1978)

Chapter 2 emphasized the complex environment of renewable
resource decision making, and the need for both careful quantitative analysis
and some “imaginative synthesis” to occasionally cut through the complexi-
ties. This chapter turns to a process, called adaptive environmental assess-
ment (AEA), that uses the construction of dynamic models as an intellectual
device to help people clarify issues, communicate effectively about shared
concerns, and explore objectively the consequences of alternative policy
options. Details of the process have been described elsewhere (Holling,
1978; ESSA, 1982), so this chapter will provide only an overview with
emphasis on how the process is employed to promote adaptive policy
development.

Why Bother?

Let me begin with a brief discussion about why it is important for
resource analysts to engage in quantitative model building in the first place.
This issue has been discussed at length in dozens of treatises from practically
all scientific disciplines, and at least one (general systems theory) is deeply
preoccupied with it. Yet among resource scientists, and particularly biolo-
gists, just mentioning the word “model” can still be an invitation to long and
heated debate, or even immediate personal rejection. All sorts of myths
about what modeling can and cannot accomplish are promoted on the one
hand by people who seem threatened by it, and on the other by inexperi-
enced proponents who try too hard to defend it. Let me review a few of
these myths, and show that there is really nothing to be frightened or defen-
sive about.
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Perhaps the worst myth is what I call the all or nothing stance.
According to this myth, if models are to be useful they must be capable of
detailed and/or precise quantitative predictions. It is not made clear what is
meant by “useful,” but the implicit presumption is either that scientific
hypothesis testing hinges critically on small deviations from predictions, or
that selection among policy options requires accurate prediction. If these
presumptions were true, it would indeed be folly to engage in renewable
resource modeling. The old adage about computers, “garbage in, garbage
out,” could be (and is) interpreted literally and applied to all resource
models, if for no other reason than the lack of natural bounds for resource
systems (Chapter 2). One can always find some “boundary assumption”
about the constancy of larger systems surrounding the resource or unimpor-
tance of some details that is almost certain to be incorrect. So some people
argue that if you cannot do it perfectly, do not do it at all. This argument
should carry about as much weight in modeling as it does in other human
affairs.

Another myth is that modeling is a substitute for experience. 1 know
few model builders who would make this claim, which goes back to the
Baconian notion that the behavior of natural systems can be deduced a priori
from basic principles. But the claim is often made that models can be used
as “laboratory worlds” to “test” the possible effects of policy options that are
too big or expensive to study experimentally. Here I think modelers have
been at fault for not choosing their words more carefully; there can, of
course, be no test (in the scientific sense) when experimentation or observa-
tion is impossible. A more precise statement of the “laboratory world”
notion requires some cumbersome verbiage, and goes something like this:
we must still make policy choices even when experimentation is impossible,
and choice is always based on some sort of inference about alternative out-
comes; since inference (i.e., prediction) is unavoidable, we should make the
assumptions underlying it (i.e., the laboratory world) as clear as possible, if
for no other reason than to avoid mistakes of reasoning (hidden assumptions,
incorrect deductions). In other words, modeling in some general sense is
unavoidable, so do it openly.

It is really an empirical question about whether explicit modeling (as
opposed to intuitive inference) really helps to avoid bad reasoning. Few
would doubt this in fields like physics, but some historians have promoted
the myth that “complicated” sciences like biology have proceeded produc-
tively without resorting to the “mental crutches” of modeling. So they must
deny that the models of the mathematician Thomas Malthus helped Charles
Darwin crystallize his ideas about natural selection, that Gregor Mendel and
his successors did not benefit from thinking about and extending his genetic
models, and that an army of field ecologists has not gone forth to study why
Gause’s competitive exclusion principle (deduced from a trivial model) has
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not prevented the incredible richness that we see in natural communities.
One may argue in each of these cases that the models were too simplistic and
should have been discarded or modified long before they were, that they
were woven into dogmas that retarded scientific progress; but this is an
indictment of scientists, not of the models!

The value of modeling in fields like biology has not been to make pre-
cise predictions, but rather to provide clear caricatures of nature against
which to test and expand experience. It seems to be a very fundamental
human need or requirement to construct such caricatures as a basis for learn-
ing. Moskowitz (1978) noted that even the learning of language by children
seems to involve a modeling process. His argument is that children form
explicit hypotheses (models) about how to say words, then use feedback from
parents to correct these models. This argument has a counterintuitive conse-
quence supported by some experimental evidence: “baby talk” by parents
can promote rather than retard learning, by giving children feedback that is
closer to their initial models (and so makes it easier for them to modify these
models).

Modeling involves two fundamental phases of thinking that alternate
with one another in a sort of adaptive dance. There is an inductive,
creative, synthetic, constructive phase when we try to decide what and how
to include in the caricature of reality. Then comes a deductive, more
mechanical phase when we use mathematical analysis and simulation,
employing the caricature as a “deductive engine.” We then compare the
deductions with expectations and, if inconsistencies are revealed, the dance
continues with another round of induction. Learning is involved in both
these phases; we may be equally surprised by the gaps in understanding that
attempts at synthesis usually reveal, and by the predictions themselves.
Some workers have stressed one or the other phase, claiming that we learn
either mostly from the discipline of thinking constructively, or from rigorous
deductive analysis. So we find people content to develop flow charts and
“conceptual frameworks,” and others preoccupied with mathematical tools
for optimization, sensitivity analysis, and so forth. These extreme stances
have contributed a lot to the confusion.

When you reject the extreme stances and recognize modeling as a
very human way of groping for understanding, it should be obvious who will
benefit most from it: those who engage in it directly. A great deal of money
has been wasted by government agencies on contracts to model builders, in
the hope that grand predictive models will be produced and then used by the
agency. The modelers certainly learned a lot from these efforts, and have
produced many lovely (and largely ignored) reports detailing formulations,
predictions, and uncertainties. A few of the models have seen some use, but
mostly as interactive computer games that are not taken seriously, or as gen-
erators of thick printouts to impress audiences who will never read them.
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How Adaptive Environmental Assessment Works

AEA was developed as a way of getting people involved in modeling
as a learning process, rather than as something you hire a specialist to do.
The basic idea in AEA is to bring people with a mix of knowledge and
talents together for brief periods of intense interaction in “modeling
workshops.” The usual workshop involves:

(1)  a modeling team with some experience in the details of mathematical
formulation and computer simulation;

(2)  research scientists with various disciplinary backgrounds and special-
izations;

(3)  resource managers with experience in the nuts and bolts of monitor-
ing and regulation, and a feeling for the history of the system;

(4)  policy analysts/decision makers with some broad responsibility for
defining management objectives and options.

It is made an explicit objective of each workshop to develop and test (deduce
predictions, run on computer) a quantitative model of the management
problem during the time available. In early sessions, this model is usually
developed as a computer simulation, representing various components of the
managed system in some detail. Later sessions may involve “compressing”
the model to eliminate unnecessary details and to provide a clearer, simpler
basis for developing qualitative arguments about policy options.

That it is possible to build rather complicated and realistic models
during short workshops was discovered by accident, around 1970. Our
group at the University of British Columbia was asked to give a three-day
seminar on systems analysis to research project leaders from the Interna-
tional Biological Program (IBP), which consisted of several large (and at that
time, unique) interdisciplinary research teams, each attempting to study a
“whole ecosystem.” These leaders had been encouraged to include model
builders in their teams and to synthesize the disciplinary results into ecosys-
tem models, and most of them were rightly suspicious of the idea. To give
them an inside view of modeling potentials and pitfalls, and to stress the
observation that it is mostly the modelers who learn from modeling, we
decided it might be possible to actually have them construct and run a little
ecosystem model during the seminar. So we put together a team of graduate
students to help with the programming, and Ray Hilborn wrote a skeleton
program to make it easier to enter model relationships and plot results. That
seminar was three days of sleepless nightmare for the modeling team; the
research leaders enthusiastically elaborated a far more complicated ecosystem
model (of a hypothetical lake) than we could program for them, our mini-
computer broke down several times, and the only simulation results that we
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finally did get were utter nonsense. We feared that the seminar had pre-
cisely the opposite effect than intended, and that the participants would leave
with even deeper doubts about the value of model building.

Figure 3.1. The construction of quantitative models is an important step in prob-
lem analysis, but the models should not be seen as final products. Here is where
they usually belong. Source: Buckingham (1979).

Then letters began arriving from the IBP project leaders, asking for
more results from their model and requesting that we do similar exercises
with their teams as participants. So we held a series of what were now called
modeling workshops, and each case allowed us to test and refine various tac-
tics to improve communication and programming. C.S. Holling suggested
we try the process on resource management cases, and he arranged to do a
series of workshops for the Canadian Department of Environment on prob-
lems ranging from spruce budworm dynamics in eastern forests to Arctic
development to Pacific salmon management. These cases led to a growing
demand, and the emerging AEA process was applied to literally dozens of
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cases. Hilborn’s programming aids were developed into a widely used pack-
age called SIMCON (Hilborn, 1973), and the AEA process was turned on
itself to assist in training new modeling teams. Four modeling teams were at
work in North America and Europe by 1982.

Few of the models developed in AEA workshops have been used
directly for policy analysis. Most have been put where they belong as
mechanical instruments for prediction (Figure 3.1), having served the essen-
tial purpose of promoting clearer thinking by and communication among the
workshop participants. Some have provided a starting point or broad frame-
work of relationships for organizing sequences of more focused workshops
and meetings, leading finally to serious policy recommendations.

Getting Started

Perhaps the most difficult step in AEA occurs during the first
workshop day or in earlier “scoping sessions” involving the modeling team
and key clients. This is the step of problem bounding, discussed in Chapter
2, where it is decided what basic components and space/time scales are to be
considered. When the bounds are set in scoping sessions, it can be difficult
to decide even who should be involved in the workshops. Politics and preju-
dices make it difficult to see a clear entry to the problem. Disciplinary spe-
cialists become defensive, worrying that their area of knowledge will not be
represented in enough detail or will be seen as of questionable importance
for continued research support. Managers insist on attention to practical
questions and to the narrow objectives that they feel comfortable working
toward. Policy people press for looking at the problem more broadly, since
they must take account of social objectives and forces that extend far beyond
the particular resource system being considered. The modeling team tries to
make its work easier, promoting consideration of factors and processes that
they already know how to represent in the computer.

Frustrations can build rapidly during the problem-bounding discus-
sions, and final consensus is seldom reached except as a matter of sheer
exhaustion or running out of time. Indeed, one of the original ideas behind
building models during short workshops was to prevent the kind of “diseased
introspection” or “paralysis through analysis” that has gripped some interdis-
ciplinary teams, and to force movement through a series of steps that are
quite likely in the end to reveal that many of the original or intuitive con-
cerns were unwarranted.

Some of the early AEA workshops were conducted during a period
when the Canadian bureaucracies were being encouraged to use systems
approaches, and in particular the notion of “management by objectives.”
The idea was apparently that formal articulation and listing of objectives
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would make civil servants function more effectively. Our workshops were
often attended by people fresh from meetings where such lists were pro-
duced, so we tried a few times to use their lists in problem bounding. The
results were disastrous, basically because spelling out what you would like
tells you very little about how to get there. In the end, we found it much
more productive to ask for lists of (1) possible actions (policy instruments,
regulatory measures, etc.), and (2) performance indicators (population size,
revenues, employment, etc.) that would be used to measure attainment of
objectives. These lists help directly to define a model structure, by pointing
to input/output relationships that should be represented either directly or
indirectly (as the consequence of interaction among other, so-called “state”
variables).

We were often admonished to “stick to the facts” and try to model
only those processes and variables for which a solid data base was available;
that is, we were asked to represent some problems narrowly, but precisely.
But by doing this we would simply be reinforcing concern with those well
trodden paths that researchers and managers have found it convenient to fol-
low, and the process would fail as a device to promote learning. Luckily,
there were normally a few wiser heads among the participants, and they
helped to convince others that we should worry first about understanding the
problem system, rather than about what work happened to have been done
to date on it.

Perhaps the most important lesson that we have learned about prob-
lem bounding is the value of deliberately looking at the system more
broadly, and in somewhat more detail, than initially appears worthwhile.
To encourage this, it is necessary to conduct the problem-bounding discus-
sions as “brainstorming” sessions, with emphasis on getting people to throw
in lots of ideas and factors while being careful not to make critical comments
or judgments that may inhibit others from speaking. Scientists usually have
a terrible time trying to behave this way, while policy people enjoy it. The
following two examples show what effect it can have on later analysis and
conclusions.

James Bay development

The James Bay development is an enormous hydroelectric project in
northern Quebec, and we were asked to look at its environmental effects.
Details of the AEA workshop and its results are given in Walters (1974); let
me just trace here what happened because of one comment during the
bounding exercise. Most of our attention had been focused on how to model
the project elements (dams, diversions, etc.) and their obvious direct impacts
on fisheries, wildlife, and the native Indian economy. Then one character
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asked “what about the camp cooks,” and amidst groans of disgust from other
participants went on to explain that the large construction camps would have
cooks (and others) with some free time every day for fishing; they might take
enough fish to make a significant dent in the very unproductive stocks, like
lake trout, that are characteristic of northern lakes. To humor him, we
agreed to include a few simple harvest calculations in the computer program.
Later in the workshop, these calculations were discussed and some rough
data on catches were presented. Suddenly the numbers did not look so
small, and we began to worry about other “incidental” harvesting activity,
for example by tourists stopping along the several hundred kilometers of
access roads to the project from southern Quebec. It did not take long to
realize that we were talking about fisheries and wildlife “impacts” that were
likely (if uncontrolled) to be at least an order of magnitude larger than total
direct impacts in the actual development area, where most of the monitoring
and research had been concentrated!

This example alerted us to be very careful about spatial bounding for
environmental assessment in general. As shown in Figure 3.2, assessment
normally proceeds with the assumption, borrowed by analogy from physics
and engineering, that effects of disturbances are greatest at the source and
diffuse in space and time. It is easy to see how bad this assumption is, just
by thinking about all the means we have for “transporting” some ingredients
of a problem to other places, or “storing” them for someone else to worry
about later.

Salmon fishing in British Columbia

Southern British Columbia supports a valuable sport and commercial
fishery for chinook and coho salmon. In view of evidence that some stocks
were declining, we were asked to examine various regulatory options for the
complex gauntlet of fisheries involved (Argue et al., 1983). Shortly after the
juvenile salmon go to sea, they become subject to “shaker mortality,” when
they are hooked and released by sport and commercial troll fishermen.
Many are trapped and smashed in seine nets. As they migrate and grow,
they become of legal size and are taken in various sport and trolling areas.
Seines, gillnets, Indians, and river sportsmen take them as they mature and
move into spawning rivers. The situation obviously calls at least for some
careful quantitative book-keeping, since regulations at one point in the
gauntlet may just make more fish available for harvest later. The fishing
interest groups are not exactly in love with one another, and demanded
assurances that conservation measures imposed on them would not benefit
someone else.
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Figure 3.2. Alternative paradigms for the distribution of development impacts.
Source: Holling (1978).

It is usual in modeling such situations to assume that fishing efforts
are either constant or subject to full management control. Then the model is
used to search for better, or at least mutually acceptable, effort combinations.
But an economist in the workshop pointed out that all sorts of variables affect
fishing effort, and that sport fishermen in particular may respond to changes
in the abundance and size of fish available. He noted that the sport fishery is
“open entry” with a trivial license fee, and involves a very large number of
people (over 100 000) who could (and do) create political nightmares for
anyone trying to regulate their effort directly. We were not convinced it
would matter, but to pacify the economist we agreed to include a program
option that made simulated sport effort increase with fish abundance.

That option came to dominate the later analysis, as we realized that
the sport fishery is a significant mortality agent and response by it can com-
pletely cancel or even reverse the effects of most conservation and enhance-
ment measures aimed at increasing juvenile and ocean survival. For
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example, suppose the shaker mortality can be reduced by making sportsmen
and trollers use barbless hooks. Fish “saved” in this way may just attract
more sportsmen later on. Sport effort responses may also exaggerate the
“American plan” effects of enhancement on wild stocks (Chapter 2). In
short, the sport fishery may induce an effectively unregulated “bionomic
equilibrium” on the system, with all attempts to increase stock size just
adding to the total sport harvest.

Similar concerns about sport effort response have become a policy
issue in other North American fisheries, such as the billion dollar sport
fishery developed in the Laurentian Great Lakes through salmon and lake
trout stocking and efforts to control the parasitic sea lamprey (we will return
to this case in Chapter 5). Effort responses should be a major worry in some
wildlife situations as well. But effort responses are one of those processes
mentioned in Chapter 1 as being very difficult to study experimentally.

Workshop Tactics

In the two examples above I skipped from the crucial first step of
problem bounding to the end results, to show how apparently minor changes
in the boundaries can make a drastic difference in what is finally considered
most important. However, like many lessons that seem obvious with hind-
sight, some careful and even tedious steps were required along the way. For
each factor that emerges as important, usually another dozen fade from con-
sideration as their possible effects are articulated. This section reviews the
steps and tactics that follow problem bounding in AEA workshops.

Defining subsystem tasks

Problem-bounding discussions can lead to an amorphous set or listing
of concerns. A first step in bringing some order to those concerns is the
seemingly simple matter of classifying them into a few subsets or subsystems.
Then later in the workshop each subsystem is analyzed more carefully by a
working group consisting of one member from the modeling team and
several participants. Generally the classification is most naturally based on
areas of disciplinary concern and knowledge, so that each working group can
concentrate on a “tightly interlinked” set of variables and relationships,
which are “loosely connected” to other subsystems through a few variables of
shared concern.

Unfortunately, the interactions that we call resource dynamics are not
so easily decomposed into nice disciplinary clusters of roughly equal com-
plexity (which would even the workload among the participant groups).
Suppose, for example, that we are looking at a case where the obvious
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concerns include biological population dynamics, pollutants and their effects
on the population, development of the harvesting industry, and the regional
economy within which the industry is embedded. Here it would seem obvi-
ous to have two working groups consisting mostly of biophysical disciplinari-
ans, and two with mostly social scientists. Now, which group should deal
with (analyze, construct simulation rules for) harvest, that key link between
population and industry? If the population group tries to model harvest,
they may need all sorts of input information from the industry group, such
as harvesting effort and measures of technological efficiency in capturing the
organisms. This would violate the tactical objective of having working
groups that share or exchange only a minimum amount of information. The
situation might not be improved by making harvest a responsibility of the
industry group, since they may need equally complicated biological informa-
tion (on densities, seasonal distribution, spatial pattern of organisms avail-
able, etc.). As we shall discuss in Chapter 4, harvesting involves a tightly
interdependent set of biological and economic factors, and some processes
like the short-term “numerical response” of harvesters to resource density
have not been studied carefully either by resource biologists or by econo-
mists. Such gray areas that fall between topics of traditional disciplinary
emphasis arise very often in workshops, and are usually the source of key
uncertainties. In practice, a workable approach has been to assign the
difficult concerns, such as harvesting, to whichever subsystem working group
appears initially to have the lightest workload. Then, as uncertainties and
expert knowledge become clearer during working group discussions, respon-
sibilities are reassigned by forming ad hoc new teams or committees to look
at the most troublesome concerns. This adaptive approach to the workshop
agenda is welcomed by most participants, though a few always find it confus-
ing and even threatening. Indeed, to apply it in an ordinary setting
(scientific meeting or management conference) would be to invite an unpro-
ductive diffusion and fragmentation of discussions, following lines of least
resistance into old and comfortable topics. What makes the adaptive agenda
work in AEA is the insistence on producing a working model during the
time available; the developing model provides both a concrete framework for
seeing where the discussions fit together, and an ever-present excuse to cut
off irrelevant or repetitive conversations.

Looking outward

The initial problem breakdown into subsystems is followed by a spe-
cially structured discussion, called “looking outward,” intended to define the
working group responsibilities as precisely as possible. It proceeds by asking
each working group to state what input information it will need from each
other working group in order to represent whatever interactions or variables
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are assigned to it as internal concerns. At first this forces each group to do
two things: (1) to think carefully about how detailed their submodel needs to
be (to decide how detailed the information inputs from other groups need to
be); and (2) to “bargain” with the other groups about what they can, in prac-
tice, provide. So a “fishing industry” group may initially ask a “population
dynamics” group for information on total catches. Then the population
group might reply with offers of detailed size composition of the catch. The
ensuing exchange may reveal that there is some reason, not initially recog-
nized, why the industry group should worry about such details. Or, the
population group may realize that its initial assumption about the need for
detail (as output from its submodel) is exaggerated.

After an initial round of defining and bargaining about input needs
for all the subsystems, each working group is then asked to look systemati-
cally at all the outputs it has been asked to produce for the other groups.
Then the question is asked “in view of these outputs requested from you, is
there any other input information that you will need besides what was listed
in the initial round? Or, even better, can you get by with fewer or simpler
inputs than you originally thought?” These questions often result in quite
surprising reappraisals by participants of what the problem is really about,
and about the importance to other disciplines of measurements (variables)
they are (or are not) prepared to supply.

In principle, the looking outward process can result in an escalating
argument over details, with each group forced to request more inputs as
requests for its outputs grow. To my knowledge, this difficulty has never
occurred in practice; most often the discussions go to the opposite extreme,
with participants too willing initially to oversimplify the interactions. Also,
participants tend to “police” one another by referring back to the
action/indicator lists developed during problem-bounding sessions, and
insisting that each new request for inputs be justified as necessary for calcu-
lating indicators in relation to actions.

Occasionally the looking outward process is used in meetings where
there is no time or commitment to produce an explicit model. This has been
especially valuable for interdisciplinary research teams trying to plan joint
studies. Too often, the members of such teams proceed into the field with a
distorted or narrow notion of what the other members will need or can use,
with a predictable result: a collection of reports that enhance each member’s
position in his discipline, and a paper or two about the whole system, but
filled with arguments that bear little relationship to the data collected.

Submodel development

The action/indicator and looking outward discussions leave each
working group with specific modeling responsibilities, as shown in Figure
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Figure 3.3. Each submodeling group in an AEA workshop has a well defined job
in terms of the information available to it and the outputs it must produce from its
submodel’s calculations.

3.3. The group must produce a collection of rules for predicting how a par-
ticular set of indicators and outputs to other groups will vary over time, in
relation to actions and time-varying inputs from other submodels.

As a charge to each group before it begins to formulate its rules, we
warn not to try anticipating which combinations of actions and time-varying
inputs might be tried later in the workshop. In other words, each group
must try to formulate its rules (submodel equations) so as to be valid for all
possible values of its input variables. This has a way of shifting attention
away from recent historical averages and trends, toward trying to make
statements about functional relationships (how variables relate to one
another, independent of particular times of observation). Almost immedi-
ately and inevitably, attempts to make such functional statements lead to the
recognition that historical experience is limited, so that extrapolations (as in
Figure 1.1) will be necessary.

Most AEA computer simulations are constructed with the basic logical
structure shown in Figure 3.4. The state of the modeled system at any
moment in time is represented in terms of the values of a collection of “state
variables,” such as population size and amount of harvesting equipment
currently available. Then the simulation rules (model equations) try to
predict new values for all the variables after some short time step (usually a
year), in relation to (1) current variable values (e.g., current population
affects population change), (2) policy actions specified for the step, and (3)
values of external “driving variables” (random environmental effects, vari-
ables represented only as time trends) chosen for the step.
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Figure 3.4. Logical structure of simulation models produced in AEA workshops.
Long-term predictions are generated by repeatedly applying the rules for change to
the new states resulting from the last application of the rules.

Long-term predictions are built up by applying the rules repeatedly,
each time letting the last predicted state be the new starting state. It might
seem that this iterative or “recursive” procedure just invites trouble, in the
form of errors that accumulate over time. Unfortunately, there is no way to
avoid such error accumulation in processes that the rules imply should exhi-
bit positive feedback (geometric growth; larger variable values causing still
larger changes). On the other hand, there is no other known way of deduc-
ing the dynamic consequences of whole collections of processes interacting to
produce both positive and negative feedbacks.

The rules within each step may be quite complicated and involve all
sorts of mathematical forms, such as differential equations, to represent vari-
ables that change continuously in time; but we find that most workshop par-
ticipants can relate most easily to the idea of a basic clock or time step within
which they are free to represent both continuous change and discontinuous
phenomena like seasonal reproduction. Indeed, the rules for change within
each time step are often organized to reflect the seasonal cycles of organisms
and economic activity.

After this approach to simulation has been explained to workshop par-
ticipants, it is usually easy for them to decide, at least generally, how their
rules for change should be structured. With the help of its modeling team
member, each group makes a list of the state variables for which they will
need to construct rules of change. Then the change (per time step) in each
variable is expressed as a tautology that decomposes it into more manageable
components (for example, population change equals births minus natural
deaths minus harvest plus immigrants minus emigrants). Then it is
attempted to express each of the components as a function of whatever pol-
icy, state, and driving variables are thought to influence it. These functional
relationships form the basic empirical assertions or scientific hypotheses of
the model.

The business of developing functional relationships is difficult for par-
ticipants who are used to thinking in terms of time series and trends, or who
are not used to dealing with even simple equations. Here the modeling team
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member lends his experience to the working group, suggesting possible rela-
tionships based on his experience and the quantitative literature. These
suggestions form “straw men” that the participants can criticize, and these
criticisms often point to better representations. Again we see an adaptiv