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Preface

Since the beginning of the fifties, the ruling paradigm in the discipline of economics
has been that of a competitive general equilibrium. Associated dynamic analyses
have therefore been preoccupied with the stability of this equilibrium state,
corresponding simply to studies of comparative statics. The need to permeate the
boundaries of this paradigm in order to open up new pathways for genuine dynamic

analysis is now pressing.

The contributions contained in this volume spring from this very ambition. A
growing circle of economists have recently been inspired by two distinct but
complementary sources: (i) the pathbreaking work of Joseph Schumpeter, and (ii)
recent contributions to physics, chemistry and theoretical biology. It turns out that
problems which are firmly rooted in the economic discipline, such as innovation,
technological change, business cycles and economic development, contain many
clear parallels with phenomena from the natural sciences such as the slaving
principle, adiabatic elimination and self-organization. In such dynamic worlds,
adjustment processes and adaptive behaviour are modelled with the aid of the
mathematical theory of nonlinear dynamical systems. The dynamics is defined for a
much wider set of conditions or states than simply a set of competitive equilibria. A
common objective is to study and classify ways in which the qualitative properties of

each system change as the parameters describing the system vary.

The origins of the present volume may be traced to comparative studies of spatial and
economic dynamics which were initiated at the International Institute for Applied
Systems Analysis (IIASA) in 1982. Among other tasks, the international reference
group for these studies provided insights into the theoretical development of models
and methods suited for the dynamic analyses of economic change processes. Many of
the contributions contained herein have come from members of this reference group
who have been undertaking basic research into dynamic processes such as competi-

tion, economic development and spatial adjustments.

Most of the papers were presented during four special sessions held at the 5th
International Conference on Mathematical Modelling, on the campus of the
University of California in Berkeley, California from July 29-31, 1985. Three

additional chapters have been prepared by those authors who were invited to



v

contribute to these sessions but could not attend. Thus the volume is as complete and

unified as possible.

The editorial work has been undertaken by the Centre for Regional Science Research
(CERUM) at the University of Ume4* The work has been supported in other ways by
the Department of Economics at the same university as well as by IIASA and the
University of Karlstad. In particular, Jenny Wundersitz (CERUM) coordinated all
editorial tasks and Ingrid Lindqvist (University of Karlstad) prepared and revised the
manuscript. For their perseverence and perceptive attention to detail, the editors are

sincerely grateful.

Umed, February 1987

David Batten
John Casti
Bérje Johansson

* The work on this volume has been done within a project supported by Riksbankens
Jubileumsfond, grant 84/266:1.
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Chapter 1

Economic Dynamics, Evolution and Structural
Adjustment

B.JOHANSSON, D. BATTEN and J.CASTI

From perspectives represented in this volume, contemporary economics may be
regarded as a mature discipline. It has brought the state of the art close to the
boundaries of the predominant paradigm. Breaking through these boundaries implies
a search for alternatives or at least some alterations to this paradigm. Many of the
contributions contained herein spring from such ambitions. The different chapters
consist of various attempts to permeate the boundaries or to open up new pathways
within the existing paradigm, and in several cases to break with the established

tradition.

On occasions, economic theory and modelling has adopted concepts and research
strategies from the natural sciences, in particular from classical physics. A growing
circle of economic theorists have recently been inspired by some other developments
within the natural sciences. In this volume one can certainly identify influences of
this kind. Approaches and concepts introduced in the models are inspired by recent
contributions to physics, chemistry and theoretical biology. Moreover, techniques
for rendering the analysis of dynamical systems more tractable have been imported
and adapted from the natural and engineering sciences. However, the problems so
addressed are firmly rooted in the economic discipline with a special focus on
technological change, business cycles, economic development and growth. The
pathbreaking work of Schumpeter is a mutual source of inspiration for many of the
authors. In this spirit the whole collection is concerned with the dynamic analysis of

market economies and competition in the marketplace.



1. MODELS OF ECONOMIC DYNAMICS

The two chapters on dynamics to be found in Samuelson's "Foundations of Economic
Analysis" (1946) reveal that the evolution of most theoretical ideas and principles
generally undergoes long incubation periods. Samuelson's explanations and
interpretations of comparative statics, stability of equilibria, cycles and parametriza-
tion of dynamic processes contain many parallels with phenomena such as the
slaving principle, adiabatic elimination, and self-organization (Haken, 1978; 1983).
However, his discussion concentrates primarily on two aspects of economic dynamics,
namely the stability of equilibria and business cycles. As such, Samuelson's
contribution has little to say about economic growth, which has basically been a post

war field of interest.

Walrasian equilibrium models - in the guise of general competitive analysis - gained
some momentum in the beginning of the 1950s. In retrospect one may recall a
comprehensive research programme focussed on the existence of competitive
equilibria, safeguarded by equilibrium prices. The associated dynamic analysis was
therefore preoccupied with the stability of such equilibria. A great deal of theoretical
effort was spent on the study of "artificial® price adjustment processes using the
method of Lyapunov (see, e.g., Arrow and Hahn, 1971). The term “"artificial" is
justified here by the fact that the studies were not principally concerned with
adjustment processes themselves, but rather with the stability of the essentially static
notion of a competitive equilibrium. Indeed, the extent of any dynamic analysis was
generally constrained by the equilibrium notion of the research programme. It may
also be characterized as an underpinning for the static equilibrium analysis. As
emphasized in the early work of Samuelson (1946), a static market equilibrium is of
general interest only if it is stable. One might add that a competitive equilibrium will
have little importance if it is not structurally stable or generic. Metaphorically
speaking, if we repeat the market experiment under approximately the same
conditions we would like to obtain approximately the same results (compare Hirsch
and Smale, 1974).

Growth theory comprises the process of capital accumulation intertwined with
increases in production and consumption. The reconstruction of the world economy
after the Second World War provided stimuli for analyzing growth problems. Von

Neumann's German version of the influential "A Model of General Economic



Equilibrium” (1945) initially appeared in 1937. This model and its successors (see, e.g.
Georgescu-Roegen, 1951; Koopmans, 1964; Morishima, 1969) describe a multisectoral
economy using linear activity analysis. The resulting equilibrium solution depicts a
system in which outputs and inputs grow at the same proportional rate. In
comparison with related models of multisectoral growth (e.g. Leontief et al, 1953;
Johansen, 1960), the von Neumann framework represents the passage of time in the

form of ageing vintages of capital goods.

During the 1950s aggregate growth models were developed along several lines. The
neoclassical economic growth models, whose origins may be traced back to Ramsey
(1928), characterized the optimal rate of growth and saving in an economy. The
essentials of this growth theory are summarized by the following differential

equation
fk(t)) = c(t) + ak(t) + dk/dt (1)

where all variables are measured per unit of labour, and where k denotes capital, f(k)
output, ¢ consumption, ok capital maintenance and dk/dt the net increase of capital
(compare e.g. Solow, 1956; Phelps, 1961). One side of this growth model relates to
control theory formulations. The other side takes the form of aggregate business
cycle models, such as multiplier- accelerator models. Cyclical behaviour generally
stems from nonlinearities affecting the investment process in an aggregate
difference/differential or integral equation. From the 1930s economists experimented
with this type of analysis using difference equations (see Kalecki, 1971). In a
majority of cases the difficulty of finding a solution was avoided by constraining the
final structure of the model to a manageable form. For example, much of the work
initiated in the 1950s escaped such difficulties by retreating to the area of linear

oscillators.

In the early contributions of Kalecki (1935) and Goodwin (1951) we find accelerator-
multiplier models of the mixed difference-differential type, including lags and
nonlinearities. The cited Goodwin model also contains a given rate of technological
progress. We note in particular that the system is inherently explosive. However,
structural characteristics such as nonlinearities, ceilings, and floors keep the cycle
within a given range of values. The latter property, which plays a significant role in
Hick's model (1950), is illustrated in Figure 1. In Section 4 we return to more recent

model formulations in which nonlinearities not only replace the floor and ceiling



constructions but also introduce the possibility of bifurcations and chaotic
behaviour.

The contributions collected together in this volume focus on cyclic fluctuations and
technological development rather than on economic growth per se. These distinc-
tions can be readily appreciated if the notion of growth is taken to signify "more of
much the same"”, whereas the notion of development is taken to describe a highly
evolutionary process (see Batten, 1985). Indeed evolution and development are almost
the same word (Boulding, 1981).

log Y (¥ = National income)

ﬂk
Ceiling Full capacity
output
Floor
Time

Figure 1 Illustration of floor and ceiling in Hick's model

In this introductory chapter we do not intend to examine all existing models of
economic dynamics. Thus far we have mentioned some of the historical building
blocks used in the world of dynamic analysis. We have chosen to introduce those
particular features which are important to the collection of contributions in this
volume. In subsequent sections, we shall refer to several other approaches which are
also relevant. One example is the family of putty clay models in which machines of
different vintages have different technical characteristics, so that old vintages
gradually become economically obsolete (see, e.g., Solow, 1962; Bardhan, 1969 and
1973; Johansen, 1972). Models describing the choice of technique (Morishima, 1969),
technical progress and the diffusion of technical change (e.g. Arrow, 1962;
Mansfield, 1961; Hahn and Matthews, 1964; Stoneman and Ireland, 1983) are also

introduced. Microeconomic aspects are represented by market-simulation models



based upon recursive programming and adaptive behavior (Day and Grove, 1975).
This group contains response mechanisms found in oligopoly models (Hosomatsu,

1969; Kirman, 1975) and considers the formation of expectations.

2. EVOLUTION, INNOVATION AND SYNERGISMS IN ECONOMIC DEVELOP-
MENT

The processes of long term change described by the classical economists such as
Smith, Ricardo and Malthus appear in retrospect to rely solely on population increase
and capital accumulation as their main ingredients (Baumol, 1959). By way of
contrast, in the work by Marx technical change is given a more prominent place.
When we read Schumpeter, evolutionary aspects of economic development are
brought into the picture, led by concepts like innovation, industrial mutation and
creative destruction. The association between clustering of innovations and economic
cycles may be an important reason for the revived interest in Schumpeterian
theories during the 1970s and 1980s.

Schumpeter's notion of innovation refers to several aspects of novelty such as the
emergence of new needs and changing preferences as part of social learning
processes, the development of new products satisfying established consumer needs,
the use of new products and equipment in changing and improving production
processes, the adoption of new organizational strategies and the opening of new
markets. The foregoing collection of Schumpeterian ideas is represented in this

volume by the contributions of Andersson, Day, Batten and Akin (Chapters 2-5).

Inspired by such perspectives, several scholars have promoted an approach to the
modelling of economic systems under the banner of "evolutionary economics". In
Nelson and Winter (1982), the term evolution refers to processes of long-term and
progressive change. They also stress that the concentration on long-term and
continuing elements in the economic process does not preclude that change may be
very rapid. A unifying concept along these lines is that economies develop or change
because they are "out of equilibrium". This idea is in keeping with the theory of

self-organizing systems (Nicolis and Prigogine, 1977) and synergetics (Haken, 1983).



An essential feature of self-organizing systems is that temporal and spatial patterns
evolve endogenously without being imposed on the system from outside. Of special
importance is the interaction of coupled subsystems as illustrated by the following

pair of differential equations

q = N(@@) + vK(q,2) + f(t)

z = M(z) + vH(q,2) + g(t) (2)

where v may be regarded as a control parameter describing the strength of the
interaction, and where f(t) and g(t) represent driving forces. Self-organization may
be caused by (i) a change in the global impact of the surroundings as expressed by
f(t) and g(t), (ii) an increase in the number of components as expressed by a switch
fromv =0t v > 0, or (ili) a sudden change in control parameters when the system is

translated to a new state under new constraints.

Self-organizing systems are characterized by nonlinearities and their evolution
involves the loss of linear stability, and the onset of transitions and chaos. Aspects of
this type of behaviour are treated in this volume by Day (Chapter 3), Silverberg
(Chapter 6), Puu (Chapter 10), and Dendrinos and Sonis (Chapter 15).

Synergetics has been proposed by Haken (1983) as a general theory of the dynamic
behaviour of systems with particular characteristics. It deals with the cooperative
interaction of many subsystems thereby engendering macroscopic systems
behaviour of a self-organized nature, and therefore constitutes an important
background to many of the contributions in this volume. The focus is on critical
points where the system changes its macroscopic behaviour and may undergo
non-equilibrium phase transitions, including oscillations, spatial structures and
chaos. Among other things, this means that the sphere of interest is not merely
restricted to transitions between equilibria and equilibrium-like attractors as limit

cycles. The ambition is also to capture other transitions without a specific final form.

In Chapter 2, Andersson portrays creativity and the development of knowledge as a
synergetic process involving a search for essential nonlinearities in the evolution of
economic systems. On the macro level, synergies take the form of nonlinear
interactions between sectors producing knowledge. The system described by Anders-
son is built up using subsystems operating on different time scales. In the literature

on synergetics such dynamic processes are treated by means of the slaving principle.



Consider the following prototype system in which the y-variable adjusts more

quickly than the x-variable:

X = ax —Xy

i = by + <2, 3)

When the coefficient a is positive and small, and b » a, we may use the following
approximation: dy/dt = 0 which yields y = x2/b so that y is "slaved" by x. This
procedure represents one way of reducing the dimension of a complex system in
order to investigate its qualitative behaviour at critical points. In Andersson's case,

"creative explosions” may occur at such points.

In Chapter 3, Day presents a series of arguments which are strongly related to
synergetics. In his panorama the economy is a complex adapting system, adjusting in
disequilibrium on the basis of obedience, imitation, formation of habits, and
experimentation. Aggregate patterns which are brought into focus include waves of
productivity change and fluctuations in output, a succession of epochs of economic

organization and switches between technological regimes.

As the name suggests, there is a nexus between evolutionary economics and biology
as regards the genetic process of variation interacting with forces of individual
behaviour and environmental selection. In his outline of (M,R)-systems (Chapter 13),
Casti is explicit about such a heritage when suggesting the metaphor of a global
industry as a living multicelled organism. In his conceptual framework, the concepts
of metabolism, repair and replication are the building blocks in an analysis
emphasizing the functional rather than structural organization of an economy. Akin
makes a similar statement in Chapter 5 about biology affinity. He investigates and
develops a model due to Nelson and Winter (1982); it is a model of competitive growth
among firms in an industry and is claimed to be inspired by evolutionary biology. It
is not surprising then that mathematical techniques developed originally in
population genetics can be applied to solve the model of competition formulated by
Akin.

In Batten's fable for growth merchants (Chapter 4) many of the ideas appearing in
other chapters are interwoven. The story is formulated around the paradigm of self-
organization, thereby implying that the dynamics of qualitative change should be

endogenously determined. Following Schumpeterian lines, it is asserted that the



process of industrial mutation revolutionizes the economic structure from within and
can usefully be interpreted as a process of creative destruction. In Table 1, some of

the major components of the fable are summarized.

Table 1 Facets of economic development (see Chapter 4)

Catalyst of industrial Knowledge creation and diffusion, R&D

change

Generation of new Development of mutants or innovations in the form of

alternatives new production processes (techniques) and new products

Exit and entry triggers Existing production units and products exit from the
market as profits decline; entry is stimulated by profit
opportunities

Selection mechanisms Evolution by competitive substitution. The best practice

techniques which are superior at a given point in time
are multiplied through imitation and inferior techniques
are eventually updated or phased out. New products with a
different attributes-price combination replace old ones
gradually as they are preferred by customers and the
output is increased through investments in production
capacity

Time paths Within the constraints imposed by the evolving size of
each market, every successful new variant penetrates its
chosen market and follows a logistic time path, thereby
creating successive waves of innovation — imitation each
time superior variants (techniques and products) are
introduced

Structural patterns At each point in time, techniques and products of
different rent vintage will coexist and form a particular
distribution of productivity, profit and capacity levels
over firms or production units. Each such distribution
will reflect in a transparent way the historical evolution
and the conditions for furture change in each market.

3. VINTAGES, SUBSTITUTION AND STRUCTURAL ADJUSTMENT

Table 1 contains a description of structural patterns. Such a pattern may reflect the

distribution of technical vintages of machines or plants in an industrial sector. It



may also reflect the distribution of productivity differences between such vintages.
Such a structural pattern can also describe how the share of total output or employ-
ment in the economy is divided between sectors. For a given type of structural
pattern, we may define sudden or gradual changes to the pattern as structural adjust-
ment. The term adjustment indicates that the simultaneous change of several

variables or subsystems arises out of interdependent responses or mutual adaptation.

In economics and related social sciences, structural patterns have been associated
with variables changing at a slow pace from a systems perspective. This means that
structure is a concept which depends on the aggregation level and the subsystem

under study. In particular, the study of structures has been occupied with the
examination of a set of variables x; and y; = x;/Xx;, i€l for which, during given time

periods,

X £0

FAEY )

where & is a small number. Hence, the research has focussed on system properties

which remain approximately invariant over time intervals which are long relative to

the chosen time scale. In many cases the variables y; characterize a system and slave

other variables of the system. It is then self-evident that such a modelling strategy

must be complemented by an examination of how sudden changes in the y;-variables

may be triggered.

Patterns of the type discussed here may refer to the distribution of economic
activities over locations or the spatial distribution of the price of an economic
resource, as discussed by Beckmann in Chapter 14. Alternatively, they may refer to
the distribution of profitability levels accruing to production units in an industry as
described by Johansson in Chapter 7. In the modelling of economic growth, there has
been a tradition of allocating substantial effort to “"simple” structures like K/Q and
K/L, where for a sector or the complete economy K denotes capital, L labour, and Q
output. Special interest has been shown in technical change which leaves one or
several of these ratios unchanged over time. Such invariances are said to be neutral

vis-2-vis the technical change (compare, e.g., Saito, 1981).
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Several of the chapters in this volume analyse structural adjustments in the composi-
tion of product vintages and vintages of production techniques. The concept of a
vintage is (from certain perspectives) one of the most fundamental dynamic concepts
to have emerged from the body of economic thinking. Its potential importance relates
to the fact that it reflects a lag or delay structure and permits a direct comparison of
the relative speed of change and degree of obsolescence for quite diverse variables
pertaining to an economy. In addition, there are rich opportunities to relate vintage

information to empirically observable indicators.

To this point, the vintage concept has played a relatively minor role in economic
research. In the early 1960s a number of economists began to formulate growth
models in which capital equipment was characterized by its date of construction, in
the sense that the equipment embodies the best available technology (best practice
technique) of its date of construction. This implies that factor combinations (inputs to
the given production process) are variable before the investment takes place (ex
ante) and fixed once capital has actually been committed (ex post). This type of
analysis was pioneered by researchers such as Svennilson (1944), Johansen (1959),
Salter (1960), Solow (1960) and Phelps (1962).

In the above approach a sector may be portrayed as a distribution of production
capacities, each with a specific production technique reflecting its vintage. This is
illustrated schematically in Figure 2 where each vintage is represented by a vertical
line. The symbol x measures capacity, and a and b represent the amount of two
different inputs per unit capacity. Similarly, we may interpret the vertical lines as
sales volumes for different products belonging to a product group. In this case, the
axes a and b are used to measure the amount of two selected attributes per unit of each
product. These commodities will in general correspond to different vintages, some
commanding an increasing share of their market and others gradually losing their

market share.

If we define a sector as a set of establishments or production units, we may then
recognize that each unit consists of plant and equipment of different durability and
with different susceptibilities for replacement by a newer piece of equipment
(compare a factory building with a truck). Other changes in the organization may not
require extensive replacement of the capital structure. It is also true that every
production unit may change its product mix (goods and services) by modifying the
bundle of attributes of each product.
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Figure 2 Illustration of discrete vintage distributions

All the above changes alter the vintage structure of the production unit, and all
require resource commitments in the form of investments. Having reached these
conclusions, two important aspects of the associated dynamics may be noted. First, a
distinction may be made between physical depreciation and economic obsolescence.
The latter is an empirical observation in the form of a successively decreasing stream
of gross profits (quasirents). Competition from new plants or renewed plants using
more economically efficient plant or equipment is one of the main reasons for the
decline in the gross profits of older plants. New vintages take the form of new
production techniques and new products. Once an investment in a new vintage has
been made, it represents a sunk cost. Hence its ability to compete is constrained only
by current variable costs. On the other hand, the decision to introduce a new vintage
must be based on a calculation including both fixed and variable costs. In other
words, there is a significant asymmetry between the conditions for exit and entry of

vintages.

Our sketch of vintage renewal corresponds to the repair mechanism in Casti's
metabolism — repair system in Chapter 13. A production process of a given vintage is
identified as a metabolic "machine" composed of a production and a sales map. In this
system, the capacity to repair and innovate is represented by a repair map,
embodying the “genetic” capability to renew the metabolic process. In Chapter 6

Silverberg presents a simulation model of firm competitiveness based on embodied
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technical progress in which the vintage replacement is not constrained to steady-
state development paths. In this world the average productivity of a sector is affected
both by scrapping old vintages and investing in new ones. During downswings in a
business cycle these two phenomena will be simultaneous, while upswings mainly
affect capacity increase. This is also emphasized in Chapter 7, where Johansson
describes the interaction between exit and entry of capacities of different vintages

on the one hand, and the development of demand and price formation on the other.

In Schumpeter's "Theory of Economic Development” (1934), a market with few and
modest innovations is assumed to converge towards perfect equilibrium, which may
be disrupted again as new and radical innovations enter. In this analysis, the
entrepreneurs are motivated by the possibility of gaining a temporary monopoly by
exploiting their innovation before their competitors. If successful, they receive a
premium for being first. The size of this extra profit depends on the length of the
delays in the response from competitors. These responses have the form of imitation
processes and the development of alternative innovations. It has been argued by Day
(1982) that the market only provides an innovation-promoting milieu if it
persistently stays out of perfect equilibrium. Although the model formulations vary,
in Chapters 4-7 we can recognize different versions of this idea. In particular,
innovations and imitations are assumed to reflect entrepreneurs’ attempts to obtain
temporary monopoly-like profits. This image of markets adapting to "disequilibria" is

clearly related to the idea of synergetic, self-organizing systems.

Vintage and innovation theories have close linkes with product cycle theory as
presented by Dean (1950), Vemon (1966), Hirsch (1967) and Pasinetti (1981). This
theory attempts to explain both product development and process improvements. In
the perpetual race for temporary monopoly profits and attempts to safeguard
achieved market positions, standardization of both products and production
techniques gradually tends to change the input structure (or production function) of
a given type of commodity in a predictable way. In this type of model, the imitation
and exit of obsolete vintages gradually forces an expanding product innovation away
from an initial situation of dynamic competition towards price or cost competition of
the classical type. However, the introduction of new products (which may constitute
equipment for other processes) gives birth to further evolution. This phenomenon
can be modelled as a succession of substitution processes (Batten and Johansson, 1985)
in which new and modified products, services, sales and distribution systems replace

old ones. Some basic properties of substitution and diffusion processes of this kind are



examined by Sonis in Chapter 8.

Economic evolution in market economies brings several types of cyclical elements
into focus. One such phenomenon is repetitive switches between "dynamic competi-
tion" and "price competition". These dynamic patterns may be associated with
business cycle behaviour. An example is provided in Chapter 9 by Haag, Weidlich and
Mensch. The innovation and diffusion processes also possess fundamental spatial

dimensions as described by Blommestein and Nijkamp in Chapter 16.

4. PERIODIC AND CHAOTIC BEHAVIOUR

This introductory chapter aims to provide a conceptual framework for the
contributions in this volume. In the preceding sections we have paid attention to
nonlinearities, delay structures, instabilities and synergetic properties in general.
Among economists and other social scientists, the pertinent problems have been
investigated using dynamic models operating on both discrete and continuous
time-scales. Considerable attention has been paid to the fact that discrete-time models
move quite easily into a domain of chaotic behaviour as illustrated in May (1974 and
1976) and Day (1981). Just as with the continuous versions, the discrete-time models
are sensitive to the size of reaction parameters ("speed” of reaction). In addition,

these models are sensitive to the choice of periods and the chosen lag structure.

Two important conclusions can be drawn from this. First, meaningful discrete models
must be formulated on the basis of a careful selection of lag structures to accurately
represent the studied system. Otherwise they may too easily generate chaotic
behaviour which is not representative. Second, modellers and decision makers in the
economic system observe "reality” by means of periodically gathered statistics of
various forms. This latter observation may be important when formulating models in
continuous time. A related conclusion which has been stressed by Day is that when
macroeconomic information is only available over discrete time periods, and the
estimated model displays turbulence, then we cannot rely on econometric methods to
make predictions. This may be a useful starting-point for studies of "regularities" in

systems displaying chaotic behaviour.
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The classical business cycle models were formulated in a discrete time setting with
the help of a multiplier-accelerator principle. Here the multiplier component
describes how consumption is stimulated by the level of national income one period
back, and the accelerator component describes current induced investment as a
response to the change in consumption between the two most recent periods. This
type of model was examined by Samuelson in 1939. The stability and cyclic behaviour
of this family of models depends critically on the relative size between the two
parameters describing the multiplier and accelerator reactions. In an attempt to
develop a more realistic model, Hicks (1950) introduced more elaborate lags and
related investment to total demand rather than to consumption. He also added an
autonomous growth factor. Evaluating the parameters of his model against observed
statistics, Hicks was obliged to conclude that his model was explosive. For this reason,
he introduced a ceiling and a floor as depicted previously in Figure 1. These devices
may be thought of as non-linear elements establishing an upper and lower limit to
income and generating cycles of constant amplitudes around the growth term (in

relative terms).

An approach related to Hicks' contribution is found in Goodwin (1967). In this case a
continuous time setting is adopted. The nonlinearities corresponding to Hicks' ceiling
and floor are introduced by means of Lotka-Volterra equations which had been
developed earlier to describe the interaction between a predator and its prey. In a
metaphoric way, the two species appear in Goodwin's model as the mutual influence
of wages and investments generating a cyclic pattern. This heritage, in particular, is
represented in Chapter 11, where Glombowski and Kriiger elaborate on the original
Goodwin model. In Chapter 10, Puu develops the treatment of nonlinearities further
in a multiplier-accelerator framework. He also provides examples showing how

complex dynamics and chaotic patterns may emerge.

We have argued from the outset of this chapter that for a long period economic
research has been under the lock and key of a competitive equilibrium notion that
has generally obstructed dynamic analyses. A recent study which strives to shed light
on cyclic behaviour within the competitive equilibrium framework may be found in
Grandmont (1985). He describes a discrete-time market economy which, in a
stationary environment, can generate a sequence of competitive equilibria forming a
cycle (periodic orbit). This pattern is endogenous and arises from the conflict
between a wealth effect and an intertemporal substitution effect in an economy with

overlapping generations. Cycles of different periods will typically coexist and the
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occurrence of these cycles is the result of a bifurcation-like phenomenon. The aim of
the paper is to illustrate that cycles can persist in an economy satisfying the
conditions of competitive equilibrium, and that such cycles must not and need not be

imposed from outside.

Scientific disciplines are indeed evolving systems for which synergetic properties
may be of special importance. From this perspective, the contribution by Grandmont
is illustrative and complements some of the work in this volume. It also draws our
attention to the potential rewards which may accrue from an association between
micro and macrooriented models of systematic fluctuations. Such a strategy is clearly
related to Haken's suggested approach. Although the starting-point differs, one can
recognize elements of this framework in Chapter 9 (by Haag, Weidlich and Mensch).
Their model operates with a stylized micro- specification and generates aggregate

macropatterns.

The above model is said to be based on Schumpeterian concepts, and thus features
innovators and imitators as the prime movers, creating microeconomic differences
among producers. At any point in time this corresponds to a picture of monopolistic
competition of the kind found in Chamberlin (1938). In the model, investors have
propensities to allocate their investment capital to expansionary, E-type, and
rationalizing, R-type, investments. Microshifts in individual propensities combine to
generate swings in the aggregate economy reflected by the aggregate investment
structure index Z(t) = (E(t) - R@))/E()) + R(t)). The transitions of investors between
the two types of investments are activated by two parameters, one called the
‘alternator’ and the other the 'coordinator'. A dynamic specification of the first
parameter is necessary to keep the Schumpeter clock ticking over forever. The final
choice of such a specification is left open. The most noteworthy feature of the model
construction is the linking between microevents and macropatterns, which is

obtained by means of a master equation formulation of the microsystem.

In Chapter 10 by Puu, basic knowledge about the economic system is also used to
establish constraints or principles for the behaviour of the economic system at the
aggregate level. Applying strategies of this kind enables us to make use of established
economic theory when introducing new mathematical techniques in the analysis of
the dynamic behaviour of economic systems. The heritage from economic theory
represents accumulated knowledge and experiences over several centuries and has

been sadly disregarded in many recent contributions to economic dynamics.
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The background to the Puu model is aggregate multiplier-accelerator analysis which
was discussed earlier in connection with the contributions by Hicks and Goodwin. As
observed then, linearization of the pertinent differential equations brings about
explosive cycles and exponential growth. The introduction of a nonlinear investment
function prohibits such solutions. The investment function relates the investment
level to changes in income (or demand), dY/dt. In this case, nonlinearity means that
as dY/dt becomes very large the increase in the investment level becomes
asymtotically zero. With this assumption (which may be thought of as a system
consistency property) the existence of a limit cycle is established. At this point two
interacting economies are studied. Both behave in accordance with the
multiplier-accelerator principle. One of the economies is assumed to be large enough
to drive the smaller one. As a consequence the smaller economy is represented by a
forced nonlinear oscillator. In general the interacting frequencies will be
incongruent. The outcome 1is various complex combinations of cycles and, in

particular, chaotic motion.

The model by Glombowski and Kriiger (Chapter 11) contains a series of exercises with
an enlarged version of Goodwin's predator-prey model. They introduce a general
model with a large number of aggregate economic relations establishing conditions
for the dynamic behaviour of the model. By means of a systematic variation of the
coefficients of the general model they obtain different variants with a reduced
number of equations. Each case is assessed with regard to equilibrium values of steady
state solutions and cyclic motions. The numerical experiments not only simulate
closed orbits but also cases with slowly explosive cycles. Among the cases studied the
authors manage to formulate variants which display frequencies and amplitudes
(cycle periods) which conform more accurately to empirically observed cyclic
patterns than the cycles which are generated by the original Goodwin model. The
variations in the model concern the endogeneity and neutrality of productivity
change, technical progress, and so forth. Although the authors do not use such
arguments, one might interpret their various reduced model variants as being
generated by assumptions that the eliminated parts of the system equilibrate rapidly
relative to other parts. Moreover, as the general approach has some affinity with
"experimental mathematics” (Chapter 15), it demonstrates the difficulties in

summarizing the results and interpretations in a "tractable” or conclusive form.

In Chapter 12, written by Medio, we return to a multiplier-accelerator setting

displaying certain similarities with the approach in Chapter 10. Medio introduces a
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multisector model x = Ax+Bx where x is an activity vector, A an intermediate delivery
matrix and B a capital increment matrix. This model is modified to allow for
discrepancies between actual and desired levels. The equilibrium conditions are
replaced by an adjustment mechanism with a lag structure. In a fashion similar to
Puu, Medio formulates a nonlinear investment response. The stability of the system is
studied and conditions for periodic solutions are established by means of Lyapunov
functions and bifurcation theory. The results turn out as follows: For a sufficiently
weak accelerator, stability obtains. Moreover, there exists a critical value for the
accelerator; in this neighbourhood a Hopf bifurcation will occur and a family of
periodic solutions will exist. The nature of the cyclical oscillations is not examined but

they are illustrated numerically.

The presentation by Puu illustrates that the interaction between economies may have
its own impacts on economic fluctuations (see also Puu, 1986). Beckmann's
contribution (Chapter 14) presents examples of economic processes in space which
generate wave and diffusion equations. A key point here is the importance of how
space is represented. Two variants are considered: (i) explicit distances and (ii) local
interaction implying that interdependencies fade away quickly as distance increases.
Various aspects of spatial dynamics are also treated in Chapter 16 by Blommestein and
Nijkamp. In their case the change processes are generated by the adoption and

diffusion of innovations.

Chapter 15 by Dendrinos and Sonis concentrates on relative dynamics in discrete time
with reference to spatial processes such as the dynamics of population stocks over
spatial locations when driven by comparative advantages. They discuss examples
which conform to the slaving principle. One such case describes fast population
dynamics dictated by the current values of slowly changing parameters representing
location advantages. They also mention the possibility of representing the speed of
change in stocks by means of lag structures. With its focus on turbulence in location
dynamics, their paper constrasts the processes of diffusion and competitive exclusion

outlined by Sonis in Chapter 8.

5. MARKET COMPETITION VIEWED AS A DYNAMIC PROCESS

A superficial glance at the contents list of this volume might cause the reader to



18

conclude that the volume consists of a number of disconnected ideas and models. In
the preceding four sections we have endeavoured to outline some basic concepts and
perspectives which hopefully identify many coherent elements and general
principles which pervade all these contributions and point to future work. One
unifying observation is that all the chapters deal with dynamic processes in market
economies. Incentives to invest and to adjust prices, production volumes and
consumption are clearly related to our perception of market economies. One group of
chapters focusses specifically on the competition between firms, while another
group examines aggregate models which are themselves based on assumptions about
such competition. Associated with this one finds an even stronger focus on changes
in production structure and in the composition of techniques and products. The
aggregate models refer to growth and cycles of the production volume or economic

activity.

In section 1 we identified competitive equilibrium analysis as a mainstream research
programme which has persisted for several decades since its inception around 1950.
Such a widespread research programme corresponds to the vigorous stage of what
Kuhn (1970) has described as a paradigm. Unfortunately, a paradigm may also
achieve a state of maturity in which ‘'research' no longer dominates, and
conventional wisdom is preserved via ceremony, defence of the established
theoretical body and hostility against heretics. With its focus on competition in a
market system, the above-mentioned general equilibrium paradigm may more
specifically be referred to as Walrasian or neo-Walrasian market theory. In this
tradition the analysis is more emphatically nondynamic than in the parallel tradition
of Marshall or in the thinking of Adam Smith.

In recent decades we can identify many economists who have tried to modify or break
away from the Walrasian tradition. Frequently they have related their efforts to the
work of scholars such as Smith, Marshall, Chamberlin, Keynes and Kalecki (see, e.g.,
Negishi, 1985). In particular, Schumpeter constitutes a prominent pillar and popular
source for such work. This is also the case for this volume. However, the reader may
also discern a similar kind of reference to certain (incomplete) aspects of model

formulations by Hicks and Samuelson.

This volume provides some small samples and suggestions of new directions in
economic modelling. The joint concern is with the type of dynamics considered, the

pertinent dynamical formulations and the appropriate techniques for analyzing and
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solving the models. One characteristic which is recurrent in the various chapters
relates to those nonlinearities which reflect the basic properties of a changing
market economy. An associated characteristic is the desire to depict the market as a
dynamic process in which one can identify competitive phenomena such as survival
of the fittest, an ongoing search for market niches, and the development of
specialization. Other elements of common interest include creativity, knowledge
creation, innovations and imitations as well as the occurrence of production in time
patterns that resemble the product cycle. Development and maturity yielding
routinization, market extension and increasing scale of production are also of mutual

concern.

In this image of the market system, the emergence of novelties is combined with the
adoption of decision rules (including production techniques) which gradually
become rigid routines and are eventually replaced by new ones. In such a system,
adjustment processes and adaptive behaviour are important elements of the
dynamics. Such processes of synergetic interaction lead to self-organizing
behaviour. From such a novel perspective, the contributions in this volume still
appear primitive. We still find very few attempts to introduce systematic aggregation
procedures. The ensemble of chapters illustrate a clear need to develop frameworks
in which properties of macrosystem dynamics can be imposed effectively as
constraints and conservation principles for microsystems, and in which properties of
disaggregate, subsystem or microsystem dynamics can be used in the derivation and

formulation of aggregate dynamic models.

In several of the chapters discussions about competitive equilibrium notions of the
Walrasian type are included. It has been argued that evolutionary economics and
models of structural adjustment must pertain to disequilibrium processes. In our view,
such claims may be superfluous. By the way dynamics is portrayed in this volume,
response and adjustment patterns are underpinned by specific arguments and
assumptions. These assumptions may indeed be derived from standard economic
theory and conventional thinking. For example, the composition of production
factors may adjust to their respective marginal productivities (compare Puu, 1986).
Often the resulting processes do not generate paths along which the conditions for a
competitive equilibrium are satisfied. The possibility of such trajectories is a natural
consequence of choosing formulations with dynamic equations. First, the dynamics is
defined for a much richer set of states than just the set of competitive equilibria.

Second, necessary system consistency conditions frequently imply that the model
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of

disequilibrium. The point we are stressing here is that the basic assumptions should

develops patterns which may be characterized as processes economic

mainly concern the dynamic behaviour rather than the structures which follow

from the dynamic processes.

One way of establishing a bridge between the field of ‘evolutionary economics' and
more orthodox economic theory would be to suggest that innovations bring about new

products and production processes which mature along a development path

resembling a product cycle. Near the outset of this path, dynamic competition of the
type
production evolves in

Schumpeterian is the dominating characteristic. During the second phase the

the direction of price competition in which standardized

product attributes and routinized behaviour reflect the type of price-taking

behaviour which corresponds closely to orthodox theory. We may illustrate this

suggestion with the help of the following table which compares some conjectured
properties of dynamic and price competition. It is hoped that the set of chapters built
stimulate further innovative thinking

around this theme may in the Schumpeterian

spirit.
Table 2 Price and dynamic competition
PRICE COMPETITION DYNAMIC COMPETITION

Price sensitivity in product markets
is high; discounting may prevail

Price sensitivity in product markets is low;
price-making strategies prevail

Market forms resemble sales by auction; Sales by orders; customer-adapted products;

markets are global and saturated markets are segmented and immature
Large-scale production techniques, Adaptive production techniques where
standardized competence and knowledge-orientation, creativity, and

routinized jobs originality dominates

Innovations and imitations occur in
response to import cycles and novelties

Standardized techniques adjust to
export cycles and a race to minimize

production and delivery costs

R&D is low and oriented towards
process improvements and marketing

Productivity is determined by cost
efficiency, and adjustment of capital

in the market place

R&D is high and oriented towards product
developments and refinement

Technical and design advantages as well
as patents generate temporary monopoly-
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equipment (capital intensity) like profits on the basis of nonmaterial
investments

Adapted from Johansson and Stromgvist (1986)
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PART A: DYNAMIC COMPETITION AND ECONOMIC EVOLUTION






Chapter 2

Creativity and Economic Dynamics Modelling

A.E. ANDERSSON

NEW KNOWLEDGE IN NEO-CLASSICAL ECONOMICS

The neo-classical theory of economic dynamics focusses on the consequences of

growth of labor and capital on the total level of production.

As a particularly simple example, we can use the following model from early

neo-classical growth theory (Solow, 1956, Swan, 1956):

C=0 F(CL)~6C (1)

where C net growth of capital
C = stock of capital (giving a proportional flow of capital services)

= stock of employed labor (giving a proportional flow of labor services)

L
o = rate of investment out of production
6

rate of depreciation of capital

F is assumed to be a linearly homogenous and r-differentiable production function

with r>2.
Observing that (d(C/L)/d1)/(C/L) = dC/C — dL/L

¢fe = o(F(C,L)/IC - 6 -1



28
where ¢ = C/L  ; ¢ = (d(CL)/dt and m = (dL/dt)/L.
Assuming L(t) = L(o)e! we have
¢/c = 0 F(C,L(0)eMy/C-86-1.
At an equilibrium ¢/c = 0 and hence
0/(8 + m) = capital/output.

Thus, an increase in the rate of depreciation or of labor should decrease the

equilibrium capital-output-ratio.
To illustrate this assume F to be of the form F = L2Cl % This implies that

o/(6 + 1) = C/LECIY)
o/ + m) = Ccl-(l-) o
ie.c=[0/(6 + 7))/,

The equilibrium capital intensity (c) is monotonically increasing with the propensity
to invest (¢) and decreasing with the rate of depreciation (6§) and of the growth of
stock of labor (n). Production, stock of capital and labor will all grow at the same net

rate 1 at the equilibrium, i.e. the gxogenously determined rate of growth of the stock
of labor.

Technological development is mostly introduced into this model in an equally
simplistic fashion as a "labor augmenting factor”, A. Thus, in efficiency units, labor
would grow at the rate (n+X). With the assumed function, the egquilibriym rate of
growth of capital and production would now be (n + A), keeping the capital per
efficiency unit of labor constant at the level [o/(n+\ +§)]1/C1-a) The propensity to

invest o, can be made a function of the marginal productivity of capital, without any

basic change to the conclusions.

In this growth model and all similar simplistic models, the focus is on the potential

capacity of an economy to adapt to gxogenously determined _technological changes.



TECHNOLOGY AND ECONOMIC INTERDEPENDENCIES

The same allegation can be asserted against dynamic input-output models as well. To

show this, we assume a model of an economy with n sectors in static (aij) and

dynamic (bij) interdependencies:

X ; Akx + Bk).( (3)

where x n-vector of production levels

A = n-by-n-matrix of input-output parameters at technology k

By n-by-n-matrix of investment growth-of-output parameters at technolo-

gy k.

This model can be transformed into the slightly different version (4).
)\kx = Akx + Bkgkx (4)

where g = planned rate of growth
A

= unknown rate of capacity utilization.

A long term growth equilibrium is defined to be a state in which the planned rate of

growth is such that A =1 and x 2 0. Let us assume that a number of different
technologies are available. For each technology k, Ay is a function of g, as

illustrated in Figure 1.

Using the Perron-Frobenius theorem for indecomposable, square, non-negative
matrices, we are assured that A, increases with g for any given technology k.

There is thus a maximum g*, and an associated x*, compatible with a general

equilibrium for any technology k. In Figure 1, g*;; is larger than g*;. Hence,
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technology Il will be chosen in favor of technology I, if the gquilibrium long term
growth rate is to be maximized.

Ak A

At (at technology I)

Xpr (at technology II)
A=1

|

|
l |
| |
| |
| |
| [
|
| |
' |
|
| ]
5 S

*

I

o
o
~

*
1
Figure 1 Long Term Equilibrium and Capacity Use with Two Technologies

In this model class, technologies are given exogenously and chosen by the economic

actors S0 as to ensure a maximum long term equilibrium growth rate.
We can thus conclude that technological development is exogenous, both to
neo-classical and inter-industrial growth models. Subsequently, the creation of new

technologies will be analyzed at the macro and micro level, and basic components of

models of interdependent technological and economic development will be proposed.

STATIC ANALYSIS OF CREATIVITY AND THE TECHNOLOGY OF THE FIRM

At the level of the firm, creativity has two effects
1. it influences the combination of inputs to generate an output, and

2. it influences the combination of inputs so as to change the characteristics and

thus the unit value of the output.

The first type is often called process R & D, while the second is called product R & D.
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Both types of creative activity are normally integrated. Decisions on the two types of

creative efforts can be illustrated by model (5):
maximize T = p(Kl) Q(C,Kz) —pC—wIKl—WzKZ; (5)

where T = profit; p = product price; Q = flow of product; C = material capital;

Ki'= knowledge of type i; p. ¥ = factor prices.
Necessary conditions of a maximum are:

(am/aK ) = (3p/3K)Q-V¥ =0 ;
(dm/3K,) = p(aQ/3K,) -¥,=0 ; (6)
(am/aC) =p3Q/aC)-p=0 ;

implying that there are g¢conomies of scale in product development, because the cost

of improving the product is spread over all units produced.

In the sequel, we disregard the distinction between process- and product R & D by

formulating a value function F,

ENDOGENOUS TECHNOLOGICAL DEVELOPMENT IN ECONOMIC MODELS
A two sector model

Little has been written on endogenous technological development since the days of
Schumpeter.

In an article in 1978 I proposed a neo-classical growth model, in which technological
development was determined by R & D-investments taken out of value added
{Andersson, 1978]. The simplest version of the model has only one sector of
production and one R & D-sector:
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C={1-p)lo F(CK) ; Investment N
K=y Lo KCK) ;R&D

where K stock of knowledge (proportional to service flow)
I = investment allocation ratio for non-material (or R & D) purposes
v

C = stock of material capital.

productivity of the R & D-sector

Labor is here assumed to be pre-allocated between the activities of the economy.
Endogenous determination of labour wuse does not significantly alter the

characteristics of the model [Andersson, 1978] .

If v, 0 and ¢ are parametrically given and F is well-behaved in the neo-classical
sense, then a general equilibrium growth trajectory can be proved to exist.
Furthermore, it will be relatively stable, in the sense of Nikaido [1970].

The knowledge-material-capital-ratio will, in the long run, converge towards a

constant, determined by the investment allocation ratio, W, and the R & D productivi-

ty, ¥.

Optimal control of p of the system can also be deduced. The optimal level of p
depends on the exact form of the production function and the productivity of the

R & D-sector (and the goal function).

For goal functions, independent of |, one invariant result emerges: the shadow-
prices of material capital and knowledge should be kept at a constant ratio, equal to
the productivity of the R & D-sector. With a homothetic production function, this
implies that the system expands along the turnpike with constant proportions of
knowledge and material capital.

Multi ral Economy-Technol Model
The neo-classical two-sector model of endogenous growth of knowledge is a

convenient starting point (but a starting point, only) for a more general study of
creativity and economies.
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One extension is into a multisectoral framework, with one sector producing
commodities and many sectors producing knowledge. In this way, the complication of
trade between sectors is avoided. A possible extension of the former neo-classical

model is the following system of differential equations:

C = o(1-pi-ky-p3) FICK Ky Kq)

Kl = HI(O By F(C.KI,szK:;);Kl,Kz-K:;) (8)
K, = Hy(o p,F(CK;K;Kq;K{K)K2)
Ky = Hy(0 py F(CK; KKK KKy
3
with . pj=land h;Z 0
=1

H. Z 0, continuous, and monotonously increasing with o, j and {K;} ,

where Kj = stock of knowledge of type j, assumed to be real valued and augmented

by R & D of type j(= K.

Every production system is located on some gQrganizational network with some
frictions of communication between nodes, separated by links.

Accessibility measures have been proposed to represent the effect of such frictions
on the value of non-tradeable resources. Fujita and Smith (1985) have shown that a

discounting formula representation of accessibility is equivalent to a contact

maximizing search procedure:

3
A= 2 Kjexp(-pd;)
j=1

where dj = organizational “"distance" to knowledge of type j.

A spatial version of system (8), employing the given accessibility representation, has
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been studied in Andersson-Mantsinen (1981):

Ci=0i(1-p -Ryky) CH(E K; exp{-Bd;))F ©)

K;=vp; C*(Z K;exp{~Bd;})*

Assumption p; >0, Zp; =1 (i=123)

a>0; $>0; x>0; CG(0)>0; K(O>0; o;<1; ¥ >0.
Extensive simulations with model (9) under different parameter assumptions, within
the bounds given, have shown that:

* the system converges to some positive common growth rate in the long run, as
expected by the theorem due to Nikaido (1968),

* increasing o; increases the common long term equilibrium growth rate,
* decreasing any distance, dij' increases the common long term equilibrium growth
rate,

* changing the parameters W ; from a slow growth into a fast growth pattern leads to

steady convergence of the growth rates of different sectors towards the new,
higher common long term equilibrium rate of growth if o + Kk <c* Ifa +Kk >c*,
growth rates increase much faster in the central nodes than in the periphery of

the network, leading to increased inequalities between center and periphery.

SYNERGY AND CREATIVITY

It has been stressed by numerous analysts, e.g. Weidlich, Mensch, Haag [unpublished
manuscripts] , building on Haken(1980), that the development of knowledge should be
seen as a synergistic process, i.e. a process in which interactions between variables

of a system are essentially non-linear. Model (9) can be rephrased so as to capture the
argument.
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C=0(1-h - Byity) C°‘(Zj K; exp{-8d;}))* (10)

K= ouaCH(E K;exp(~B4) [ag+a? K Ky+a? 13K K y+a®y3K oK g+a? 123K | KoK )
j

K 3
J

A second order interaction is given by ah--KiK-

ij poa third order interaction is given by

h
a lJlKlKJKl' etc.

System (10) cannot be expected to have any simple analytic properties. It is, however,
well known that systems of this kind can behave in rather unexpected ways at some
patterns of parameters. It should thus be expected that, if the system is stable in some

development phase, it can easily "flatten out" and be unstable and even unpredictable

in some other phase, when the slowly changing parameters (ahijm) have gone

through some critical threshold.

It is in these phases that new knowledge development plans should be formulated.

Qualitative jumps of the system (10) can be expected to occur in these stages, even if

the shifts of u.j-controls are small.

The problem of inefficiency of decentralization of R & D decisions occurs even
without the introduction of synergistic interaction. In this case we  have
Fi(C;p K Ky Ky,... Kjo.) = C* K exp{-Bd;;} + C%; K, exp(-Bd;p) +. .. C%; K; exp{-Bdy) +

if € = 1. Assuming output price equal to unity, profit maximization of sector i
requires dF;/dC;-p=0and 3F;/dC;-¥ =0, where p and V¥ are the prices of
material capital and knowledge, respectively. This is not an optimal position for the

system as a whole, because K; enters all the Fj-functions where (j = 1,...,i,...,N). The

larger the N, the larger the degree of inoptimality, cet.par. Synergetic effects
reinforce this conflict between decentralized optimality and system optimality.
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THE ROLE OF SYNERGIES

The consequences of synergies are currently under numerical analysis based on

system (10).

Some empirical observations of the role of synergetics have been made in association

with historical studies of creative regions. Examples of such regions are:

1. Athens 500-300 B.C.

2. Florence 1400-1500 Andersson [1985]

3. Vienna 1880-1930 Janick & Toulmin [1978]
4, New York 1950-1980 Hoover and Vernon [1961]
5. San Francisco 1960- Andersson [1985]

In all of these regions of creative explosions, the following characteristics have been

recorded:

1. A starting point of deep knowledge in a number of scientific and artistic fields.

2. A sponsoring institution with a tolerant attitude to different scientific and artistic
activities.

3. A perceived social disequilibrium.

4, Possibilities of planned and spontaneous intensive local interaction and extensive
non-local interaction.

5. Institutional and other structural instability or genuine uncertainty.

These observations lend some credibility to the modelling of creativity, technologi-

cal and economic development as a synergistic process.

A fruitful theory of creativity can not, however, be based on a macro foundation
only. A micro theory is needed. As shown above, not much has to be added to the
neo-classical theory of production to generate a theory of decisions on employment
of creative persons, provided the firm 1is big enough to handle the choices
deterministically. When we require a micro theory of creativity, it is not a quest for a
new theory of the firm.
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MICRO ANALYSIS OF CREATIVITY

Creativity is not only a social phenomenon, occurring in organizations, firms and
regions. In many cases, creativity must be seen as a dynamic psychological
phenomenon, associated with individuals. To understand creativity at this level, we
need a fundamentally dynamic theory of the cognitive process, i.e. to paraphrase

Polya, not only a theory of "problem solving" but also a theory of "problem finding".

Psychologists normally model the brain as a basically linear recursive system with

the following components.

Environment Xq
1)

Motivation X
!

Perception X4
l

Short Term Memory X4
1)

Long Term Memory Xg
l

Cognitive System X
/ Jv
Decision Xg Conceptual System X7

x; are vectors of variables often assumed to be real-valued.

Figure 2 Classical Recursive Structure of the Psychological System

It is usual among economists to accept this mode! in a condensed version:

ﬂEnvironment (price, income, etc.)

/ l
I Motivation (preferences, objectives)
.l

\Decisions (demand, supply, etc.)

Figur Condensed Recursive Psychological System
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Two major advantages of the classical paradigm are obvious:
With the recursive formulation, the standard experimental strategy of psychology is

facilitated. It is quite easy to control the experiment, if all relations are recursive.

Statistical estimation is also facilitated by a recursive model formulation. It has been
shown (Wold, 1964) that ordinary-least—~squares methods can be used in recursive

systems without identification problems and other losses of statistical qualities.

Unfortunately, recent studies of human and artificial intelligence have undermined
the basis of this handy formulation of the «classical, recursive and linear

psychological paradigm.

The Perception System

A recent study by Stewart and Peregoy (1983) shows that the perception system must
be modeled as a non-linear dynamic subsystem. With series of experiments,
employing a standard perception stimulus, they have shown that the stimulus
response relations are best represented by a catastrophe model. The model of

perception can be illustrated by two diagrams.

4
V(x) Py ries

8 (0O~ 8008 08 0—>8c0—850—28D0—a0Do0
ay 0 -—a) 8 C 0

O +—8 = 0+— 80 +—8C 0 =38 0 = a <o
g i
' Y %
R R 2 R R4 Rs R R7 Ras
Figure 4 Two Fold Catastrophes Developed by Beginning the Experiment at two
Different Ends of Stimulus Sequence with Hysteresis
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Despite some differences in patterns of response among different groups of subjects,
the result is clear: for the vast majority of subjects it is not possible to represent their

perception structure by a linear, dynamic model.

R D R R D
1% Pa RPy RO, RD, RO, RPD, 8 4
______ PREDICTED CUSP
——  CALCULATED CUSP, MALES AND FEMALES
i —.__  CALCULATED CUSP, FEMALES

eesvseeceseeoe CALCULATED CUSP, MALES

Figure 5 Estimated (calculated) Cusps for Different Groups of Subjects in Stewart-
Peregoy Study

The Cognition-R ition S

Pattern cognition and recognition can mostly be regarded as problem solving. Any
child permanently recognizes his or her mother and other relatives from the age of a
year or two. Most computers are quite inefficient, however, so there seems to be some
basic logical difference between the artificial and human cognitive systems. In a few
— not well controlled ~ experiments, I have studied the response to a meaningful
figure from Hofstadter (1980), shown in Figure 6.
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yP: 904, pJopi(

The respondents were asked to look at the figure and respond directly to:

Figur

1. what they recognized, and report

2. what they could see, when some other interpretation eventually became possible.
The results were the following.

The majority of respondents answered that the immediate impression is a piece of
abstract art. After a time delay of 30 to 180 seconds the response changed and an
intellectually meaningful pattern was reported. There were, however, great

differences in delay time between people with different conceptual systems.

The experimental group consisted of 30 musicians and 15 artists. The artists were
generally faster in jumping from the first, artistic, to the second — intellectual —
interpretation. Training, i.e. conceptual development, obviously enhances the

cognition-recognition pattern.

The experiment shows that at least a fold catastrophe model is needed to represent the

non-linear nature of the cognitive system.
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he Mem m

Traditionally, the brain has been assumed to be an inventory with located storages.
This inventory is then often assumed to have two sequential compartments. The first
compartment — "the short term memory" — is subjected to rapid depreciation and only
sends on a limited amount to the second compartment — the "long term memory”,
where items to be remembered are assumed to be stored in well located sites for later
retrieval. This static and spatial theory of the memory is now being substituted for a
dynamic, non-spatial theory [Nilsson (1984), (1985)].

In these new models, the stress is on memorizing rather than memory. Remembering
is seen as an interaction between a set of available cognitive capabilities in situations
when an individual is motivated to remember something. Information is assumed to
be distributed over the whole system without retrieval addresses. To quote Nilsson
(1985):

"The basic argument to be made with respect to storage of information, is that the
whole storage system undergoes a subtle change whenever an encoding takes
place. Thus, it is proposed that no single memory trace is formed at the time of
encoding. Instead it is argued in line with Craik [4] "that the system has an
increased likelihood of recreating the same pattern of activity on a subsequent
occasion, especially if many aspects of the original event are re-presented to help
drive the system into the same general configuration" (p. 345).

The reasoning behind this is as follows. It is assumed that situations, objects,
pictures, words etc., constituting the to-be-remembered (TBR) information, and
the context in which these items occur can be decomposed into a large number of
physical features. These features are assumed to furnish the individual with the
basis for various perspectives or "affordances” [6], for each particular object,
word etc. The information about a given situation is there to be picked up by the
individual and different combinations of features are assumed to set the stage for
potential affordances.

The current cognitive environment [17] of the individual as invoked by
instructions, current mood states, and motivation is assumed to determine which
points will be activated by means of this spreading activation of interrelated
points. Aspects combine to form what we refer to as functional dispositions [18] .

A functional disposition serves as a means for acquiring the information
conveyed by the current situation, that is for integration of this new information
with the overall, already existing experience and knowledge of the individual.
This disposition is conceived of as a psychophysiological process, which increases
the neural excitability of those points activated. This increase in neural
excitability serves the purpose of facilitating the formation of new neural
connections. Expressed differently a function disposition is a wider and more
complex activity pattern than an aspect, and the functional disposition means a
readiness in its most global sense for the individual to act in accordance with
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what the current object or event has to offer. At any given moment the
rememberer is prepared to act, or in other ways deal with the situation, on the
basis of the affordances conveyed by the object and the functional dispositions
activated.”

Source Nilsson, (1985).

The conclusion of the analysis is that remembering is not separable from cognition
and conceptualization. Remembering becomes an integral part of the cognitive
process, earlier shown to be a non-linear dynamic process. The essential factor in
remembering is the activation of conceptual models, organizing the perceptions of

the environment.

A SYNTHESIS

A micro theory of creativity can be tentatively formulated as a reflection of our
discussion of the perception, cognition and memorizing systems. This system can be

seen in the following abstract way:

x1= f1(X],X9.Xg,€) Environment

Xy = £k Xpxg) Motivation

X3 = £3(X1,Xp,X3,%6:X7.Xg) Perception

’-‘6 = fg(X1,X9,X3,X6,X7,Xg) iti n rizi
i7 = £7(X1,X9,X3.X.X7,Xg) n li

xg = fg(X1,X,X3,X6,X7,Xg) Decisions

Memorizing is part of the solution of this non-linear dynamic system. We can now

defi