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PREFACE

The investigation of special topics in systems dynamics —uncertain dynamic
processes, viability theory, nonlinear dynamics in models for biomathematics,
inverse problems in control systems theory —has become a major issue at the
System and Decision Sciences Research Program of the International Insti-
tute for Applied Systems Analysis.

The above topics actually reflect two different perspectives in the
investigation of dynamic processes. The first, motivated by control theory, is
concerned with the properties of dynamic systems that are stable under vari-
ations in the systems’ parameters. This allows us to specify classes of
dynamic systems for which it is possible to construct and control a whole
"tube" of trajectories assigned to a system with uncertain parameters and to
resolve some inverse problems of control theory within numerically stable
solution schemes.

The second perspective is to investigate generic properties of dynamic
systems that are due to nonlinearity (as bifurcations theory, chaotic
behavior, stability properties, and related problems in the qualitative theory
of differential systems). Special stress is given to the applications of non-
linear dynamic systems theory to biomathematics and ecology.

One of the objectives of the SDS Program was to invite a group of prom-
inent researchers in system dynamics for a workshop that could give an over-
view of research topics, new results, and open problems in these respective
areas of research. Such a workshop on the 'Mathematics of Dynamic
Processes' was organized by Professor K. Sigmund of the University of Vienna
and SDS IIASA in September 1985 at Sopron, Hungary. The proceedings are
presented in this volume.

I believe that the workshop has also achieved one of the goals of IIASA,
which is to promote and encourage cooperation between the scientists of East
and West.

A.B. Kurzhanski

Chairman

System and Decision Sciences Program
International Institute for Applied
Systems Analysis
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Resonant Elimination of a Couple of
Invariant Closed Curves in the
Neighborhood of a Degenerate Hopf

Bifurcation of Diffeomorphisms of R?

A. Chenciner
Département de Mathématiques, Universilé Paris VII, 2 Place Jus-
sieu, 75251 Paris Cedex 05, France

By a 'standard family of elimination" we mean a one-parameter family N u of
local diffeomorphisms of (RZ.O) fixing 0 and invariant under rotation, whose
unique bifurcation value wup corresponds to the coalescence and then disap-
pearance of two normally hyperbolic invariant circles of N b (Figure 1).

['% 4

#F(a) —————————— %
A standard 9 u<upla) (/‘
family of
elimination K‘ =

Figure 1



4 Alain Chenciner

In a series of works (Chenciner, 1982, 1985a,b; briefly described in
Chenciner, 1985c), I studied the dynamics of generic two-parameter families
P".a of local diffeomorphisms having the following property: restricted to a
conic neighborhood ¥ of a certain curve I': u = up(a) in the parameter
space, the family a b (ub P".a) appears (in well-chosen coordinates) as a
perturbation of a one-parameter family, ab (ub N IAG)' of standard fami-
lies of elimination that degenerate at ;4 = @ = 0 and are such that the rota-

tion number of the restriction of N pr(a),a to its unique invariant circle varies

monotonically with parameter a (Figure 7). The diffeomorphisms N wa are
called "'normal forms".

I have shown that these two-parameter families are a good dissipative
analogue of a generic area preserving local diffeomorphism F of (R? , 0) having
an elliptic fixed point at 0. In fact, such a diffeomorphism ¥ can always be
written (in well-chosen coordinates) as a perturbation of a normal form that
leaves invariant each circle centered at the origin, and such a normal form
can be thought of as a one-parameter family of circle rotations degenerating
at the origin, where the parameter ( = radius of the circle ) becomes 0, the
rotation number varying monotonically with the parameter (“standard twist").

To make precise what follows, let us define "good" rotation numbers [the
circle is supposed of length one and the spectrum of DF(0) — or DPo 0(0) -
te zm% —zm% {]- An irrational number w is "good" if there exist constants
C >0, B 2 0, such that, for any rational p / ¢, one has

and if moreover |wy— wy| < &(C,f), where the positive function £ depends
only on F (resp. on the family P #.a)' A rational number p /¢ is "good" if
there exists a positive constant C such that ¢lwy-p/¢| <C and
|w—wyl < &(C) where the positive function £ depends only on F (resp. on the
family P".a). To the F-invariant closed curves of class C™, given by K.A.M.
theory, on which F is C™-conjugated to a rotation R, of "good" irrational
rotation number w, corresponds a Cantor set of values of a for which the
family pt» P".a "looks like' a standard family of elimination. Moreover, at
the unique bifurcation point uy(a), the unique invariant closed curve of
P#r(u) o is of class C*, and the restriction to it of P#r(ﬂ) s is C™-conjugated

to the rotation R, jsee Chenciner, 1985a, Section 2.3; P a 'looks like" N .
if, in a uniform [independent of (u.a)] neighborhood of 0 in R?, the two dlf—
feomorphisms have the same number of invariant closed curves and the same
type of decomposition into basins of attraction and repulsion of O and the
invariant curves; dynamics on the invariant curves are not required to be
similar].
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Figure 2 Dynamics of Pq"a [(a), (&), (c), (g), (h), and (i) are accurate; in (d),
(e), and (/') there could exist unexpected invariant curves].

I announce here a similar result for invariant sets whose rotation
number belongs to a sequence of “good” rationals p, /q, (such a sequence
automatically converges to wg): to the periodic orbits of F studied in Zehnder
(1973), and to their homoclinic orbits, correspond one-parameter subfamilies
of the family P“'a, close to u» P hay, for which the dynamics look as much

as possible like those of a standard family of elimination. The central values
of the parameter are associated to a dynamics very close to the one
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described by Zehnder (here a, is such that the restriction of ¥ to

br{Gn )Gy
its unique invariant circle is the rotation an y, q"). Such a family is described
in Figure 2 for q, =5. The remarkable fact is that the only members of the
family that do not "look like' members of a standard family of elimination are
those that possess a periodic orbit of rotation number p, /g, [in the nota-
gon of Chenciner, 1985b, those that belong to the Arnold resonance tongue
CPu /ay Figures 2(b)—(h)]. In particular, regular invariant closed curves do
persist until the appearance inside the ring that they determine of a
P, / 9, -periodic orbit. If the subfamily is well chosen, this orbit will be of
Bogdanov type [Figure 2(b)]; if not it will be of saddle-node type. The invari-
ant curves persist even further: in Figures 2(b) and (c) [also (g) and (h)], the
diffeomorphism "looks like' a member of a standard family (a normal form) in
the complement of ¢, small disks containing the two newborn p, /q,-
periodic orbits and their homoclinic orbits. Finally, for the central values of
the parameter [Figures 2(d)—(f)] one can control the invariant manifolds of
the hyperbolic p,, / q,, -periodic orbit and show the existence of values of the
parameter [Figure 2(e)] for which all possible homoclinic intersections occur
simultaneously (compare with Zehnder, 1973; in the generic situation a single
couple of p,, / ¢, -periodic orbits appears).

Figure 3 is taken from Chenciner (1986): it depicts a part of the set of
values of (u.a) such that P, , "looks like" a normal form N uw.a’ (complement
of the string of “bubbles”, see Chenciner, 1985a, Section 2.3, Figure 11): w,
and @, are "good” irrationals and the big "bubble" is supposed to intersect
the resonance tongue 61’:. /4 [set of values of (u,a) such that P wa Possesses

at least one p, /q,-periodic orbit cyclically ordered as the orbits of the
rotation RFu /g, See Chenciner, 1985b]. The subfamily E, whose dynamics is
described in Figure 2 goes through the regi_gn where part of the boundary of
this bubble coincides with the boundary of CPn TR

Details of the quite long proof appear in Chenciner (1986); the main
steps are given here.

1. Obtaining some Periodic Orbits as the Trace of Nearby
Resonances

In a generic family P“'a it is possible, for a sequence p,/q, of "good"
rationals converging to w,, to follow the bifurcations from the origin of the
periodic orbits of rotation number p, /g, in the three-parameter family
(wa,l)b R P“'a, t between (p,/q,)— v, and 0 (compare with Zehnder,
1973). The p, /q, being '"good" rationals (which is equivalent to ¢ being

small enough) means that Pq"a is still a perturbation of Nq"a in an annulus

y:| wa containing the whole nonwandering set of P wa (except 0, of course).
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X
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¥ 7 %
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family of elimination

(One-parameter

NO INVARIANT CURVE subfamily whose
dynamics are
described in Figure 2} One-parameter
(3and 7 are in subfamily which
the black region}) “looks like'’ a standard

family of elimination

Figure 3 (Compare with Figure 1).

2. Putting under Normal Form the p,, / q,, -Periodic Orbits and Approxi-
mating the Restriction of P a to 4 a by the Time-One-Map of an
Rp_ /qn -Invariant Differential Equation

Let a,, be such that the restriction of ¥ to its unique invariant cir-

pp(agy)ay
cle be the rotation Rp,./q," When (u.,a) is close to [up{a,).a,]. one can
choose coordinates (4, ) in the annulus A“a & 1 x [-L,L], close to the stan-
dard ones, such that:

(1) The restriction of P ha to the set of its p,, / q,, -periodic orbits coin-
cides with the rotation B, ,, (such coordinates always exist if p,/ g,

is a "good" rational but in the generic situation they are easier to obtain
because there exist only two such periodic orbits).

) Rp';i, an ° P wa is very well approximated in 4 ha by the time-one-map of
a second-order differential equation £, ; invariant under R, ,, :

dv
dt

Y=o+ fy + P+ 6O)
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$(¥) close to cos 2mq,, ¥ and invariant under an /4

are exactly the p,, / ¢, -periodic orbits of

Moreover, the singularities of ¥ wa

Pua

3. Showing the Existence of Invariant Closed Curves

Using periodic solutions of £ ha and choosing adapted coordinates, one can
show by the graph transform method that in one-parameter subfamilies close
tour» P wayt @ pair of invariant closed curves exists until (and even after)

the birth of a p, /q,-periodic orbit (Figure 2). The fact that, after this
first bifurcation, P, 4 still looks like a member of a standard family of elimi-
nation outside the union of g, disjoint disks containing the p,, / ¢, -periodic

orbits that just appeared (and their eventual homoclinic orbits and subordi-

. . . g, . . .
nate tiny closed curves invariant under P,""a) is proved using Ljapunov func-

tions inspired by the study of the family of differential equations.

4. Controlling Invariant Manifolds of P, , by those of the Hyper-
bolic Singular Points of £, ,

This part is in the spirit of Zehnder (1973) with the difference that area
preservation is replaced by the existence of the friction parameter 8: it has
been essentially described by Chenciner (1982, 1983).

5. Conclusion

One salient feature of these results is the analogy between the situations
governed by “good" rationals and those governed by ‘‘good" irrationals, in
particular the persistence as long as this is possible of regular invariant
closed curves. In fact, it is the nonexistence of unexpected invariant closed
curves in the region of the parameter line where invariant manifolds of the
hyperbolic p,, / q,, -periodic orbit present homoclinic tangencies, which looks
more difficult to prove (and this even for the family of differential equations).
Such a result would show that the process of 'resonant elimination" we
described involves in its last stage "attractors” reminiscent of those
described by Birkhoff (1932).
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Iterated Holomorphic Maps On The
Punctured Plane

J. Kotus
Institute of Mathematics, Technical University of Warsaw, Warsaw,
Poland

1. Introduction

The study of the dynamics of complex analytic maps goes back to Fatou and
Julia in the 1920s. Their iteration theory of analytic maps was analogous with
Poincaré’'s work. Now this analogy is continued by injecting the modern
theory of quasiconformal mappings into holomorphic dynamical systems.
For a holomorphic function f defined in a region (open connected set) U
of the closed plane § we denote by f™ the mn-fold composition
" =foferr-af. A falmily {f ™3, is normal if every sequence }fn"}i“ con-
tains a subsequence § _fn o }1° which converges uniformly on compact subsets
of U in the spherical metric. The set of normality for f is

N(f)={z €U: {f™(z)}, is normal}

J()=U-N() is a Julia set of f. If f is a rational function, then U = (TJ
We recall the fundamental properties of a Julia set:

(1) J{)is a nonempty perfect set.

R JU")=J{)forn €N.

(3) J(f)is completely invariant, i.e., f"i[J(_f )] =J{).
(4) J(f)is the closure of the set of repelling points, i.e.,

J(f)=cliz €elU:dn f(z) =z and | (L") (2)] > 1}

The properties (1)—(3) were shown by Julia (1918) and Fatou (1913, 1920a,b)
for rational maps. In the case of entire transcendental functions, properties
(1)~(3) were proved by Fatou (1926), while (4) was proved by Baker (1968).
Julia and Fatou investigated the global asymptotic behavior of trajectories of
rational maps. Their description was not completed. They did not solve the
problem of wandering components of N(f). A component D of N(f') is wander-
ing if F*D)NSf™D)=¢ for all n,m € N. Sullivan (1982a,b) solved this
problem, proving the nonexistence of wandering components for rational
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maps. The theory of iterates of transcendental functions is more compli-
cated. Baker (1976) first showed an example of multiconnected wandering
components of N(f) for an entire function. Further, Herman (see Sullivan,
1982a), Baker (1984), and Eremenko and Ljubi¢ (1984a) constructed examples
of simply connected wandering components. But Sullivan's theorem is valid
for a special class of entire functions Sq (see Nevanlinna, 1970; Gol'dberg and
Ostrovskij, 1970): i.e., f €Sq if there exist @y, ..., 0 € ¢ such that
f:¢- f'i(}ai, N ND->C-ta,y ... ,aqf is a covering map. This result,
with additional assumptions, has been obtained by Baker (1984), in a form
shown by Eremenko and Ljubié (1984a) and Goldberg and Keen (to appear).

We would like to describe the dynamics for the class £ of holomorphic
functions f: ¢* »C", ¢ =C - {0}, which has two essential singularities at
{0, =}. Since f does not take values 0, =, f(z) = z¥exp[F(z) + G(1/ 2)],
where F and G are nonconstant entire and &k € N. Following Baker, we call
this class Radstrém functions, after Radstrém, who was the first to investi-
gate their properties. Radstrom (1953) proved properties (1)-(3), but (4) was
shown by Battacharyya (1969). Let R denote the class of Radstrom func-

tions f for which there exist pomts @y, ....0; € ¢* such that
r:c* —f'1(la.1, NN H-C* - lay, ... sy { is a covering map. The
minimal set of points a,, .. Qg with this property is called the set of basic

points for f. Every basic pomt a; is a singularity of f~1. A function f €R
with a finite set of critical values and asymptotic values belongs to R for
some g € N. The dynamics of f € Rq is of a mixed type, i.e., admits the prop-
erties of dynamics for entire and rational maps. In fact, it admits all types of
components described by Sullivan for rational maps and some phenomena
which occur for entire maps. Since the fundamental properties of J(f) and
N({f) for f € R, are the same as in the case of a rational or entire map, the
essential question for further investigation of its dynamics is to solve the
problem of wandering components. It is expected that in the case of validity
of Sullivan's theorem further results concerning the classification of com-
ponents of N(f). the relation between the number of basic points of f and
the number of Fatou domains and Siegel disks, estimation of the Lebesgue
measure of J(f), and the problem of J-stability for a generic finite-
dimensional family in Rq may be extended. Now we formulate the main results
of this paper.

Theorem
If f € R, , then every component of N(f) is nonwandering.

Proof of this theorem is based on Sullivan’'s ideas. But it is not immedi-
ately clear that this technique may be used for Radstrém functions. In Sec-
tion 2 we show how by elimination of different cases the proof of our theorem
is eventually based on Sullivan’s. In Section 3 we prove other properties of
N({f) and J(f) mentioned above for f € R Their proofs are based on results
of Eremenko and Ljublc (1984a,b) for entlre functions. We describe only new
parts. We hope that this is sufficient for readers familiar with iteration
theory.
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2. Sullivan’s Theorem for f € R,

We begin with some remarks concerning asymptotic values. a E@ is an
asymptotic value of f € R if there exists a path ¥ tending to 0 or = that
satisfies lim f(2) = a. It is not difficult to prove that, if f € R and does not

b4 -
take three values in €, then f is constant. As a consequence there does not
exist any other omitted value for f € R different from 0 and .

Lemma 1
For f € R there exist 7,,1 =1,...,4, such that y, »0fori =12, y;, +
fori =3,4,and lim f{(z) =0, lim f(z) = c.
71, 73 Te: 74
Proof

Let &, :[0,1) » ¢° be a path tending to =, and g be a branch of the inverse
function f_i. Then 7, : [0.1) —» ¢° given by 74(t) = g[6,(¢)] is a path tending
either to 0 or <. Suppose on the contrary that there exists a sequence
§7,(t,)}1 that satisfies y,(¢,) + a # 0,2and

(@)= lim [7(t,)] = im £ 1lg 61(t,)] = lim 6y(t,) = =

But f has no pole. If <9, +0, then setting w =1/2z in
f(z) =zk exp[F(z) + G(1/ z)] we prove that there exists a path ¥, -+ « and
lim A (w) = e along 7, for some other function h € R. To prove the last part
of this lemma, it is enough to consider a path §,:[0,1) » ¢" tending to O
instead of .

2.1. Classification of the cases

The following proposition is analogous to Sullivan's. It is trivial in the case of
a rational map, but here it is somewhat more delicate. For an entire function
f € Sq it is not necessary to prove it, since in that case any component of
N({f) is simply connected.

Proposition 1

If §D,}y is an orbit of the wandering domain D, of N(f) for f €Rq. then
there exists an n, € N such that one of the following cases is satisfied:

(1) D, has finite topological type and f : D, -+ D, ,, is a homeomorphism
for n > n,.

(2) D, is an annulus for n > n; and there exists a subsequence ’Dn,, i
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such that the degree of fi“ : D, ~ D,  Iisgreater than 1 for n, >n,.

(3) D, has infinite topological type for n > n,,.
To prove this proposition we need the following lemma.
Lemma 2

Let A ERI,,DiD2 be components of N(h) with finite topological type. If
h:Dy »D, is a covering map and the degree of A is infinite, then each
component of ¢ — D, contains a singularity of f -1

Proof

Suppose the contrary: then there exists a component of @ - D, which does
not contain a singularity of L Let 7 be a Jordan curve that lies in D,
around the boundary of this component and does not include any other com-
ponent of ¢ — D ,. Let B be a simply connected domain bounded by 7. Since
f is a covering map and f~1(z) contains infinitely many points, there exist
well-defined branches g, 11" of the inverse function f‘1 along curve y. By
the Monodromy Theorem, there exists an extension g, to B that satisfies
Ekl‘r =g,. Let 2z €B NnJ(f). It follows from the complete invariance of
J(f)that w, =g,(z) € J(f). Since ind., z # 0, it follows that indgk (»¥ * 0
for any k € N. As a consequence, each domain bounded by g, (7) contains a
boundary point of D,, i.e., ¢ — D; contains infinitely many components. This
implies that D, has infinite topological type.

Proof of Proposition 1

Since f has finitely many basic points, there exists an n, such that none of
the basic points belongs to D, for n > n,. We may assume that n, =0.
Then f:D, - D, ., is a covering map for n € ¥N. Suppose that there exists a
subsequence {Dnh }; that belongs to one of the following cases:

(1) Every component Dn, is simply connected. Then D,, is simply connected
and f: D, -+ D, 4 is a homeomorphism for n € N. Proof of this prop-
erty is trivial. We leave it to the reader.

(2) Every component Dn‘, is an annulus. Then D, is an annulus for n €N.
Let D,, be an element of trajectory {D, | that lies between Dﬂ-b and
D,,,. Then D, = f‘(an). D, . = r3(,,) for some i,j €N. Since
S |D, is a covering map for n €V, it follows that It f! homeomor-
phisms of fundamental groups induced by f*,f7 are one-to-one and
z = "1(Dn,,)g"1(Dm)Q"1(Dn“,) =Z. If D, is a simply connected
domain, then ZG §*} = my(D,,). Suppose that D, has finite topological
type different from annulus and disk. Then 7 (D,,) contains at least the
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group Z X Z and Z X Z GZ. These contradictions prove that m (D) = Z
for m €N, ie, D, is an annulus. Of course, the degree of
f:D, » D, ., is finite for n € N. Either the degreeof f: D, + D, ,,is

1 for n >n, or there exists a subsequence ?Dn. }4 such that the
degree of 1% t Dy,
(3) Every component D, has finite topological type different from annulus
and disk. Then there exist n, such that, for n > ng, D, has the same
property and f: D, -+ D, ., is a homeomorphism. Suppose that this is
not true: then there exists a sequence of components {D, I,:' =1. each of

which has infinite topological type and D, lies between Dn. and Dﬂnu'

Thus the degree of 9k = ft. . Dk - ani»l is infinite. Otherwise, for cov-

- an . is greater than 1 for n, > n,,

ering maps with finite degree d, we have the following rule:
XgDy) =dXg (Dn“l), where xg denotes Euler's characteristic. But

XE(Dn,,”) and d are finite, so xg(D,) is finite and Dn,, has finite topologi-
cal type. This is a contradiction. As a consequence, the degree of
h, =f"" :Dn,, "Dn“l is infinite. By Lemma 2, any component of
¢ - Dn‘,” contains a singularity of f~1. Since the set of singularities of
771 is finite, infinitely many components an are nested around one
singularity of f"i. But Dn. has finite topological type different from
disk and annulus, so at least one of the other components of ¢ — Dﬂbn

contains a singularity of f -1, This implies that only a few components in
the sequence {D,, }1“' have infinite topological type. We proved also that
the degree of f:D, -+ D, ., is finite for n > n, Otherwise there
exists a subsequence Dy, }¢ and maps $hy i, h, :D,,_. -'Dn“l, that
satisfy the assumptions of Lemma 2. But we eliminated this case above.
It is not difficult to prove that the degree of f:D, + D, ,, is 1 for
n > n4 using the rule cited for Euler characteristics.

(4) Every component an has infinite topological type. Then D, has the

same property for n > n,. This is a consequence of (3).

2.2. The case of a wandering annulus in N(f) with degreeof f > 1
Proposition 2

Let {D, }o be an orbit of wandering annulus Dy CN(f)for f € Rq. Then the
degree of f is equal to 1 for large n.

Proof

Suppose that there exists a sequence of annuli ?an }4, such that

ft": an > Dﬂnn is a covering map and the degree d, of ft" is greater than
1. Let w be a smooth Jordan curve separating boundary components of D,

and let 4,, , B, denote components of ¢ - D,, . Since the family } T i
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is normal in the spherical metric, the arc length f™ () is bounded for n € N.
But the degree of gj: Dy + D, . 0 =ft'o ft'- .- th,,. becomes large with &
as the product d; d;_---dy, ; hence one of the components 4,, or B, must

have an arbitrarily small spherical diameter for a sufficiently large k. Let

An. denote this component. Suppose that An. N §0,=} = ¢ for large k: then

ft"(Ank) M 10,1} =¢ ¢. Since diam An‘.H is small, B"nn contains O or «. This
implies that f "(An.) y Bn"H and, by the Maximum Principle,
S, (An,) = Ay, , - Hence 4, is a sequence of annuli nested around one criti-
cal value. But this is impossible. To prove it, it is sufficient to use Sullivan's
method (see Sullivan, 1982b). Suppose that An. M 0.} # ¢ for large k. We
assume that 0 EAM' By Lemma 1, there exists a path y-+ 0 that satisfies

lim f (z) = < along 7. On the other hand, for the curve w, = f”"(w), indukO
depends on n, and tends to infinity for large k. Hence the number of inter-
sections of wf with ¥ becomes unbounded. This implies that the arc length of
S(we)=1 ™k 1(r.)) is unbounded for n, > n, which contradicts the normal-
ity of §/™(w)};- In the last case (ie., = € Ay, ) We use similar arguments.

2.3. The case of a wandering finitely connected component of N(f')

We describe in detail the proof that leads to a contradiction in the simply
connected case, i.e., if D, is simply connected and f:D, +D, , is a
homomorphism for n = n,. The finitely connected, eventually bijective case
is virtually identical. Now one has a Riemann map between the region and the
sphere minus a finite number of round disks, and their boundary is described
by prime\ends in the region. The discussion and finally the arc argument are
the same.

Proposition 8

There does not exist a wandering component d, CN(f) for f € Rq such that
D,, is simply connected and f: D,, + D, ,, is a homeomorphism for n = n,.

To prove this proposition we need some lemmas. In fact, we show only
Lemma 6 which is new for f € Rq. The others are analogous to the case of
entire functions.

In Lemma 3 we recall some properties of quasiconformal maps: for details
see Lehto and Virtanen (1965).

Lemma 3

If o: G »H,¢¥:H » K are quasiconformal, then ¥ « ¢ is also quasiconformal
and the dilatations satisfy:
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(1) If ¥ is conformal, then Hy. (z) = p (2) almost everywhere (a.e.).
() If ¢ is conformal, then /J.*.?(z) = /J.*[w(z)]go’(zf/ @' (z)] a.e.

If ¢,% are onto, then we can reverse the implications in (1):
@) If Hyp = Hya.e. in G, then ¥ is conformal.
This implies Lemma 4.
Lemma 4
Suppose that f is a one-to-one conformal map from a domain D to a domain D,
and that ¢ is a quasiconformal map defined on D and D, and whose complex

dilatation My is f-invariant, i.e., satisfies /J.,[f (2)] = u2)f'(z)/f'(z) ae. in
D. Thengpof o ¢'1 is conformal in @(D).

Now we formulate the theorem of Ahlfors and Bers (1960).
Lemma 5

Consider a measurable function & on the plane such that for all ¢{ in some
open set 7 CR™ one has u(t,z) € L, as a function of z with || & || . <1 and
that (suppressing z)

u(t +s)=pt) + 814 a,(t)s; + |s|a(t,s)

with || a(t,s) || <c¢, ¢ constant, and a(t,s) 0 a.e. in z as s » 0. Suppose
that |la,(t +s) ||, are bounded and that a,(f{ +s) s> a,(t) ae. for s 0.
Then there exists a unique sense-preserving family of quasiconformal
homeomorphisms &, = F(tf of ¢ onto € such that 89, / 8z = u(t)8%,/ 8z a.e.
®, fixes 0, 1, » and is in C*(T") as a function of ¢ for fixed z.

Lemma 6
Let a4, .. .,a, € C* be basic points of f €R,.
T =ty .. .. tpg4q) ity €ER,IE| <1,i=1,...,2q+1}

Suppose that ¢,,¢ €7, is a family of quasiconformal homeomorphisms of (_F
which fix 0, 1, =, that the complex dilatation u, of ¥, is f-invariant, and
that &, isa Cl-function of ¢ for fixed z. Then:

(1) Function f; =&, o f o & belongs to R, for t €T.
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(2) There exists anarc a CT such that f, = f, fors, t € a.

Proof

Since @, fixes 0, 1, o, it follows that ft is not defined at §0,%}, it does not
take these values, and it maps c* onto C* . I is a local homeomorphism, so by
Lemma 4 f, is locally conformal and has removable singularities be51des 0 and
o which are essential singularities of f,. Thus f,(z) = =z exp[F(z) +
G(l/ 2)], where F and G are entire nonconstant and k > 0. If a,,...,a, are
basic points of f, then

J:Ch-r ey .. .a ) 2 C" —tay, ...y

is a covering map. Since f; is topologically conjugated with f, then f;, has a
finite set of basic points, i.e., ®,(ay). .... &, (aq) and

Je:C =%, o f M (tay, ... ay )= CT - 18, (ay). . ... ¥ (ay)}

is also a covering map. We define a function &k, k(f) = [®,(ay), ..., & (a N
fort €T; kisacC? map from T C R23* jnto ¢9. By a well-known topologlcal
theorem, there exists an arc a C T such that &,(a;) =a;, i =1,...,2¢9+1,
for t € a. Now we show that, if », s € a, then f,. = f.. Since

Je:C =8 o (jay, ... ) 2 CT —fay. ...y

is a covering map, by the Covering Homotopy Theorem there exists a family of
homeomorphisms

H:C" =&, o f™(tay,....a,}) »C” - & o Yay. ... La,d)

such that ¢, - of o H, for fixed s, r € @ and any ¢ € a, and for
t =r we have H =9 o @ f We may assume that 1 is a fixed point of f. It
is a consequence of a theorem proved by Battacharyya (1969) that for any
n € N there exist infinitely many periodic points of f with period n. Then
(1) =1fort €T. This implies that #,(1) =1. If ¢ =s, then f, =f¢ o H,.

Thus &, of o8 1 =@ _of cd-1cH, and 6] c @, . of =1 @1nf1n@
On the other hand we have @'f o of =f s 1, ®,. since f,. and f are
topologically conjugated So S e @'1 ° H °op, =f o, and
X =fod;l Let g = f@i.thengoﬂ-ggoﬂz g. We

show that HZ = identity (id). This implies that #, =id or H.(z) =1/2. The
last case is 1mpos51ble in view of the continuity of Hs as a function of s. We
note first that 0 is not a point of essential singularity of #_, since in the
neighborhood of this point H; is not one-to-one. Suppose that 0 is a



18 Janina Kotus

removable singularity of #;. Then there exists lim#(z) = a. Since H is an

z -0
open map of C"* onto c*, an extensmn H of H, given by H (0) = a is also an
open map. Therefore for a €¢" there exxsts a small enough neighborhood U
of some point & €@" such that f(U) sa. But, if 11m f(z)= lim w=a,

=f(z
then the preimage of @ U belongs to some nelghborhood of O gnfi(t})le func-
tion H; is not one-to-one. Suppose that H (0) =0; then Hg | ¢ = H,. Then
f?s is a holomorphic homeomorphism of ¢ with two fixed points O, 1. This
implies that H; =id. If # (0) = =, then H (=) =0. Otherwise we have only
one pOSSlblllty, i.e., H (°°) = o, Thus there exists a neighborhood U of 0 and
neighborhood V of e« such that H (U) and H (V) are neighborhoods of «. This
contradiction implies that, if H (0) = oo, then H () =0, so HZ(O) =0. It is
clear that H HZ is a holomorphic homeomorphlsm of ¢ with two fixed points, so

=id.
Lemma 7

Let D, be a component of N(f) defined in P‘roposzt‘:.on 3, let t, be an end of
the arc a defined in Lemma 6, and let H, = ‘I’t o ®, for t € a. Then

Hy =id| ;) and H, (Dg) =Dy,
Lemma 8

Let Dy, a, H; be as in Lemma 7. Ifg: B +Dis aconformal map from the unit
disk B, then h; = g™  H; - g extends to a homeomorphism h; of clB that
satisfies A, jag = id.

Proof of Proposition 3

Suppose that D, is a wandering component of f € Rq Let g be a fixed con-
formal map from the unit disk B onto D, and let a, b.¢ be three distinct
points of 38. Set

T =Yty ... tpqe)t Ity <1 t, €R Q=1 ..., 2q+1]

There exists a family ¢, , £ €T, of homeomorphism of cl? onto clB such that
%188 * Ps | aB for t #s, ¢y =id, any ¢, fixes a, b, ¢, ¢, is the identity
on the boundary arc bc, ¢, is quasiconformal in B, the complex dilatation w,
of ¢, is a continuous function of £ at any z € B, and |u;| <1. An example of
such a family ¢, is described in detail in, e.g., Baker (1984) or Baker and Rip-
pon (1984). Let ¥, =g o ¢, » y'i. Then ¥, is a quasiconformal homeomor-
phism of D, onto itself and its complex dilatation is given by
My, = Ky, (g @™V (9~Y), which is continuous and thus measurable in z in
Dgyand lp.,l,‘ | <1. We extend Hoy, to an f-invariant complex dilatation in the

plane (denoted by the same symbol) using the following constriction. For
z € such that there exist a z, in D, and positive integers n,m that
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satisfy f™(z) = f™(z,), we set
My, (2) = UMY (=) ™) (2 by, (z)/ TTY (@ ™Y (24)

For other values of z we have My, = 0. We ought to check that My, satisfies

the differentiability conditions of ZLemma 5. But the family ¢, described by
Baker satisfies this condition. Then, by Lemma 5, there exists a family of
quasiconformal homeomorphisms ¢, of ¢, £ €7, that satisfies the assumptions
of Lemma 6, which implies that f;, =&, o f o @[’1 (-IRq fort €T and f, =f,
for t, s € a, where a is some arc in 7. Suppose that {, is an end of the arc
a, H = @t';i °od,,and h; = g1 °oH, og for t € a. Lemma 3 (1) implies that
Bn, =K g, . g Since ug =ty inB, ¥, =g o p, o g7, it follows that

Bng = HBgepilopy s g7teg = Hoopitep,
so by Lemma 3 (1) it is the same as p."_, - Lemma 3 (3) applied to oy, and
0
p,"_, .o, implies that h, =L, (¢t°_1 ° ;). where L, is a conformal Mobius

transformation of B. By Lemma 8, h, extends to a homeomorphism f_z_t of cl B
that satisfies h; g5 =id, so L, (¢t°_1 o_got) =L, (¢t°" o p,) for t,s €a. But
¢; is an identify on the boundary arc bc for t € T; thusL; =Lg for ¢, s € a.
As a consequence, ¢, = ¢, for t,s € a CT. This contradiction implies the
thesis of Proposition 3.

2.4. Conclusion

Suppose that there exists a wandering component D of N(f) for f € Rq. Let
{D, }o denote an orbit of D, By Proposition 1 there exists an n, €N such
that one of the following cases is satisfied:

(1) D, has finite topological type and f: D, - D, ,, is a homeomorphism
for n >ng.

(2) D, is an annulus for n > n, and there exists a subsequence }an I
such that the degree of £ *: D, D, isgreater than1for n, >n,

(3) D, has infinite topological type for n > n,,.

Case (1) was eliminated in Proposition 3, case (2) in Proposition 2. In the
last case, i.e., if D, has infinite topological type, the proof is analogous to
Sullivan's (the dimension of the Teichmiiler space of conformal structures for
the direct limit Do of }D, }; is infinite). Thus we have proved the following
theorem.

Theorem 1

For f € Rq every component of N(f) is nonwandering.
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3. Properties Dynamics for f € R,
38.1. Classification of components of N(f)

First we formulate one remark concerning dynamics in the simply connected
components of a Radstrém function, i.e., f €R.

Lemma 9

Let D be a simply connected periodic component of N(f) for f € R. Then D
is one of the following components:

(1) D is an attracting (superattracting) domain.

(2) D is a parabolic domain.

(3) D is a Siegel disk.

(4) D is atrajectory {f™(z)}; that escapes to = for any z € D.
() D is atrajectory §f ™(z)}; that escapes to O for any z € D.

For rational maps any simply connected periodic domain is such as in (1),
(2), (3); for entire transcendental maps there exists one more, i.e., (4). In this
case there exists also a domain as described in (5). Of course, the proof of
this lemma is similar to the one given for entire functions. It is enough to
consider in that proof a limit function f; = 0 instead of f = .

Proposition 4

Llet f €R,, let r4,7, be radii such that an annulus 4 =jz € ¢':
74 < | z | <7} contains all basic points of f, and let H,, i =1,2, be com-
ponents of C® - A. Then J:6G6, =1 '1(1‘11) -+ H, is a universal covering map
and every component V € G, is a simply connected domain whose boundary is
a curve that tends in both directions either to 0 or to .

We omit the proof of this proposition. Now we describe logarithmic
change of coordinates in the neighborhood of 0 and «. Let #;, G;, 1=1, 2, be
as in  Proposition 4. Since 0¢ G;,H;, we may define
Uy =InG;, Py =InH; = {w: Rew <Inr,}, and P, = jw: Rew >Inr,}, and
there exist maps F;: U; - P; such that the following diagrams commutate:

<

P,

,%

i

Fi
i —»

-

1)
exp

. —>
! f

Of course, the F; are conformal univalent functions on every component of
Ui = 1,2. We may assume that O <7y<1land 7, >1. Let W‘ be a com-
ponent of U;, and I, : P, » ¥, be a branch of the inverse function F; 1. For
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w €W,, a ball at w with a radius s =Inr,; — ReF,(w) is contained in the
half-plane P,. If w € W,, a ball at w with a radius s = ReF,(w) —In7; is con-
tained in the half-plane P,. By Koebe's theorem, each ball contains (respec-
tively) a ball with a radius

(174) | I[F,@)] | [InT, - ReFy(w)]
or
(174) | I[Fpw)] | [ReFp(w) - In7,]

But the exponential function is one-to-one on W,, so W, does not contain ver-
tical intervals with length greater than 2m. This implies that

lF’l(w)[ =(1/4nm)(inr, — ReF (w)] for wew, )

|F'a(w)] = (1/4m[ReFp(w) = In 7] for wEW, 3)

Proposition 5

For f ERq there do not exist components of type (4) or (5) described in
Lemma 9.

Proof

It is enough to prove that components of type (5) do not exist.

The proof in case (4) is the same as that for entire maps. Suppose that
there exists a periodic component D such that f™(z) - 0 for all z € D. We
may assume that f (D) = D. Let B(z,d) be a ball at z with radius d contained
in D. Then the family §{f™|B}; is uniformly convergent, f, =0, and
B, =f"B)cD for n €N. If A is a component of InB, 4, =FT(A), then
exp(4,) =B, , 4, CU,, and ReF (w) tends uniformly to —=at 4. Set w € 4,
W, = F*(w) € A, . and let d, be a radius of a maximal ball at w,, contained in
A, . By Koebe's theorem, d,, ., =2(1/4)d,, |F'{(w,)!|. Since ReF (w,) » -,
by equation (2) |F'(w, )] » «. This implies that d, -+ «and 4,, C U, contains
a vertical interval with length greater than 2n. This contradiction proves
the thesis of the proposition.

As a consequence of Sullivan’s theorem for f € Rq and Proposilion 5 we
have a full classification of periodic components of N{(f).

Theorem 2

Let D be a periodic component of N(f) for f € Rq. Then D is either a Fatou
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domain (i.e., attracting, superattracting, parabolic) or a rotation domain (i.e.,
Siegel disk, Herman ring).

Lemma 10

1 If thlt";oi is a Fatou domain of f € R_, then f is not univalent in any
D, and f (D,) contains a basic point of f.

() If {D,}P-¢ is a rotation domain of f €R,, then 8D ccl[ U f™(C)]
neN
where C denotes the set of basic points of f.

This result was obtained by Fatou (1919) for rational maps and may be
extended without any change for entire or Radstrém functions.

Proposition 6
Let f € Rq: then f has at most ¢ Fatou domains and at most 2g Siegel disks.

One proof of this estimation for entire functions is based on the results
from Nevanlinna's theory for these functions, e.g., Nevanlinna's second fun-
damental theorem. But these results are valid for Radstrém functions (see
Battacharyya, 1969). Consequently, this proposition may be proved like
Theorem 2 in the paper of Eremenko and Ljubi¢ (1984a).

3.2. Estimation of the Lebesgue measure of J(f)

We give some estimation of the Lebesgue measure of the Julia set for f € R,
that satisfies some additional assumptions. We introduce the following nota-
tions. Let a be a basic point of f and a be an asymptotic value of f. Let
{z € c”: |z —a| < &} be a ball which does not contain other basic points of
f.and let W be a component of the set §z: | f(z) —a| < £} such that either
clW M 10} # ¢ or clW M jeo} # ¢. Of course, W is a simply connected domain.
Let W =InW and L = (. =_(Lo + 2k i), where L, is a component of L.
Then L is an unbounded strip which does not contain vertical intervals with
length greater than 2m. By O(x) we denote the total length of
Lontz:Rez =x}. If f e Rand InInM(r.f) =O(nr)forr »0and 7 - o,
where M(7.f) = | m'ax |f(z)], then there exist M > 0 and L4, t; such that
2|l =T

ty
Jo@ tdz < - Mt for —w <t <ty <0 (4)
t

t
Jo@)ntaz < mt for D<t, <t <oo 6)
tp
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Equation (4) is true if a is an asymptotic value along the path 7y - 0, while
equation (B) is true if ¥ -+ «. The estimation () has been proved by Ahlfors
(see Nevanlinna, 1970) for entire functions, but it is not difficult to extend it
for f €R.

Proposition 7

Let f € R, and InInM(r,f) =O0(nr)for r -0 and r - «, and suppose that

at least one basic point a of f is an asymptotic value. Then there exist M,,
M, that satisfy My < lim |f™(z)| <M,.
n -»es

To prove this proposition we need the following lemmas.
Lemma 11
Let f € Rand InlnM(r,f) =0(nr)for r »0and r + «. There exist £ <1,
a>0, t; <0, t; >0 such that, if R =Rez, R <fy, or R >, then
mes[B(z ,kR) N L]/ mes[B(z.kR)] > a .
Proof

By equations (4) and (5) there exists an M, £, <0, £, >0, such that
by

Jo@)ytdz <- Mt for —m <t <ty (6)
t

t

[[0(;)]'1 dz < Mt for t, <t < oo )
2

Applying the Schwartz inequality to the inequalities (6) and (7), we have
ty ty
f [0(x)]™t dz f O(z)dzx = (t, - t)2 for t <ty
t t

and

t;
_[[0(:.-)]-1 dz fO(z)dz > (t, —t,)° for t >t,

This implies that f O(x)dz > -M~'t for t <t, and f O(z)dz zM"it for
t >t, Since O(x) <2m, it follows that, for small enough f 2km <M !an
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by

Jo@)z = Mt + 2knt = -nt for t <ty
t

t

JO(z)dz = M7t ~2kmt = nt for t >t,

tg

Thus mes[B(z,kR) M L]/ mes[B(z,kR)]=2a >0 for Rez <t, and Rez > {,.
Now we recall Koebe's theorem.

Lemma 12
Let g be a univalent holomorphic function defined in B(z,R), & <1:
1) If |w -2z]| =R, then

lg'@)k/ (1 + k< |gw)-g(2)] <|g'()|k/ 1 - k)

(@) If |z| <kR and |w| < kR, then |g’ (z)/g'w)|’ < T(k).

Proof of Proposition 7

First we prove that there exists an M, such that M, <lim |[f™(2) | for a.e.
z €C". Suppose that a is an asymptotic value of f along the path ¥ -0,
a # 0, We recall equation (1):

F
1
Uy — P = (w:Rew<Inr, <0}
exp l exp
G, —> i = {zl2<r <1}

Let ¢ be a constant that satisfies:

(1) expc <|a| -& <r, forsome £ >0.

() ¢ <t,, wheret, is defined in Lemma 11.

@) If k is as in Lemma 11, then ~¢ > 271 + k)2 /(1 - k)? =2d.
(4) Lets >1:then ReF (w) <c if |F'y(w) > 4s.

Set ¥ = jw: ReFj'(w) <c, n =0,1,...}. We shall prove that mes¥ = 0. Thus
it is enough to prove that the density of the Lebesgue measure at any point
w €Yissmallerthanl. Let w €Y, w, =Ffw. and F'1'1:P1 -+ U, bea branch
of the inverse function that satisfies FJ:W"H. Since the image of U under
Fe 1 does not contain vertical intervals with length greater than 2m, by
Lemma 12,
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F{l[Bw,.kR,)] CB(w, _,.d) )]

where R, =Rew, andd = n(1 + k)?/ (1 - k)?. Let F{! be a branch of the
inverse function that satisfies F'iwl =w,_4, L €[1,n - 1]. As a consequence
of the conditions imposed on ¢, the function F 1 is defined in B(w, ,2d) and
|(I"'1'1 Y(w)| =1/ (4s). Hence by Lemma 12(2) we have

F{[Bw,.d)] CBw,_q.s71d) (10)
The inequalities (9) and (10) imply

F~™B(w,.kR,)] C B(w,s "*qd) (11)
Let B, (w) = F""B(w,.kR,). By Lemma 12(2) we have

B(w,tr,)CcB,(w) CB(w.r,) (12)

where ¢ does not depend on n. Here B(w,r,) denotes the smallest ball
around B, (w). By the inclusion (11),

r, ss "4 50 n oo (13)

Lemma 11 implies that mes[B(w.kR,) N L]/ mes[B(w,kR,)] = a. Applying
Lemma 12(2) we have

mes[B, (w) N F~™L)/ mes[B,, (w) = [T (k N 2a (14)

If ze€F ™., then |exp[F**1(z)-a]l <g but, if =z €V, then
lexp[F**1(z)]| <expc < |a| —&. Hence ¥V NS ™. =¢ and equation (14)
implies that

mes([B, (w) N L)/ mes[B, (w)] <1 - [T (k)] 2a

This means that the density of the Lebesgue measure of ¥ at W is smaller
than 1.

If a is an asymptotic value of f along the path ¥ - O, then we consider
function exp(—w) in diagram 8) instead of exp(w) and
P, = jw: Rew > max(-In7,,Inr,)}. As a consequence, it is necessary to
change conditions (1)—(4) imposed on c. It remains to prove that there exists
a constant M, such that lim |f™(z) |<M, for a.e. z € ¢". If a is an asymp-
totic value along the path oy -+ =, then we repeat the proof for entire
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functions. For an asymptotic value along ¥y -+ O, we consider In z~ 1 instead of
Inz.

Theorem 3

Let f be as in Proposition 7. If J(f) # C* and for any basic point a, of f
which belongs to J(f) there exists an n,, € ¥ and a repelling periodic point

b, such that b, = f"*(a,), then mes[J(f)] = 0.

Proof
Let {b,}, £ =1,....L, denote all repelling periodic points such that
by =f""’(a.,c) for some n € N and basic point a,, and let {c;},i =1,...,n,

denote all rational elliptic points of f. By Proposition 7 there exist M .M,
such that

2max |b,|.lc,| <My and lim |f™(2z)| <M, for a.e. zeC
k.1

M,y <1’1c1i:1 |6 1.1cy| and My <lim |/f™(2)] for a.e. zeq

We choose a point z € J(f) such that #, <lim | f™(z)| <M, and there exists
neither a repelling periodic point a nor an elliptic rational point a satisfying
S ™(z) = a for some n € N. Thus there exist a 6§ > 0 and a sequence {ng }
such that

My <1f™(z) | <M, iknE(f"'—b,c, [ f™ —c 1) > 6

Hence we may define f_n‘ on B(fn'z,d). Since J(f) # ¢”, it follows that

inf imes[B(w,6/2) N N())/ mes[B(w.6/2)]}2a >0
My <|w| <My

By Lemma 12(2), mes[Bn' w)NnNNS)/ mes[Bn' (w)l=[T@1s 2)]"1 a, where
B, (w) = 7 ™B[f™ w),6/2]. This implies that the density of the Lebesgue
measure of J(f) at w is smaller than 1.

3.3. J-Stability for f € R,

The functions f and g are conjugated if there exist homeomorphisms ¢ and ¥
of ¢° such that f e =9 og. Let M, denote the space of functions f € R
conjugated with ¢. If M = {g EM, :f €Rq }, then M is a manifold with a
topology which is locally equivalent to the uniform topology on compact
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subsets of ¢°. Let asg) - Qg (g) denote the basic points of g ER We
choose a,f €¢ , and by Mf .p we denote the space of functions g EMf for
which the conjugacy homeomorphisms ¢ and ¥ fix a,f. Let ag,4(g) =g ()
and a +z(g) =gB if a,f #0; for a =0 or # =0 we set aq+1(g) =0 or

+z(g) =0. Then M2 is an analytic manifold with local coordinates
!ai(g))f_ T If Mf U= Mf"", then Mf is an analytic manifold with topology

locally equivalent to th'e uniform topology on a compact subset of ¢*. Butitis
more convenient to work with the factor space M given by the relation of con-
jugacy. Then M is a g-dimensional manifold with coordinates

[as(f) ... ,aq(_f)]. A function f € M is J-stable if for every g € M close
enough to f there exists a homeomorphism h:J(f) »J(g) such that
foh=hog.

The following lemma and theorem are analogous to those of Eremenko and
Ljubi¢ (1984b), but it is necessary to change their proof by considering
asymptotic paths that tend to zero.

Lemma 13

A periodic point is a holomorphic map of f € M in the local coordinates on M
that admits only algebraic singularities. An eigenvalue of the periodic point
is a nonconstant holomorphic function of f € M.

Theorem 4
J-stability is a generic property in M.
Conjecture

Structural stability is a generic property in M.
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When f is a continuous single-valued map from an open subset ? of R™ to R®
and V is a differentiable function defined on Q, the Ljapunov method derives
from estimates of the form

Vz €0 <V'(z), f(z)>=<yY[V(z)] 1)

information on the behavior of a solution z () to the differential equation
z’ = f(z), z(0) = z,, given by inequalities of the form

Viz ()] <w(t) @
where w is a solution to the differential equation
w’(t) = Ylw(t)] w(0) =V(zy) €))

(see for instance Yoshizawa, 1966).

We shall extend this result when we replace the differential equation by
a differential inclusion, when we require viability conditions and when we
assume that V is only continuous (because "interesting" examples of functions
V are derived from nondifferentiable norms, for instance). We look for solu-
tions z () to, for almost all £ € [0,T],

z'(t) € Flz(t)] z(0) =z, given in X 4)
satisfying
Vvt €[0. 7] z (t) belongs to a closed subset X (viability) (5a)

vt €[0,T] Viz(t)] < w(t) (5b)
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where w(t) is a solution to differential equation (3). For this purpose, we
choose from the concepts of tangent cones to subsets and generalized direc-
tional derivatives of a function the contingent cone T'p(x) to K at z, defined

by

Ty (z) = [v €R" | lim infg—(z"'hﬂ)— =0 6)

h —0+

and introduced by Bouligand (1932) (see also Aubin and Cellina, 1984, Section
4.2, pp. 176-177), and the hypo-coniingent derivative D_V(z) of V at z,
defined by

Vv €R® D -V(z)(v):= limsup LEXAV) = V(z) -
h —0+ h
v —y

(Aubin and Cellina, 1984, Section 6.1, p. 287).
We shall prove the following.

Theorem 1

Let V be a nonnegative continuous function defined on a neighborhood of the
closed subset X and ¥ be a nonpositive continuous function from R, to R
satisfying ¥(0) = 0. Let x5 € K be given.

(1) We assume that

F is upper semicontinuous with ®)
nonempty compact convex values

If we replace estimate (1) by
vz €K, Jdv € F(z) N Tg(z) such that D_V(z)(v) < ¥[V(z)] (9)

there exist 77 > 0 and solutions w (), z (*) to the problem (3), (4), and (5).
(2) We assume that

F is continuous with nonempty compact values (10)
If we posit the stronger estimate

Vz €K, F{z) CTe(x) (11a)
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and

su )D_V(z)(v) < yV(z)] (11b)

veE F(z

there exist T > 0 and solutions w (*), z (") to the problem (3), (4), and (5).

(3) We assume that

F is Lipschitz on a neighborhood of X and has nonempty compact
values and 12)
¥ is Lipschitz on a neighborhood of [0, w,]

Then estimate (11) implies the existence of 7 >0 such that any solution
[w()., 2 ()] to (3) and (4) satisfies property (5).

Remark

If we assume furthermore that F is bounded, we can take T = + in the above
theorem. This implies that w(f{) converges to some w, when { — =, where
w, € [0, V(z,)] is a solution to the equation ¥(w,) =0. If ¥(w) <0 for all
w >0, we then deduce that

tlim Viz@)] =0 13)
Proof of Theorem 1
We set

Gz.w):=F)xyw) R* x R 14)

We introduce the viability domain
K=z, w)ekXk x[Dwy] | V(z)<w] 15)

which is a closed subset of R® xR xR [where wy > V(zg)]. We observe that
if

vV € lg(x) satisfies D _Viz)(v) < y[V(z)] (16)

then
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[v, ¥(w)] belongs to Te(z, w) a7)

Indeed, since v belongs to Ty (z). there exist sequences of elements A, >0
and v,, converging to zero and v such that

vn, x +hn'u,n €K

By the very definition of D_V(x)(v), there exists a sequence of elements
a, €R converging to D _V(x)(v), such that, forall n =0,

Vi +h,v,)<V(z) + h,a,
If ¥[V(z)] = w, we take

b, :=a, +¥V(x)]-D_V(z)w)

n
if D_V(z)(w) > -, and

by = ¥ [V(z)]
if D_V(z)(w) = - . If Y[V(z)] <w, we take b,, := Y(w) and we deduce that

V(z +h,v,) Sw + h, Y(w)

for large enough n because V is continuous. In summary, &, converges to w
and satisfies

Vn,z+h,v, €K and  V(z+h,v,)<w +h, b, (18)

This shows that (z +h,v,, w+h,b,) belongs to K and thus that [v, ¥(w)]
belongs to Ty (z, w).

We consider now trajectories z (-), w () of the differential inclusion

[z°(2), w'()] € Glz (L), w(t)] (19a)
[z (0), w(©0)] = [z, V()] (19b)

which are viable in the sense that
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Vvt €[0, T] [z (), w(t)] €X (20)

We then observe that z (') is a solution to (4), that w is a solution to (3) and
that (20) implies properties (5).

If F satisfies assumptions (8) and (9), then G is also upper semicontinu-
ous with compact convex values and G(x,w) N Tg(z, w) # ¢. Hence
Haddad's viability theorem (Haddad, 1981; Aubin and Cellina, 1984, p. 180,
Theorem 4.2.1) implies the existence of a solution to (19) and (20) on some
interval.

If F satisfies assumptions (10) and (11), then G is continuous with com-
pact values and G(z, w) C Ty (x, w). Hence the viability theorem of Aubin
and Clarke (1977) (see also Aubin and Cellina, 1984, p. 198, Theorem 4.6.1)
implies the existence of a solution to (19) and (20) on some interval.

If F satisfies assumptions (11) and (12), then G is Lipschitz with compact
values on a neighborhood of X and G(z, w) C Tp(x, w). Hence the invariance
theorem of Clarke (1975) (see also Aubin and Cellina, 184, p. 202, Theorem
4.6.20) shows that any solution of (19) satisfies (20).

Remark

We can solve in the same way the case when we consider

p nonnegative continuous functions Vj defined

on a neighborhood of K (1a)

o] nonpositiv.e cor.ltinuous functions ‘¢j from @1b)

R, toR salisfying ‘¢j ©) =0
and when we replace condition (15) by

Vvt €[0,T) z(t) €X (22a)

Vit €0, T] Vvi=1,...,p Vy[z ()] =w, () (22b)
where wy (') is some solution to the differential equation

wi(t) = ¥,fw, )] w0 = V(zo) 23)
We have to replace the Ljapunov estimates (9) by

Vz €K, Jv € F(z) N Tg(z) such that

(24)

Vi=1l....p, DV, (z)(v)S¥,V()]
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and estimates (11) by

Vz €K, F(z) CTg(x) and Vi=1...,p
(25)
ugl;;zz) D_V;(z)(v) = ¥,[V; ()]

Therefore the asymptotic properties of solutions to the differential inclu-
sions (4) are concealed in the function ¥, defined by

Yo(w) := sup inf D_V(z)(u) (26)
V(iz)=w ueF(z)NTx(z)

for set-valued maps F satisfying (8) and the function ¢, defined by
Yy (w) := _sup su D_V(z)(u) <7

Viz)=wueF(z)

for set-valued maps F satisfying (10). Hence any continuous function ¥ larger
than ¥, (or ¥,) will provide solutions w(-) to (3) estimating the value V[z ({)]
on some trajectory of the differential inclusion (4).

For instance, we obtain the following consequence on asymptotic stabil-

ity.
Corollary
Let V be a nonnegative continuous function defined on a neighborhood of X

and let z, be given. Let F satisfy assumption (8). We assume further that
Ao ER achieves the finite maximum in

1= inf -
Po = sup Inf [Aw — Yp(w)] (28)
If pp >0 and

Po
V(zg) €— Hl—exp(-AyT)}
Ao
there exists a solution z (-) to the differential inclusion (4) satisfying

% 1 -exp[Ao(t-T)§  if Ay #0
0
Vit €07 Viz®ls|_, ¢ p) (29)
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If pyp <0and A, <0, then there exists a solution z () to the differential inclu-
sion (4) satisfying

Vi =0  Vz@)]=< )‘\L[po ~ co exp(Agt)] (30)
0

where ¢y = py — AgV(z().

Proof

We take Y(w) := Aqw — py.

Remark

Theorem 1 implies directly the asymptotic properties on I/-monotone maps as
they appear in Corollaries 6.5.1 and 6.5.2 of Aubin and Cellina (1984, pp.

320-332).
Let U :R™ xR™ — R, ) {=} be a nonnegative function satisfying

Uy, y)=0 for all Y €K 31)

which plays the role of a semidistance (without having to obey the triangle
inequality).

We assume that, forallz € X, z — U(x, y) is locally Lipschitz around X
and we set

Uz, y)v):=D_[z = Uz, y)i(z)(v) (32)

Let ¢ be a continuous map from R to R, such that ®(0) = 0. We say that F is
U-monotone (with respect to &) if

Vz, Y €K, Yu € F(z), Vv €F(y),
(33)
Uz, y)(v —u) + [U(z,y] <0

Let us assume that ¢ € K is an equilibrium of F [a solution to 0 € F(c)] and
that —F is U-monotone with respect to #. Then we observe that by taking
V(z):=U(z, c) we have

Yo(w) = ¥;(w) s —d(w) (34)

Let w (') be a solution to the differential equation
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w'(t) + p[w(t)] =0 w(0) =U(zq c) (35)

If F satisfies either (8) or (10), there exists a solution to the differential
inclusion (4) satisfying

Ulz (), c] <w(t) for all t €0, T] (36)
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1. Introduction

The motivation for the analysis to be presented comes from a problem that is
one of the most fundamental in biology: to find the conditions under which a
system of interacting species, genes, etc., are assured of 'long-term sur-
vival'. What exactly is meant by this term is itself not clear and has been
discussed (see Hofbauer, 1985). We shall not repeat the arguments given
there, but shall accept that for dynamical systems on R;, for example, gen-
erated by ordinary differential equations, a criterion that is biologically rea-

0
sonable is that there should be a compact absorbing set M in the interior R}

0
of R} for all semiorbits with initial values in R}, called permanent coez-

istence (or permanence). There is now a considerable amount known con-
cerning mathematical techniques for tackling this question for systems
governed by ordinary differential equations, difference equations, partial dif-
ferential equations, and modeling spatial diffusion of species (see, e.g., Amann
and Hofbauer, 1984; Hutson and Moran, 1982, 1985; Butler et al., 1985).

Whilst much remains to be done in this area, there is another fundamen-
tal issue affecting the problem of long-term survival; namely, that with the
present state of empirical knowledge, the basic model for a given biological
system cannot realistically be regarded as known. Indeed, it may be a diffi-
cult matter to decide what type of equation provides a reasonable approxima-
tion. Ewven if in ecology, for example, the assumption is made that the govern-
ing equations are ordinary differential equations, say

T, =z,f(x) @=1....n) @)

it is clear that for only three species it would be a major experimental pro-
ject to find a reasonable approximation to the f;. It is therefore important
to enquire whether, if the f;, are known only very roughly, anything can be
said concerning the question of permanent coexistence, at least.

For ordinary differential equations a suitable setting for tackling this
question is the theory of differential inclusions (Aubin and Cellina, 1984),
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z, €x,F () @)

where the F,; are set-valued functions and the solutions are absolutely con-
tinuous functions satisfying system (2). These relations could be interpreted
as differential inequalities into which the uncertainty concerning the mea-
surements are subsumed, or they could be regarded as modeling unpredict-
able external factors, such as climate. Rather than treating system (2)
directly, the analysis is carried out in terms of the theory of generalized
semidynamical systems (GSDS), where the phase map 7 is set-valued. Such a
system bears a relation to differential inclusions analogous to that which the
standard dynamical system bears to differential equations. There are two
reasons for using a GSDS: first, it is technically convenient; second, the
added generality of the theory allows the possibility of treating more general
models for biological interactions. For example, it is likely that similar
results may be obtained for the semigroup Z* as well as R*, which will allow
"difference inclusions” (an analogous generalization of difference equations,
see Laricheva, 1984) to be treated. We finally return to system (2) and show
how the theory may be applied to a specific set of differential inclusions.

Suppose, then, that w(xz,f) represents the set of all possible values of
solutions of system (2) through z at time ¢.

Definition 1
The system (2) will be said to be permanently coexistent if and only if there

0 0
is a compact set ¥ CR; with the property that, given any z € R}, there is a
t, such that n(z,t) CMfort =¢,.

One can picture 7 as being represented by a "funnel”. Because of the form
of system (2), the boundary R} of R} is an invariant set, so from the point
of view of dynamical systems the aim is to find a practical method for discov-
ering when an invariant set repels orbits in the strong sense of the defini-
tion.

2. Generalized Semidynamical Systems

These are also known as set-valued and multivalued dynamical systems, and
have been studied by Barbashin (1948), Roxin (1965), Szegd and Treccani
(1969), Kloeden (1979), and Dochev (1979), among others. They are a natural
generalization of the usual semidynamical system, but various assumptions
concerning continuity and backward extendability lead to a profusion of
definitions. It turns out that in the present context continuity is unneces-
sarily restrictive and upper semicontinuity is enough.

Definition 2

Let X.Y be metric spaces and let A (¥) denote the set of nonempty subsets of
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Y. Then F: X — A(Y) is upper semicontinuous (USC) if and only if given
any z, €X and any open U D> F(x,), there is a neighborhood V of z, such
that F(z) C U for x € V (Aubin and Cellina, 1984).

With (X,d) a metric space, consider the map m: X x R* — A(X), and for
Xo CX,I CR' put

Koy = U U mz.t)
IEXQtEI

It is convenient sometimes to write n(z,t) = z¢ as usual. We shall assume that
the GSDS (X,mR*) satisfies the following:

1) w(=x,0) ==x.

@) mlm(z.ty)tz] = m(x by +1Lp) (E4.05 ERY.

(3) mis USC and compact valued.

Definition 8

7*'(::) =ty:y € n(z,t) for some ¢t >0} is the semiorbit through =z, 7"’(}(0)

being defined by taking unions. X, is forward invariant if and only if
Xy cX o- The Q-limit set (X ) of X is the set

Q) = N cl[ U 7 (zt)]

t=0 IEXQ

Definition 4
The set M C X is said to be absorbing for X if and only if given any = € X,
there exists a {, < o such that xt CM for ¢t =¢{,. That is the "sections” xt

of every semiorbit starting in X; are eventually contained in M.
Finally, to simplify the notation, for P: X — R and X, C X we write

inf P(X,) = inf P(x
Xo) % ()

For the distance d (S ,M) between two sets we use the definition

d(S.M) = inf d(z M)
z€ES

3. Average Ljapunov Functions

In the biological context, because of the finiteness of the world we may
assume that X is a compact neighborhood of the origin in R,"; . Then
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S=Xn BR; is a compact, forward-invariant set. The conditions that will
be given ensure that S repels orbits in a suitable sense, and are a weakening
of the requirements imposed on the standard Ljapunov function (for repellers
rather than attractors). The following discussion is intended to clarify the
form of these conditions.

Temporarily, let 7 be an ordinary (not generalized) dynamical system.
Let (the Ljapunov function) P: X — R* be continuous with P~1(0) =S, and
assume that on a neighborhood of S

P(zt)/P(z) >1 (t >0,z €X\S5) 3)

Then there is a neighborhood U of S with X\ U absorbing for X\ S. The diffi-
culty with this well-known result is familiar: it is usually hard to find a suit-
able P. For differential equations an ingenious result, which sometimes obvi-
ates this problem, was introduced by Schuster et al. (1979) and Hofbauer
(1981). In a dynamical systems context (Hutson, 1984), it is enough to assume
instead of system (3) that

sup liminf P(yt)/ P(y) >1 (x €5) 4)
t>0 y—2z
yeX\s

This weakens the requirements in two ways. First, the condition need only
hold on S. Second, it need only hold for some ¢, so that the value of P may
first decrease along orbits, so long as at some stage it increases. This is
quite a significant advance for, as we shall see later, it means roughly that
the inequality need be checked only on {1(S), which is often a much easier
task; this is plausible as we can take a large ¢ when the orbit is near Q(S). P
might be called an average Ljapunov function. From another point of view, it
is at least not unreasonable that condition (4) should ensure that orbits are
pushed away from S. The real point is that they may not return and come "too
close" to S; that is, a spiraling outward toward S, for example, is ruled out.
Furthermore, this property is uniform with respect to the initial position.

Returning now to the GSDS, to ensure that the whole funnel is repelled
by S, it is reasonable to ask that condition (4) should hold for the worst pos-
sibility:

sup lim inf §inf P(yt)/P(y)} > 1 (x €5) ®)
t>0 y—z
VEX\S
Theorem 1

Assume that X is compact and let S C X be compact with empty interior. Let
S,X\S be forward invariant. Suppose that the continuous function
P: X — R is such that P~1(0) =S. Then if condition (©) holds, there exists
a compact absorbing set M for X\ S with d(5,#) > 0.
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The proof for an ordinary semidynamical system (Hutson, 1984) does not
quite generalize as it stands, the difficulty coming from the possibility that
for some subset X, the section zf may be neither wholly in X; nor in its com-
plement X§. The first of the preparatory lemmas below is a partial replace-
ment for the idea that P should increase along orbits. In fact, it may first
decrease, but must at some stage have increased with a certain uniformity
with respect to position. Define

[inf P(xt)]/ P(z) (x €X\S)
lim inf a(f,y) (x €5)

—+ 2z
Vans

a(t, z) =

This function is readily shown to be lower semicontinuous (LSC). Note also
that from condition (5), for each x € S, there is a f, such that a(t,.z) > 1.

Lemma 2
There are a finite set F = §¢,,...,t,} C(0,%), an open neighborhood U of S,

and an A > 0 such that the following holds. Given any z € U\ S, there exists
t(x) € F such that

inf Pin{z t ()]} = (L+h)P(x)
Proof
For h >0,t >0, the sets
Uh,tit)=lz:a(t,x) >1 + h}
are open, since a(l,') is LSC. By the remark preceding Lemma 2

Sc u Ut
h,t>0

and since S is compact, there exist h4, ..., h, >0and ty, ..., ¢, such that

1
S C
1

k
Uthy t,)
1

nCu

However, U(a,t) CcU(b.t) if b < a, so with A = min h,, say,

1
S C
1

k
Uth.t;) =U
1

nCo
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Finally, if =x €U\S, then =z € U[E,t (x)] for some (t(z)€EF, so
aft(z),z] >1 + h. This yields the result on using the definition of a.
Choose p > 0 such that

Wy =iz:0<P(z)spjcl

and set

We note that Wp is a neighborhood of S, N =}jz:P(z)>p}, and
BN Ciz:P(z)=p}.

Lemma 3

It ¥*(N)\N # ¢. given any ¥ in this set, there exist z* € 8N, t* € (0,) such
that:

1 y€ﬂ(z 7).
@ w'tYNN#o for 0<t<t*.

Proof

The idea is to show that there is a z° € N such that the time t* from z* to y
is a minimum. Define

t* =inf§t : y € n(z,t) for some ¢ >0, z €1V)

and note that from the assumptlon concerning ¥, this set is not empty. Thus,
there are sequences (t,,) t* and (z,,) € N with y € n(2,,.t,). and since N is
compact by selecting a subsequence if necessary, it follows that there is a
z® €N such that z, —2z* If y z m(z"* t* ). since 1r(z @t° ) is compact,
there is a nelghborhood Uof m(z*.t*)such that y £ U. But from the upper
semicontinuity of m, there is a nelghborhood V of (z*,t") such that
n(z,t) cU for (z,t)€V. Since (z,,_,t Y€V for large enough n.
y € n(z,.t,) CU. This is a contradiction and shows that y € n(z* t ).

If (2) of Lemma 3 does not hold, there is a t; € (0, t*) with 7T(z ity) C N
and

nlm(z* )" ~t] = n(z".t%)

It follows that there is a z, € m(z*,t,) CN such that y € m(z,,t*~¢,). This
contradicts the minimality of t*, and (2) follows.
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To prove that z° € dN, suppose on the contrary that z" €N (open).
Then, as m(z"*,0) =z " and m is USC, there is a neighborhood V of (z *,0) such
that 1r(z t)ycN for (z,t) €V, and in particular miz", tg) CN for some
to € (0t *). Thls contradicts (2) of Lemma 3 and shows that z' €08N.

Since z* € 8N, then P(z ) = p and there exists t(z ) <t such that

inf Pin{z" t)YB=@@ +h)p >p

whence n{z "t (z')] CN. From (2) of Lemma 3t° < t(z") < t.

Lemma 4

7+(N) is a compact forward-invariant set with d [S ,7+(N)] >0.

Proof

From Aubin and Cellina (1984) Y= 1r(N [O, t]) is compact. To prove that
Y (N) =Y, smce clearly Y C (N) it is enough to show that (N) CY. Take
any y €y (N) and note that it y EN then y €Y. If y €7 (N)\N by
Lemma 3 there are a 2z €N and t" € ©, t] with y € 1r(z t*Ycv, so
Y (N) Y. Since X\ S is forward invariant, <y (N) NS = ¢, and the result
follows from the compactness.

Lemma 5

Given z,4 € Wp, there exists T such that w(z,,7) C 7+(N).

Proof

Put P(zy) =p, take n such that (1 +E)""po_>p and choose T >nt. If
zo €N the result follows, so suppose x4, € X\N and take any z € n(z,7T); it

will be proved that z € y*(N).
With £ (), as in Lemma 2,

z € m(zoT) = minz otz T — t(z )}

Hence z € n[z,,T - {(x()] for some z, € mzy.t(xp)]. If z4 €N, again the
result follows, otherwise the argument is repeated to yield a sequence
Toxq --..xy If z; € N for some j < n, the proof is complete. If not, since
for each 7, nt (z4) = nt < T, then

z, €nmzgt(zy) +- - +t(z,_4)]

ze€nm@, T -t(xg~— - — t(zy -]
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and by Lemma 2,
P(z )21 +h)P(z,_ )= =21 +h)* P(zp) >p

Therefore, z,, € Nand z € 7+(IV), which proves Lemma 3.
To prove the theorem, note that by Lemma 5, ¥* (N) is absorbing, and
d[S.,7*(N)] > 0 by Lemma 4.

4. Permanent Coexistence

It is now shown how Theorem 1 may be applied to the differential inclusions
(2) arising in a biological context. Take G, (z) = z,F; (z) and assume that G is
USC with compact convex values. A solution is an absolutely continuous func-
tion that satisfies (2) and it is assumed that there is a nice compact neighbor-
hood of the origin in R} which is absorbing.

Take the GSDS to be composed of solutions x (£). Let "dot" denote dif-
ferentiation along a solution, and 8; partial differentiation. For P, a ¢! func-
tion,

4

¢
P(zt)/ P(z) = exp{ [ P[z(s))/ Plz (s)] ds
0

A

i=n

Y 8, log Plz (s)] &, (s) ds

i1=1

¢
= exp f
0

\

Define the USC map ¥ : X\ S — A[R), and the LSC function ¥ : X - R by
setting

i=n
¥(z)={ ¥ B,8,P(x)/P)d B, €Giz)
1=1

inf ¥(z) (z € X\S)
lim inf ¥(y) (x €85)
y—z

yEX\S

¥(z) =

Lemma 6

Assume that:
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(1) v is bounded below.
(@ Y=z)>0 [z € S)]

Then condition (5) of the theorem holds and the system (2) is permanently
coexistent.

The important point here is that (2) of Lemma 3 need only hold on Q_(S_) This
is plausible and easy to prove, since for large enough ¢ each semiorbit is near
((S) where ¥ > 0, so exp(¥) > 1, yielding condition (5).

The following simple example is intended to illustrate, without involving
complicated algebra, how the resuit may be applied to a specific system. Con-
sider the following model of a predator—prey system, the f; being perhaps
errors in the experimental observations or climatic variations.

z, =z, a —bz, —cx, + f4(z.t)]

Ty, =z, —c +dxy + fo(z.t)]

where a,b --- > 0. Assume the following finite:
Ji = inf Ji(x.t)
zeRYtz0
f, = sup Ji(z.t)
zeR t20

and make the assumptions, natural for a predator—prey system, that

a+f, >0
—c+f,<0

Theorem 7

The system is permanently coexistent if
(@ +f)/0 >(c —f3)/d

Proof

With P(z) =z, ' z,°,
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1156, Sf.256,S[5],
Then

Q(S) € §(0.0)} U H(a + f,)7b, (@ +f,)/ b0}

It is a matter of simple algebra to show that under the assumed conditions
there exist a4, a, >0 such that ¥ >0 on (}(S). Thus permanent coexistence
follows from Lemma 6.

The above result is not itself of great significance, but we remark that a
similar analysis should be possible for much less tractable systems involving a
larger number of species, e.g., two prey and a predator, although at the
expense of considerable extra algebraic computation. The discussion shows
that concrete results can be obtained for certain fundamental problems con-
cerning systems which are only specified quite loosely.
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Stability for a Linear Functional
Differential Equation with Infinite Delay

J. Milota
Charles University, Prague, USSR

1. Introduction
The Volterra model of a "historical action” in population growth,

+ oo

u(t) =au(t)l-bu(t)-c [ k(s)u(t - s)ds] @)
0

yields a classical example of a functional differential equation with infinite
delay. Sometimes it is necessary to add the Laplacian Au to the right-hand
side of equation (1) to express the effects of diffusion. Equation (1) then
belongs to the class of semilinear parabolic equations,

w(t) + Au(t) = Flu(t).u,] @

with infinite delay, i.e., u, denotes the function on the interval (-~ « ,0] given
by u,(s) =u(t +s). The operator A stands here for — Au and therefore we
suppose that 4 is a sectorial operator in some Banach space X (see, e.g.,
Friedman, 1969, or Henry, 1981). Then -4 is the infinitesimal generator of an
analytic semigroup et and the spectrum of A is in a sector
INEC, | arg(A — a) | <V}, where ¥ < /2. The vertex a will be specified
later on.

The right-hand side F in the Volterra model depends only on values of u
and does not depend on its spatial derivatives. But there are very important
examples of equation (2) in which F depends even on the highest spatial
derivatives of wu, e.g., equations for heat conduction in materials with
memory. This dependence can be specified with the help of fractional powers
A% We denote by X the domain of A% endowed with the graph norm.
Further, ¥® denotes a space of functions defined on the interval (—,0] with
values in X% Function spaces Y2 will be equipped with norms of a fading
memory type (see, e.g., Coleman and Mizel, 1966). These norms have funda-
mental importance for the stability theory for equations with infinite delays,
as has been shown by Hale and Kato (1978), Schumacher (1978), and, more
recently, Kappel and Schappacher (1980).
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We suppose that the nonlinear term F in equation (2) maps some subset
of X*xY? into X. Roughly speaking, the cases 0 <= <1 or 0 <B8<1
correspond to a dependence of F on lower spatial derivatives of u. If F
depends on the highest spatial derivatives, then it is necessary to take a =1
or 8 = 1. These cases cause difficulties in proving the existence and continu-
ous dependence results for the Cauchy problem regarding lack of uniqueness
of a solution (see Milota and Petzeltov4, 1985a, b, and the papers cited
there). Equation (2) generates a Cy-semigroup only under special assumptions
on F even for a linear map F and a finite delay (see Kunish and Schappacher,
1983, and di Blasio et al., 1984).

It is our purpose here to investigate properties of the solution operator
for equation (2) with linear F. Such properties yield information on solutions
of a nonlinear equation near to an equilibrium point (linearized stability etc.).
We therefore consider the Cauchy problem given by

u(t) + Au(t) = Lu, t >0
Uy =@

(6]

Here A is a sectorial operator with a > 0. This assumption means that, for
A = - A, generally only Dirichlet boundary conditions are allowed. Moreover,
L is supposed to be a linear continuous operator of ¥Y? into X. We should
remark that our method requires the restrictive assumption a <1. As
regards the spaces Y%, we take some ¥ > 0 and define ¥? to be the space of
all continuous maps ¢ of the interval (- «,0] into X2 for which the norm

: = sup je? (s
1 ¢y sup | #(s) | yu
is finite. For further purposes we denote all these assumptions by (H1).

2. A Solution Semigroup

A continuous function w : (==,7)-» X® is called a mild solution to equation (3)
if 7 > 0 and u satisfies:

(1) u, €v® for each t € (0.7).
@ ug=e. t
B wu(t) =e™t p0) + fe"‘“t =) Lu_ ds
0 4
for each ¢ € (0,T).
Proposition 1

Let (H1) be satisfied. Then for any ¢ € Y2 there exists a unique mild solution
of equation (3). This solution is defined on the interval (— =, 4+ ),
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The proof is rather standard. The contraction principle (a < 1) yields a
local solution. The uniqueness and the global existence follow from an esti-
mate of the Gronwall type. See Milota (1986) for more details of this and
further proofs.

Corollary

Let (H1) be satisfied, ¢ € Y2, and let u (.,9) denote a mild solution of equation
(3) on the interval (—=,+«). If T(f)p denotes wu, (), then T(f) is a C,-
semigroup on the space Y.

We note that the solution semigroup 7(t) is not generally an analytic
semigroup. To examine the asymptotic behavior of T(t) we introduce the pure
parabolic problem

v(t) + Av(t) =0 t >0

Vo =@
and denote by S(t) its solution semigroup in the space Y.

Proposition 2

Let (H1) be satisfied together with the hypothesis (H2) that A has a compact
resolvent in the space X. Then the operator T(£) —.S(f) is a compact map of
Y2 into Y2 for each ¢ positive.

The proof is based on the Arzeéla—Ascoli theorem. The assumption (H2)
implies that the embedding of X# into X% is compact for 8 > a. As the
integrai operator in equation (4) maps bounded sets in ¥ into bounded sets
in X2*% (a < 1), the pointwise compactness follows.

3. The Spectrum of T(¢)

In order to estimate the norm of 7(f) one commonly has to characterize the
infinitesimal generator B of T(f) and its spectrum. But the main difficulties
with infinite delays consist in the fact that this generator is not completely
described even for X = R™. In this case, Naito (1879) showed how to over-
come these obstacles. It is sufficient to estimate the radius of the essential
spectrum of T(¢) and to calculate the point spectrum F,(B) of the generator
B. The notion of the essential spectrum is used in the sense of Browder
(1961). Because of the following two lemmas we can use the same procedure
also for an infinitely dimensional space X.

Lemma 1

Under the hypotheses (H1) and (H2), the estimate



Stabdility for a Linear Functional Differential Equation with Infinite Delay 53

Te [T(t)] < const.e'“““(“ 13

holds for the radius of the essential spectrum of 7'(¢).

The proof follows easily from the Nussbaum (1970) formula for the radius
r, and Proposition &.

The second lemma is more technical.
Lemma 2

Let (H1) be satisfied. Then A € F,(B) if and only if Re A = —y and the charac-
teristic equation

Az +Az - L(e*z) =0 ®)

has a nontrivial solution in D (4).

With respect to the estimate of the resolvent of a sectorial operator one
can deduce from Lemma 2 that the set F(B) n p(4) is bounded. This fact
together with Lemma 1 yields the following conclusion.

Lemma 3

Let the hypotheses (H1) and (HZ2) be satisfied. Then for any & > 0 the set
{A €C, Re A > - min(a,7) + &} contains a finite number of points of £, (B)
only, and all these points are of finite multiplicity.

Proposition 3 (asymptotlic stability)

Let the hypotheses (H1) and (H2) be satisfied and let Re A < 0 whenever the
characteristic equation (56) has a nontrivial solution. Then there is a 6§ >0
and a constant ¢ such that

| T(t) | sce™®

forall ¢ > 0.

The proof is based on an estimate of the spectral radius of T () which
can be derived from Lemma 1 and the well-known relation between the point
spectra of a C,-semigroup and its generator.

It is possible to obtain a more precise result than Lemma 2, namely the
generalized eigenspaces of B can be characterized. This characterization
implies that there are projectors on the generalized eigenspaces which com-
mute with the solution semigroup 7(¢). This is the main step in proving the
saddle-point property of the zero solution of equation (3).
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Proposition 4

Let the assumptions (H1) and (H2) be satisfied. Then there exists a decompo~
sition Y =¥, @ Y, such that:

(1) Y, has a finite dimension.

(2) Y, Ypare T(t)-invariant.

(3) The zero solution is asymptotically stable for (), Yo

(4) Y, cD@B)and B, Y, is a continuous linear operator that generates a

group which is an extension of 7(¢), Yy
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The Ljapunov Vector Function Method
in the Analysis of Stability and other
Dynamic Properties of Nonlinear Systems

V.M. Matrosov
Frkutlsk Computler Center of the Siberian Division of the USSK
Academny of Sciences

A method of analysis of some dynamic properties of nonlinear systems of vari-
ous types developed at the Irkutsk Computer Center is given. Applications of
this method showed that it has high efficiency, considerable advantages over
other known methods of stability analysis of nonlinear systems, and a need to
be expanded into a more general form. It has been possible to extend this
method to abstract concepts of dynamics and control theory. The problem of
deriving theorems from the vector of the Ljapunov function method for the
dynamic properties of various types is discussed. Methods and algorithms for
the construction and application of the Ljapunov vector function (LVF) are
described.

1. Abstract Concepts of Dynamics

Concepts that involve known dynamic models of different types (Matrosov and

Anapolski) are described. The main variables of abstract dynamics are intro-

duced: ¢ €T (current time), £, € Ty (initial time), x € Xt (current state),

hta € Hto (input), h = (to-hta) € H (initial data), x : (7)~» xt (partial func-
teT

tion for processes), (t,x) € E (position). The sets are:

T - partially ordered set by <, 7, C 7.
X¢ — state space.
Hto — input space.

4 f(t.x):teT x e Xt { — positions state.

—
-
—

& 4 iz rz(t) € Xt ,domz C T} - space of processes.
H & Wtohy):to €Ty, hy €H, } — initial data space.

The relation » € & X K is called the system of processes (SP), if the following
initial data axiom hold:
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(Vh €dom r vz € 7h) t, € dom x Alx (t4)] — single,

z € h is called the process of SPr with initial data h,

Fht)S xeX:Jzerh)x=2z@¢), X= u Xt

The concept of SP involves classical dynamic systems in metric or topological
space (Markov and Nemitskii), general dynamic systems (Barbashin), general
systems (nonautonomous) (Zubov), semidynamic systems, abstract processes
(Haek), abstract numerical processes (Babushka, Prager, and Vitacek),
polysystems (Bushan), sets of solutions of the differential, integral, integro-
differential, difference-differential, and difference equations, stochastic dif-
ferential equations, difference schemes, and so on.

SPr is called the abstract controlled system (ACS), if h'to = (h.t%,u,p ).
where h-t?, € HO (initial states), u € U (admissible controls), p € P (perturba-
tions); U , P are some functional spaces. The set of solutions of classical con-
trol systems, the abstract dynamic controlled system (Kalman), and so on, are
involved.

The behavior of the processes z € rh is stated with respect to the non-
main variables : P € Rq c2* Ple Rg ceH (current and initial estimation
sets) (g =1,2).

Our unified representation of the definitions B of dynamic properties is
basically the following: they are formed from the same formula R, (¢=1.2)

using the connectives A,v and typed quantifiers WH: W2 (\/zk: ZH),
vh

w A:(Hz" € ZM®). For example, let

RL L4z eRrbe >0 p:E+RY o0:H-RYO
B, — class of positive I X [, matrices.

aeckl

B €B,

y€RY

6 €R'O

T =R}

PR (6) & the, € Hy : 0°(tg.hy ) < 6]

T, dter to<t)

Pt (a.B,7.h) & fx € X! : p(t,x) < ¥ + BO(h) exp[—a(t — tp)]]

The definition of the exponential invariance of = for fixed ¥ € RY, is the
following:
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[Vto €Ty daecr} B €B, J6 € RY?
Vhy €PL(6) Vz €Th VWt €T(z) VX = z(t)

x € P (a.B,y.h)

Here T(z) 4 Tto(\ dom z. If ¥ =0 € R! we have the exponential stability.

Let < be not fixed for ACSr, but there exist u € U, ERf,, such that
for any p € P the formulae are executed. Then we have an exponential
boundedness of ACSr (Matrosov et al., 1980).

2. Comparison Systems and Vector Functions

Let us introduce the following auxiliary s%ts and variables: h, € H,, x, € X},
z, € ¢,,... and the functions Vg ! (t.z) ~» Vg (t.x), E»Xy(g =1, 2), where
X: is partially ordered by <. The SP r, C ¢, X H, and function v are called

the comparison system (CS) and vector comparison (VCF) for SPr, respec-
tively, if the inequalities are satisfied.

WAL, €70 Wh, VR, €H, € H o = Vgltox(to]]
Ve erh  Jz, €rch,  VEET(E)N T (2, )v .2 (E)] < z,()
(¢ =1,2)

(the connection formulae).

In actual cases we can obtain the sufficient conditions for these using
theorems on differential, integral, finite-difference, and operator inequalities
(Matrosov, 1973).

Let, for instance, SPr be the set of the Carateodory type solutions of
the differential equation

dr _
a =X(t.x) 1)

in Banach space F with the unbounded discontinuous operator X : 2 » E,
0 =TxHy T =[0+=), Hy CE. Let the function v : 1 » R* satisfy the dif-
ferential inequality for the solutions of equation (1)

D +ult.z@)<fit.v[t.z(E)]] @)
t €T(z)

with a function f : 4 »R* that satisfies the conditions of “quasi-monotony""
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Ity S 735(t.yR)

for

vi =32
vy syt (v #s) (s.v =1,k) (A s TxRE)

of the boundedness and absolute upper semicontinuity of v [,z (-)] on any com-
pact space. Then we can prove that the set of the upper solutions z_ of the
equation

S -yty) yeR* ®)

can understand the solutions of equation (3) in the sense of Oll-solutions,
which satisfy the differential inequalities (Matrosov, 1971)

lim ry)<EE < fm rey)  t ET@)
¥ s yt) dt vy ()

For every dynamic property B of SPr an auxiliary property B, of CS is
introduced. For example, we can use the exponential upper semiinvariance of
CS (for fixed 7, € R%)

Vito €Ty da, €RY 38, €R% J5, € RE
Vhyo €P). Wz, €Tche Wit €T, (z,)

Zo(t) S Vo + Be Iy o llexpl—a, (¢t ~to)]

We assume here that #, . = R*, P2 (5,) & th, , €R* : h, , < &.}. The same
holds true for ACS.

3. The Comparison Principle

Theorems on stability of various types (Matrosov, 1962), on boundedness, dis-
sipations, attraction, uniqueness of the processes, and many others, have
been proved using VCF and CS. It is possible to combine the results of these
theorems in the form of the principal idea of the comparison principle: if VCF
and CS exist and satisfy the suitable conditions, then the various dynamic
properties of nonlinear systems in question follow from the corresponding
properties of CS (Matrosov, 1971).
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As a result of an analysis of the formulations and proofs of hundreds of
theorems of the Ljapunov function method and the comparison method (in the
simplest case by Abets and Pfeiffer) connections between formulae of the
properties studied and the conditions on LVF in the comparison theorems
were revealed; a series of heuristics were denoted, of which the principal one

AT ] Ay
Tzd‘_A_ wq w |W4"=Wq =012
q W:":VMIW#_V# (g =01.2)
w w

is the transformation of typed quantifiers W;" into the subformulae of
requirements on LVF. An algorithmic comparison principle with LVF was
proved for SP (Matrosov, 1973). Let us denote

~ ~ A —
Zoq £ogc = (Vo €Py g v (Eo) 1 quc V'Xg = v (tgXg)]

& A A -
F.q = (Vt.q S el T.qc)Ft.q = (Vt € Tt“q N Tt‘qc) (g =0,1,2)

f‘of‘y Ttlt0<t.<8
T, BFo T8 Fu | to<e <t

TF Fo Fo | £ <ty <ta

Here and later fo (f'. or T%, ... respectively) is replaced by the empty
formula A, if £y '€ B ( t. or g!€ B). T;Z, is determined analogously.
The following formulae are introduced (g =1, 2):

A
B, 8T, T, R,
ta.tep€ B
t. o Wbw
T T"I e Te
A ,, |t.cB,
Te=Fo| T I, eB, to# B,
T4 |
q ttQEBq-t.z Bq
0 po s 2
PiogProge  ZogZoge|0qc Vo€ By

g
0 0 ~ ~
UPLy UPL 4. £oqE8qc|8q.6€ By.z0€ B,

Te(xz) < To(x) | Fu=

zz, | z,= T, (z;) < Tq(z) | Fq=
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(VxeX P} Vx ePlv(t.x)<x, | R #A

A
Tyq éTt'ot. e A | R, =A
S & 8y
AT Fo 1 6<to| [T% | 5B,
Txa = f16 | 1< A | 6,¢B,

v[to.Py(6,.8.8,£0)] CPye(byc.8:.8,) | Zoq =g
Pao(840.8..t0) CUlto.Pg(64.6L0)] | zoq =z
v(tg.Xg) = X, [ zg= Bq

A VCF that satisfies (with CS) the conditions th, qu. Tx,,q (g =1,2)
is called the LVF for equation (1) with respect to B.

3.1. Comparison principle

Let LVF v for SP with respect to B and CS r_ exist. Then the existence of
dynamic property B in system (1) follows from the existence of the
corresponding property B, in CS 7.

This explicit algorithmic form of the comparison principle in abstract
dynamics gives the explicit scheme of the comparison theorems:

(Fv.f)Txq + Teg + Tayq (¢ =1,2)b B,=>B

A complete basis exists for establishing the comparison principle in
abstract dynamics, abstract control theory, and mathematical control theory
in the general form. It determines an algorithm for derivation of comparison
theorems (Matrosov et al., 1980). Such a theorem was obtained earlier only
through a creative approach. The derivation of comparison theorems on the
basis of the comparison principle is realized algorithmically by computer
(Matrosov and Vassiliev, 1978).

Let, for example, ”t%c =Ko ¢ X, =Xk,

Toe =T°CT =T,, and there
are fixed y €R,, 7, € R%.

3.2. Comparison theorem

Let there exist VCF v : & + X, and CS r_ satisfying the conditions

Vig €79 V6, €RY 6 €R® Whyg € P (0)
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X u[toz (Eg)] P2 (8,)

[the condition of upper semicontinuity of v (fy,') with respect to the families
of sets (P (6)}, 1P (6:)} 1,

Vi, €T Vhy, €U ;P,‘;(a) : 6 €RYO}

Vz €rh Vhtuc =vitgx(ty Vz, €rh,] T(z) CTy(z,)
(the condition of continuability of z, to the right),

Vi, €T Va, €Rl JacRl VB, crRX JB B,
Vhyo € UIPY(8) : 6 €RO) WLt €T,y Vx € XEPEH (B, 7.h)

v(t.z) <7, + B, || vto.x (te)] exp[—a, (t ~ to)]

(the main condition on function v of lower boundedness type), and CS 7, is
exponentially upper semiinvariant, then SPr is exponentially invariant.

If y =0, 7, =0 in the main condition and CS r_ is upper exponentially
semi-stable, then SPr is exponentially stable.

4. Derivation of the Theorems on Dynamic Properties (with LVF)

With the help of comparison theorems, dynamic properties analysis can be
reduced to the LVF, CS construction and to essentially a simpler analysis of
the corresponding properties of CS. The latter was realized for a suffi-
ciently general case by Kozlov and Martinyuk et al. separately. A more effec-
tive theorem on the dynamic property B of system (1) was obtained. Some
algorithms for a transition from comparison theorems to the theorem on
dynamic properties (with LVF) are given by Matrosov (1981). More effective
theorems can be obtained by adding some conditions F(B_), which are suffi-
cient for the existence of property B, in CS, to the comparison theorem and
replacing W, D,... by simpler conditions W*,D*, F; (j =1, m+1, 6 =1,7m)
(W* is expressed by differential, integral, difference, or operator inequali-
ties).

4.2. The structure of the theorems on dynamic properties with LVF

Given LVF with respect to the dynamic property B for the SPr, then

F(B,).W Dy,...,Dpyy.Ty,....T, =B
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The following theorem on exponential invariance (with given ¥y € Rﬂ) for
differential equation (1) with differential inequality (2) and CS (3) is proved.

Theorem

Let LVF v ; Tx E » R* exist such that

w max_[p*(t.x)P < max_v*(t.z)
i=1,1 s=1,k

[|v(tgx Il < w i 0OR)[|12
v'(t,z)SPlut.z) =71+ Ffltv(t.z) —7,] (t.xz)en
Pey 20 (s#7) (1) |pyy I£ >0 (s =1k)

~

f(t}-xc-“/c)/ch—“/clltg,ro if Ze? Ve

FSttz,—v) st x,—7,)
for

x,S=x§ x;jSXg (G #s) (s=1k)

f satisfies the Carateodory condition and is bounded in every cylinder
Tx0n.

2
min_y*

O<u<p, max_ys < pu
- i=1,1

s=1k -

Then system (1) is exponentially invariant. If, in addition, ¥ =0, ¥, =0,
then system (1) is exponentially stable.

A package of programs for the LVF theorem derivation method was elab-
orated on the basis of developed algorithms. More than 200 theorems on the
LVF method for various dynamic properties of SP, ACS, and differential sys-
tems were obtained by computer at different stages of the work. Theorems
obtained in such a way turned out to be either new theorems or modifications
and generalizations of known ones (if prototypes existed). The latter
corresponded fully to the theorems obtained manually. Good results were
also obtained in the investigation of comparison theorems. Vasiliev (1979)
developed an algorithm for the derivation of theorems on dynamic properties
with necessary and sufficient conditions for dynamic properties formulae
that include universal quantifiers on ¢ —[V/¢ € T'(z)].

Research in a new field of science, i.e., artificial intelligence, was ini-
tiated (Matrosov et al., 1981).
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5. The Construction of the Ljapunov Vector Function — Algorithms
and Applications

We now describe three groups of methods elaborated for CS and VLF con-
struction and some applications. We consider only problems of exponential
stability, invariance, and boundedness for finite-dimensional, difference, and
difference-differential equations (nonlinear).

In the first group of methods for CS and LVF v construction we use the
Ljapunov—Poincaré lemma for autonomous systems

z =X(z) =Bz + X(z) z €R™ @)

with a holomorphic right-hand side in nonresonance cases

Re A; (B) <0

n n
Ag 2 Y, my A, m, =012, ...,y m >1 (s=1n)
i=1 i=1

CS is described by the equation
vi(z) =k v (2) (kg =const, kg <0, f =0)

The holomorphic LVF v (z) = [v1(z),....vE@)], vS(z) = 25(z)z5(z) is
constructed so as to satisfy the precise exponential estimations

v [z (£)] = vS (z) exp [Kq (¢ = to)]
and is based on a solution of the equations with partial derivatives
vz (z)XX) = A\ z5(x)

The existence of holomorphic solutions 1is given by the
Ljapunov—Poincaré lemma.

Such an LVF determines the isochrones of the system that give a precise
description of the evolution of some neighborhood. An algorithm of quadratic
LVF construction for the first approximation of differential equation (4) was
implemented.

Methods of LVF construction to satisfy nonlinear differential equations
of comparison are based on results by Persidski, Waleev, and Finin. The prin-
cipal feature of this group of methods is the high precision of estimations
obtained by LVF, but difficulties did exist in their applications due to the
complexity of the algorithm’s realization by computer. More recently, Kozlov
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et al. have developed a more efficient algorithm for the construction of CS
and LVF with components of a linear form module v* = |V*-x | for nonlinear
systems and estimations

v(x) < |T|Y x| x| < |s|™v(x)

An advantage of this method is the possibility of CS construction in an
explicit form

% =p-z, + k'maxiMzr, —u.|c| max(Cz, —u)} + R
even for discontinuous nonlinearities. Right-hand sides are usually piecewise
linear or polynomial [for polynomial or holomorphic X (z)].

For linear systems precise exponential estimations for this method
exist. Algorithms were developed for the analysis of stability of intercon-
nected control systems under perturbations. These algorithms were applied
to electroenergetic systems (EES) and studies on gyroscopic stabilizers and
orbital radiotelescopes, taking into account the nonrigidity of the structure
and nonlinearity of the classes.

Algorithms were developed for nonautonomous systems.

The second group of methods deals with decomposition and aggregation
relating to the ideas of Bellman and Bailey. For interconnected (large-scale)
systems

n | o
T =(xy,....%,) ER z, €ER*|Y n,=n
i=1
dx, 0 n -
T =X](t.xy) + ) Xy x)x, (i=1,m) 5)
1=1

Ini

Bailey’s method of LVF construction is based on:

(1) The decomposition of interconnected system (5) into subsystems
dx, 0 0 n
— =X/t .xy) X;¢,0)=0 x, ER™ 6)

(2) The construction of Ljapunov—Krasovski functions for subsystems (on
the assumption of their exponential stability, ¢ = 2)

col1x 11E< vt xy) <cgpllzg | 1€

U 6)(t.Xy) Scyallzy ] 18(cy>0) )
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(3) The formation of LVF, v = (vi, ...,v™) from them

(4) The consideration of the derivative v (£,z) using the complete system (5)
and taking the interconnections Xt (t, x)xj into account.

(B) A comparison of the construct.lon of the linear system x =Px_,
estimating the interconnection between subsystems (aggregatlon)

This method was applied to multiconnected EES and to nonlinear control
systems (NCS). An advantage of this method is its extreme simplicity. A
disadvantage lies in "too sufficient" conditions of stability. This concerns a
possible roughness of the choice of the P-matrix, the Ljapunov function for
subsystems and estimations (7), and a possible failure of system decomposi-
tion.

This method was modified by Pioncovski, Zemlyakov, and Furassov et al.
for a part of the P-matrix choice and ¢ = 1.

For the elimination of the possible roughness of the P-matrix choice an
optimization of the P-matrix choice was used for linear CS, originating from

the criteria )\max(P)—P: min or |det PI—P:max under the conditions

pu 20(j# i) Pu—v 5 =0. The algorithm for solving nonlinear program-
ming problems in the linear case was carried out using a computer. Having
found P by approximation, we chose _F (v) in a quadratic form. CS represents
the Riccatty vector equation

— Ths
=Pz +colz Q% x,

For interconnected systems with linear and polynomial right-hand sides,
Abdullin developed a method of LVF and CS construction in which the optimi-
zation of Pt—strmgs of the P-matrix was achieved by a minimization of the
differences f w)—-v (::) or of the convex functionals of them.

A decomposition-—-aggregation method was elaborated and described in
many papers by Siljak, and Grujic et al. It was applied to EES, the large
space telescope, and other ecological and economic systems. This method was
strongly developed by Michel et al., Bitsoris, and Furassov et al. A method of
LVF construction with components as moduli of linear forms was implemented
for the parametric control synthesis of interconnected systems by the mini-
mization of the 7y, estimation in the problem of exponential boundedness.

For the multiconnected NCS, Malikov obtained algorithms for the LVF
construction with components of Lur'e type, moduli of linear forms, estima-
tions of regions of attraction, and indices of functioning precision.

The algorithms for construction of the region of attraction boundary are
based on a combination of the LVF method and an integration of the initial
methods. These algorithms were used for an analysis of the absolute stability
of multiconnected NCS and for estimations of regions of attraction in EES.

Algorithms were developed for the construction of the LVF with com-
ponents of quadratic form or as moduli of linear forms, and a comparison of
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linear and Rikkatty systems for nonlinear interconnected systems with lag
was made:

zy(t) =Fy[t.xy(t)zy(t = 1] + G [t Z(t)Z(t—T)] (1>0)

They were implemented in polynomial right-hand sides and especially in bi-
linear difference-differential systems. These algorithms were applied in the
analysis of exponential stability and regions of attraction of stationary solu-
tions in Marchuk’s mathematical models for immunology.

The special iterative process for the decomposition—aggregation method
was developed at our institute.

As a first approximation for the LVF and the subsystems we chose the
linearized subsystems, the LVF described above, and the linear CS with posi-
tive P-matrix, obtained from optimization or by constructing the CS of Rik-
katty type. The finite iterative processes for the LVF and CS construction
are very effective in applications.

The finite iterative processes for improving the decomposition and con-
struction of LVF and CS were implemented in the study of the stability and
dynamics of the first Soviet stratospheric astronomic observatories as well as
for other stratospheric and orbital astronomy observatories, i.e., the orbital
observatory begun on the space station Salut-6. The principal difficulties
concerned the high precision of stabilization in space of the observatories on
vibrating bases. The results of these investigations were used successfully in
practical design (Matrosov et al., 1984).

On the basis of the algorithms that were worked out, a program package
for the numerical analysis of exponential stability and other dynamic proper-
ties and for the parametric control synthesis of NCS

z = Az + By(6) + F(t.xz) og=Czx z €R™
fz (t +1) = Az (t) + F,[z (t)]}

was produced at the Irkutsk Computer Center of the Siberian division of the
USSR Academy of Sciences. The programs of this package were tested with
success and included in the state fund of algorithms and programs.

This program package was realized in both ALGOL-GDR and FORTRAN-IV
as an interactive system, and the man—~machine dialogue can be carried out in
standard terms of stability, dynamic systems and control theory, and dif-
ferential and difference equations.
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1. Introduction

Many dynamical systems display strange attractors and hence orbits that are
so sensitive to initial conditions as to make any long-term prediction (except
on a statistical basis) a hopeless task. Such a lack of Ljapunov stability is
not always crucial, however: Lagrange stability may be more relevant. Thus,
for some models the precise asymptotic behavior — whether it settles down to
an equilibrium or keeps oscillating in a regular or irregular fashion - is less
important than the fact that all orbits wind up in some preassigned bounded
set. The former problem can be impossibly hard to solve and the latter one
easy to handle.

Permanence is a stability notion of Lagrangian type which (like the
related ones of strong or weak persistence) applies especially well to popula-
tion dynamical systems, where questions of survival and extinction occur.

The dynamics will be of the form

3.:1, = I‘Lf‘t (x) 1
onR}, or
z, =z (™ — 1] ®)

on the simplex
S, =!XeR}: Yz, =1}
where
f =8z 0™ )

guarantees that the vector field is tangent to S,,. The variables x, are
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densities or relative frequencies of replicating populations. Such equations
describe the effect of selection in a wide variety of fields in theoretical biol-
ogy, e.g.. ecology, genetics, evolutionary game theory, or chemical kinetics
(for a survey see Sigmund, 1985).

The boundary of the state space (where some z; vanish) is invariant. So
is the interior, where all types are present. If an orbit in the interior con-
verges to the boundary, this spells extinction for one or several types. The
system is called permanent if there exists a compact set X in the interior
such that all orbits in the interior end up in X. This means that the bound-
ary is a repellor (for R?, we consider the points at infinity as part of the
boundary). Equivalently, permanence means that there exists a & > 0 such
that

k < lim inf z,(t) 4)

t >4

for all i, whenever z, (0) > 0 for all i [and for equation (1), in addition, that
lim sup z,(t) <= ®)
t +400 IC

forall i].

Condition (6) means that orbits are uniformly bounded for f -+, a
minimal concession to reality. Condition (4) means that if all types are ini-
tially present, selection will not lead to extinction. Even a series of small
(but infrequent) perturbations will not be able to wipe out any type. Con-
versely, if some originally missing component is introduced through mutation,
it will spread. The "threshold” k is a uniform one, independent of the initial
condition. Thus, permanence is a more stringent property than strong per-
sistence [which requires condition (4) with & = 0] and persistence [which
requires

lim sup z, (£) >0

for all orbits in the interior of the state space]. Permanence was introduced
in Schuster et al. (1979). For related stability concepts, we refer to Svirezev
and Logofet (1983) and Butler et al. (1985).

There are basically only one necessary and one sufficient condition for
permanence known so far: we describe them in Section 2. But for most exam-
ples, the terms f; in equations (1) and (2) are linear (see Schuster and Sig-
mund, 1883, and Hofbauer and Sigmund, 1884). This yields

z, =x,(r, —(Ax),] ©)

resp.
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z, =z;[(4%); — xAX] (7)
with
(A4x), =) a;z; and xXAX =) z,(4%), .

Equation (6) is the general Lotka—Volterra equation and (7) is the game
dynamical equation of Taylor and Jonker (1978) (they are equivalent, as shown
in Hofbauer, 1981a). A lot is known on permanence for equations (6) and (7).
In Section 3, we present two sufficient conditions, one based on linear in-
equalities, the other on a geometric feature. Section 4 deals with necessary
conditions, all involving the (unique) interior equilibrium. The remainder of
this paper discusses two classes of examples: ‘catalytic networks” in Sec-
tion 5 and "essentially hypercyclic systems’ in Section 6.

It is a pleasure to thank V. Hutson, W. Jansen, E. Amann, and G. Kirlinger
for unpublished material and helpful discussions.

2. Fixed Points and Average Ljapunov Functions
Theorem 1 (Hofbauer, 1981b)

Equation (2) is permanent if there exists a function P : S,, » R with P(x) >0
for x €int S, , P(x) =0 for X € bd S,, and a continuous function ¥:S5, - R
such that the following two conditions hold:

(1) For x€int §,,,

P(z) _
Py = Y™ ®)

(2) Forx€ebd S,
1 T
- J @)t >0 for some T>0 ©)
[o]

The value P(X) measures the distance from x to the boundary. If one
had ¥ >0 on bd S, - a condition implying (9) — then P(x) >0 for any
X € int S,, near the boundary, and so P would increase, i.e., the orbit would
be repelled from bd S,,. In such a case, P would act like a Ljapunov function.
Quite often, however, one cannot find a function P of this type. The weaker
version defined above is called an average Ljapunov function: it acts in the
time average like a Ljapunov function. In the vicinity of the boundary, an
orbit need not always move away from the boundary, but it does so in the
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mean. For the proof, we refer to Hofbauer (1981b). As an example, it is
shown there that

P(x)=zy2, - z, 10)
is an average Ljapunov function for

z, =zylz,_19,(x) - f] 1)

if g;(x) >0 for all © and all x € S,, (this is the so-called generalized hypercy-
cle, see Hofbauer et al., 1981) and that

P =T] =5 12)

is an average Ljapunov function for
z, =z,(b, +kyz, 4 — 1) (13)

for b, ,k; > 0 provided equation (13) admits a rest point in int S, .

Theorem 1 holds also for equation (1) if its orbits are uniformly bounded.

In Hutson and Moran (1982) and Hutson (1984) this theorem is extended
to more general continuous and discrete dynamical systems. It is also shown
that it suffices that condition (9) holds for all w-limit points x € bd S,,. In
Hutson (1986) it is shown that, conversely, every permanent system admits an
average Ljapunov function.

Theorem 2 (Hofbauer, 1986)
If equation (1) is permanent then the degree of the vector field with respect
to any bounded open set U with U C int R} containing all interior w-limits is
(-1)™. In particular, there exists a rest point in int R}

Proof

Let K Cint R} be a compact set containing all w-limits in its interior. Let
T(X) be the time of first entrance into int X;

7(X) =inf§t >0 : x(t) € int K}

It is easy to see that T is finite on int R}, upper semicontinuous, and there-
fore locally bounded. Let
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T £ max T(X)
xeK

be the maximum time for orbits leaving X to return to X. The set
Kt=ix(t): x€k,0<t <Tj

is compact and forward invariant.

Now let B Cint R} be homeomorphic to a ball and contain K*. The
entrance time 7(x) will again attain an upper bound Tl onB.

Let h (x) denote the right-hand side of equation (1) and consider the fol-
lowing homotopy:

h(xt) =h(® for t=0 (14)
=XO -0 for >0

Clearly, h(x,t) #0 for all x €ebd B, t € R* since there are no fixed
or periodic points on bd B. Thus, the degree of the vector field x-» h(x, ¢)
with respect to B is defined for all ¢ € R and independent of ¢t. For £ > T,
the vector field h(x, t) points inward along the boundary of B, and so its
degree is (—1)™. Thus, the degree of h(x) with respect to B (or any other
open bounded set containing X) is (~-1)™.

The same result holds obviously for equation (2). The existence of an
interior fixed point for permanent dynamical systems was first proved by
Hutson and Vickers (1983) and Sieveking (1983).

3. Properties of the Internal Equilibrium

Theorem 3

If equation (6) is permanent, there exists a unique rest point X in int R}. For
each x € int S,,, the time averages

T

Z(T) = % J x¢) at (15)
0

converge to Xfor T - + o,

Proof

By Theorem 2 there exists at least one rest point in int R}. Such rest points
are the solutions (in int R) of the linear equation 7, = (4xX);,1 =1,...,n.
If there were two of them, the line 1 joining them would consist of rest points.
Since 1 intersects bd R}, it follows that there are rest points arbitrarily
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close to the boundary, a contradiction to permanence. Since in int R}
(logz;) =7, —(AX), (186)
one obtains by integrating from 0 to T and dividing by T

log z, (T) —log z; (0) _
7 =

7y —[Az(T)], 17

The left-hand side converges to 0 by conditions (4) and (5). Hence each accu-
mulation point of the right-hand side is a rest point in int R}
The corresponding result holds for equation (7).

Theorem 4

Let equation (6) be permanent and D the Jacobian at the unique interior rest
point X. Then

(-1)™ det D >0 (18)

trD <0 (19)
and

det4 >0 (20)
Proof

Since X is the unique solution of 7; = (Ax);, the matrix 4 is nonsingular. But

and so D is also nonsingular. Theorem 2 shows that the index i (%) is (-1)™.
But i(X) is just the sign of det D. This and equation (21) imply (18) and (20).
In order to prove (19), we multiply the right-hand side of equation (6) with
the positive function

B =0z "1 22)

The resulting equation :t':1 = h; (x), with

hy(x) <z, [7‘1 -Y a,, z,|B® @3)
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differs from equation (6) just by a change in velocity and is therefore also
permanent. Since

ohy
oz =SBt sylry —(4AX;] —x,a,, ) (24)

1

we obtain
div h(x) = B} s;[r, —(4x),;1 -1 =, au} (€5)

which at the rest point X reduces to
divh(®) = -B® Y. £, a,, =B(® trD (26)

Hence

div h(x) = B(x) [E s, [E a.,u(:i:'j - z,)
i ]

+Ya, (&, —z,)+ trD}

=B(x) | Y (%, —-""_1)[2 Sy agy +ay|+trD
7 i
Since 4 is nonsingular, we may choose s; such that
Y syay ta, =0 (27)
1
Then
div h(x) = B(x) tr D (28)

Since there exists a ball in int RI" which, in time T, shrinks (see the proof of
Theorem 2), Liouville's theorem and equation (28) imply (20).

Similarly, if equation (7) is permanent and D denotes the Jacobian at the
unique interior rest point X then

(1) 1detD >0 (29)
trD <0 (30)

and if a;; =0 forall i
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(-1)*1det4 >0 (31)

[We note that equation (7) is unchanged in S,, if one adds constants to each
column of A: hence it can always be realized by matrices A with zero diago-
nal.] Indeed, conditions (29) and (30) follow from (18) and (19) through the
equivalence of equations (6) and (7). In particular, Hofbauer’s proof (1981a)
shows that equation (7) can be transformed by a smooth change in coordi-
nates, followed by a change in velocity, into the equation

"éi =z,[r;, —(A'%),;] (32)
in n. —1 variables, with a; j5 Qpy — Ay . Now a simple computation yields

trD =Y a, £ -% A% (33)
i

Thus, by condition (30)

X-AX>0 (34)
Furthermore, since

(AR), = A%
for all i1, Cramer's rule implies

£, det A = (X- AR)det 4,

with
@gq " Bypq 1
deta, =|:
aQpq 7 a"n.,'n.—i 1
Clearly
—ajy —@jn-q O
— * — - n -1 ’
det 4, = @ _44 " =@p_gm_q O = (1) det A
a a 1

n,n—1
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with A’ as in equation (32). Since this is permanent, det A4’ >0, which
together with condition (34) implies (31).

Before proceeding further, it will be useful to define a rest point p of
equation (6) [resp. (7)] as saturated if 7, <(Ap); [resp. (Ap];, <p-Ap]
whenever p; =0 (note that the equality sign must hold whenever p; >0).
Every rest point in the interior of the state space is trivially saturated. For
a rest point on the boundary, the condition means that selection does not
“call for"” the missing species.

Theorem 5 (Hofbauer, 1986)

Equation (7) has at least one saturated rest point. If all the saturated rest
points have nonsingular Jacobian, the sum of their indices is (—1)"—1 (and
hence their number is odd).

Proof

Let us suppose first that all saturated rest points p have nonsingular Jaco-
bian. Then (4p); < p- Ap whenever p, =0, since the (4p); —p - Ap are
eigenvalues of p. Let us consider

z, =z, [(AX), —xX-AX—ne]+¢ (35)

as a perturbation of equation (7). (The small £ > 0 represents biologically an
immigration.) Clearly, equation (35) maintains )} z‘i =0onsS,. OnbdsS,, the
flow now points into int S,,. The sum of the indices of the rest points of equa-
tion (35) in int S,, is therefore (—1)"—1. They correspond to the saturated
rest points of equation (7). Indeed the rest points p = p(g) of equation (35)
satisfy

£
net+p-Ap —(Ap)y;

py(e) =

If p(0) is saturated, then (Ap); < p- Ap and hence p,; () >0. If p(0) is not
saturated, (Ap); > p- Ap for some i and so p,(£) <O0. Now small perturba-
tions leave the Jacobian nonsingular and do not change the index (which is +1
or — 1). This proves the second part.

Now let us drop the regularity assumption. Since equation (35) has
index sum (— 1) ~1, it admits at least one rest point p(£) in int S, - Let pbe
an accumulation point of p(z), for £ » 0*. The previous equation implies

ne + p(e) Ap(e) —[Ap(e)]; >0

for all i, and thus p- Ap = (4p); by continuity. Thus p is a saturated rest
point in S, .
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A similar result holds for equation (6) under the assumption of uniform
boundedness of all orbits.

The saturated rest points p of equation (7) are the Nash equilibria for
the symmetric game with payoff matrix 4:

X-Ap<p-Ap (36)

for all x € S, (the strategy p is a best reply to itself). Thus one obtains, as
immediate corollaries of Theorem 5, the existence of a Nash equilibrium and
the odd number theorem for regular Nash equilibria, both classical results in
game theory (we have considered only symmetric games, but the same dynami-
cal proof works for bimatrix games too).

We shall call equation (7) robustly persistent if it remains persistent
under small perturbations of the @y

Theorem 6

If equation (7) is robustly persistent, then it has a unique interior rest point
X and its index is (—-1)® ™.

Proof
In a robustly persistent system there are no saturated rest points on the
boundary. Indeed, if X were such a rest point with (4X); <X 4X for all %
with 51 = 0, then a suitable perturbation would turn X into a hyperbolic fixed
point with all external eigenvalues negative. But then the stable manifold of
X meets int S,, . Thus, there are interior orbits converging to X, contradict-
ing persistence.

Since there exists at least one saturated fixed point, equation (7) has an
interior equilibrium and its index is (—1)" " L.
4. Sufficient Conditions for Permanence

Theorem 7 (Jansen, 1986)

Equation (7) is permanent if there exists a p € int S, such that
P AX>x AX 37

holds for all rest points Xon bd S,, .
Proof

We show that
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P(x) = Tz} (38)

is an average Ljapunov function. Clearly P(x) =0OforxebdsS, and
P(x) >0 for x € int S,,. The function

¥(x) =p-dx—x - AX (39)

satisfies P =PV in int S,. It remains to show that for every y €bdS,,
there is a 7 > 0 such that

T
J ely)dt >0 (40)
0

The proof proceeds by induction on the number r of positive components of
y. For r =1, yis a corner of S, and hence a rest point, so that condition
(40) is an obvious consequence of condition (37). Assume now that (40) is valid
for r <m —1 and that

I=§:1<i<sn,y, >0}

has cardinality m. We have to distinguish two cases.

Case I. y(t) converges to the boundary of the simplex
S(Iy=}x€S, 1z, =0foralli g I}

Since bd S (/) consists of faces of dimension <m —1, our assumption implies
that for every y € bd S(J), there exists a T(y) = 1 and an a(y) > 0 such that

Ty
J vyendt > a@

0
and even that

(3
J wxt)1dt > a@)

0

for all x in some neighborhood U/(¥). Since bd S (/) is compact, we may cover
it by finitely many U(y,): their union U contains y(t) for all ¢ larger than
some T,. Now y(T,) € U implies
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T,
{ Y[y(t)] dt > a
0

for some Ty > Ty [where a is the minimum of the a(y,)]. Similarly y(T,) € U
implies

Te

J ¥yndt >a
T,

etc. Now
T, T,
J wynat > [¥[ye)1dt + as
0 0
and this number is positive if s is large enough.
Case II. y(t) does not converge to bd S(I).
In this case there exists an £ >0 and a sequence T}, + +e such that

this y,(T,) >eforall i €land k =12,....
Let us write

T
: 1
z, () 2 5 J vty at
0
and

T
a(r) = - [ y(t)- Ay(t)dt
4]

|~

Since the sequences x,(T,) and a (T, ) are bounded, we may obtain a subse-
quence — which we again denote by 7}, — such that z, (7)) and a(T,) converge
for all i: the limits will be denoted by z; and a. For i €I, we have y,(t)>0
and hence

Qlog ;) = (4y); —y Ay

Integrating this from O to T}, and dividing by T,,, we obtain
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% [log v (i) —log ¥s 0)] = [AX(Ty)]; — a(Ty)

Since log ¥, (7, ) is bounded, the left-hand side converges to 0. Hence
4x, =a for i €/

Furthermore )} z, =1,z, >0,and z; =0for i £ I. Therefore X is an equi-
librium in S(/)and @ = x- Ax Now

Ty . T,
7= S uyeat = 3 py o [ 4w, v Ayl
k O 1=1 k 0

converges to

n
Y p, (AW, —X - AX] =p - AT - X  AX
i=1

which is strictly positive by equation (37).
Thus, in order to prove permanence, one has to find out whether there
exists a positive solution p for the linear inequalities

Y p,[(Axm),; —x-4x] >0 (41)
1:2,=0

(where x runs through the boundary rest points). The coefficients
(4x); — x- Axare the eigenvalues of x whose eigenvectors are transversal to
the boundary face of x. The number of inequalities may be quite large: but it
is easy to check that if continua of rest points occur, the inequalities (41)
have to be tested for extreme points only, so that the problem is finite.

It is remarkable that only the rest points are involved: the w-limit sets
on the boundary may be considerably more complicated.

Similarly, an equation of type (6) with uniformly bounded orbits is per-
manent if there exists a positive solution p for

Y pylry —(4®),;]1>0 (42)
1:z,=0

(where x runs through the boundary rest points).
Theorem 8 (Hofbauer, 1986)

Consider equation (6) with uniformly bounded orbits. If the set
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D =ixeR}:T<AX] (43)

(where no species increases) is disjoint from the convex hull C of all bound-
ary fixed points, then equation (6) is permanent.

Proaof

A rest point z of equation (6) lies in D if and only if it is saturated. The
assumption C N D = ¢ implies that there are no saturated rest points on the
boundary. Theorem 5 shows then the existence of an interior rest point X;
this point is unique, since otherwise we would have a line of fixed points
intersecting bd R}, i.e., a nonempty intersection of C and D. It follows that
A is nonsingular.

The convex set C can be separated from the convex set
D=ixeR":r =< Ax} by a hyperplane. Since 4 is nonsingular we can write
the separating functional in the form p 4, with p € R®*. Then

P-4z<p-Ax (44)

for all x € D and all fixed points z € bd R}. Since the interior fixed point X
lies in D we obtain in particular

p-AzZz<p-AX=p-r (45)

Thus pis a solution of equation (42). We are left to show that pis positivg.
Let v be any vector in R™ with Av >0. Then X + ¢ v belongs to D for
every ¢ > O since

AEX+cvVv)=r+cAv>T
Thus
PpAz<p-AX+c p-Av (46)

This can hold for arbitrarily large ¢ only if p- Av>0 for all such v. There-
fore p = 0. Since the set of solutions p of (42) is open and z varies in a com-
pact set, we can find a solution p > 0.

5. Catalytic Networks

To equation (7) with a;; = O for all ¢ and j, we associate an oriented graph:
an arrow from j to i denotes that a;; >0, i.e., that j enhances the replica-
tion of 7.
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A directed graph is called irreducible if for any two species 1 and j
there exists an oriented path leading from i to j.

Theorem 9

If equation (7) with ayy = 0 is permanent, then its graph is irreducible.

We refer to Schuster and Sigmund (1984) for a proof.

By a catalytic network, we understand an equation of type (7) with
azy = Oand a;; =0foralli.

Theorem 10 (Amann, 1986)

For n <5, the graph of a permanent catalytic network is Hamiltonian, i.e.,
contains a closed path visiting each vertex exactly once.

Proof

We know from condition (31) that the sign of det 4 is (—1)* 1. Now

detA =) sgno %y0(1)2202) " Uma(n)
g

where the summation extends over all permutations o of §1,---,n}. Since
a;; =0 we need only consider permutations without fixed elements. Every
permutation ¢ can be split into some % elementary cycles, and
sgn 0 =(-1)»~ % If n <5, k can be 1 or 2. Any permutation that is the
product of two smaller cycles has sign (—1)""2. In order that
sgndet 4 = (—1)"'_1, there must be at least one permutation ¢ consisting of
a single cycle such that

C1o1)20(2) " Cngny >0 47

This corresponds to a closed feedback loop visiting every vertex precisely
once.

Amann (1986) shows that for n =6 a catalytic network may be per-
manent even if its graph is not Hamiltonian. For n = 6, his example is

(48)

COORNO
CQOWOOR
OOFRrOOO
OWAaONOO
ROOOQO
ORrOOOoOW

Indeed, condition (37) is satisfied with p = 41—9(9,1,2,13,23,1). The inequalities

corresponding to boundary fixed points x with x- Ax =0 are trivially
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satisfied since 4 is irreducible. The only remaining fixed points are

12 12 11
[3 - .0.0.0.0] [.0, 3'3 .0.0] [0.0.0.0. > 2]
1 (9.6,0,5,18.3) 1 5,09.293)

1 28

It is not difficult to show that for n =3 a catalytic network is per-
manent if and only if it admits a unique rest point in int S;. Up one dimen-
sion, one has Theorem 11.

Theorem 11 (Amann, 1986)

For a catalytic network with n = 4, a necessary and sufficient condition for
permanence is that there exists an interior fixed point and det 4 <O.

Proof

Necessity follows from Theorem 2 and condition (31). In order to prove suffi-
ciency, we use Jansen's method and look for a positive solution pof (41). Asa
first step we show that only those boundary equilibria x have to be taken into
account that lie on an edge and are isolated within that edge:

(1) For the corners of S,,, condition (41) is satisfied for every choice p > 0,
since they must have some positive eigenvalue: each column of A4 con-
tains a positive element.

() Next we show that condition (41) is satisfied for every choice p > 0 if x
is a rest point in the interior of the 3-face z, = 0. We need only to con-
sider the case where x is isolated [indeed, condition (41) need only to be
checked at the extreme points of continua of boundary equilibria]. Then
A®) the 3x 3-minor of 4 obtained by deleting its kth row and column, is
nonsingular. A straightforward computation shows that the external
eigenvalue of X, i.e., (AX),, — X' AX, has the same sign as

—~(X- AX) det 4
(x- Ax)det 4%)

Since the restriction of the catalytic network to the face z, =0 is per-
manent, we have det 4*¥) > 0. Hence (4x) ¢ > X' Ax and condition (41)
is trivially satisfied.

(3) Thus, we have only to check condition (41) for the rest points on edges.
Let Fij denote such a point on the edge from e; to e, and let I"fj be its
eigenvalue in the direction e,. Then

rk = 2kt Gyt By By T gy By
t]

(49)
@y +ayy
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We note first that Ft cannot be saturated. Indeed, suppose that
Pt <0and P‘lj =0 for the two indices k,l different from i and j. Both
the conditions on the interior rest point X and the sign of det A are
open. Thus we may, without affecting them, slightly perturb the coeffi-
cients such that every fixed point is regular and I‘.f,. I‘fj < 0. But the
index of every saturated regular rest point on an edge is —1. Since
det 4 <0 implies that the index of X is also —1, this yields a contradic-
tion to Theorem 4.

From condition (41) we are left with (up to 6) inequalities of the form
P Ty +p, T4y >0 (50)
Now
Tf <0 =>Tf >0 and T} >0 (1)

Indeed, Pt <0 implies a,; <ay and a,; <a,, and hence I‘{k >0 and
ij >0. Slmllarly

r <o, Ty, <0=>Tf >0 (52)

Indeed, I‘lk <0 implies a; <a, and I‘ﬂ <0 implies ay <ay. so that
rf, >o0.

By condition (01) at least two of the inequalities (50) are trivially satis-
fied. We write I » k if Ptlj <0 and I‘f’ > 0. If this relation has no cycles,
then inequality (50) is easy to solve: whenever [ -+ k, one simply chooses a
very large p,. By (52), there can be no cycles of length 3. So we are left
with the case of a cycle of length 4. After suitably rearranging the indices,
this means

T4s.T% . Tg Tf <0 (63)

while all other I's are positive by (51). Then the system (50) admits a solution
p > 0 if and only if

1 2 3 a4
T3 T34 T3y Tip < T34 T5 T2 T2 (54)

It remains to show that (54) holds. Now

(azp > a;,since Tl <0)
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= an — 43 Q32

S @y - ———
A3z — Q42

<ayy <aya (because I“324 <0)

a;qa
13 %32 . 3
<a43+ﬁ (aq4 > agysince T'y; <0)
14 34
— 1 %34 tagys
34 a —a

14 34

Multiplying

a +a a +a
23 32 1 934 43

0<-T% (55)

34
A3z — Q42 Qg ~ A3y

with its circular permutations yields (54) and concludes the proof.

6. Essentially Hypercyclic Systems

An n X n-matrix 4 is called essentially hypercyclic if a;; >0 for i =j +1
(mod n), a;; =0 and a,; < O for all other 1,7. This corresponds to a closed
feedback loop of positive interactions, together (possibly) with some negative
interactions.

Permanence of such networks can be characterized in terms of M-
matrices. An n X n-matrix C with nonpositive diagonal terms Cyy < O(i #Jj)
is called an M-matrix if one of the following equivalent conditions is satisfied:

(1) 3 p >0suchthat Cp >0.

() All principal minors of C are positive.

(3) All real eigenvalues of C are positive.

(4) Forall x >0 there is an i such that (Cx), >0.

Theorem 12

For equation (7) with an essentially hypercyclic matrix 4, the following condi-
tions are equivalent:

(1) The system is permanent.

(2) There is an interior equilibrium X where the Jacobian D has negative
trace.

(3) There is an interior equilibrium X with X- 4% > 0.

(4) The matrix C obtained by moving the top row of 4 to the bottom is an
M-matrix.
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(®) Thereisa p > 0such that p4 >0.
Proof

(1) - (2) has been shown in Theorem 2 and condition (30).

(2) -+ (3) is just equation (33).

(3) » (4) since (AX);, = X- AX >0, thus AX > 0, and hence Cx > 0.

(4) » (5) because for some vector p > 0, one has (p,, ...,p,.py) C >0.

(®) » (1) follows from the fact that equation (38) is an average Ljapunov func-
tion. We only have to note that ¥(x) =p- 4 x —x- 4 x satisfies condition (9) in
Theorem 1. We proceed indirectly. Assume there exists an x € bd S,, such
that forall 7 >0

T
1 <
e { Y[x(¢)]dt <0

ie.

T T
1 1 )
T {x(t)dt > T{p Ax(t)dt > ¢ (56)

for some suitable &£ >0, since pA4 >0. This implies z,(f) -0 for all 1.
Indeed, z, () +0 is satisfied for at least one i (since x € bd S,,). Now if
;.41 >0, then

Zyy 1 _

p Sy %TgF Y @415 %; —XAX
i1+1 FEERES]

Integrating from O to T and using the fact that the sum on the right-hand side

is nonpositive, one obtains

T

1 1

7 log g 41 (T) —log 2,4 1O S gy 1y 5 f 7 () dt
0

T
-1 fxe)-ax)at
T 0

The first integral on the right-hand side converges to 0 while the second one
is larger than # by condition (56). Hence z;,(T) <exp (—£T) and so
z;,1(T) >0 for T » +co. All components of x(!) converge to 0, a contradic-
tion to x(¢) € 5, .

Fach of the conditions (2), (3), (4), and (®) of Theorem 12 is easily
checked for the hypercycle
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with k, > 0. This theorem also yields permanence criteria for

I.i=Ii(ai_1li_1+bi+1zi+1—f) (58)

and

z, =z (0, 2, +b,_,2,_1—f) (69)

(see Amann and Hofbauer, 1985).

7. Discussion

Interesting permanence criteria have been found for low dimensional ecologi-
cal models. Thus, Hutson and Vickers (1983) have completely characterized
two prey-one predator systems described by

Zy=xy(r) —ay3 Ty —ayT5 Y0,y Y)
Z,Tx(r, —Qp Ty ~gxy +byY)

‘,[/ =y(-rz+ Bz + 82, —7Yy)

Such systems are permanent if and only if:

(1) There exists an interior rest point.

() detd >0.

(3) The (x, — x,)-subsystem is not bistable [which means that there exists
an unstable equilibrium in the interior of the positive (z; —z,)-
orthant].

In particular, a system of two competing species can be 'stabilized"
(i.e., can become a permanent 3-system) by the introduction of a suitable
predator, if and only if it is not bistable.

Recently, Kirlinger (1986) has characterized permanence for two
predator—two prey systems of the form
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Zy=z4(ry —ay4 Ty —Q1T5 — by Yy)
Zp 2Ty —A1 Ty ~ 0T, —byyy)
Y, = y(-rz3+ 8129

yz SYa(—Tyt Brz5)

and shown that bistable (z, — z,)-systems can be "stabilized” by the intro-
duction of two predators — Kirlinger has also treated two predator-two prey
systems with interspecific competition between the predators and three
predator—three prey systems. Such couplings of predator—prey systems
were first considered by Svirezev and Logofet (1983).

Kirlinger (1986) has also shown that one prey~two predator systems are
permanent if and only if there exists an interior rest point and det 4 > 0.

Persistence of three competing species was characterized by Hallam et
al. (1979). Permanence and persistence of general three species
Lotka—Volterra systems were finally characterized by Butler and Waltman
(1984) and Hofbauer (1986).

For permanence results on ecological systems with nonlinear interaction
terms, we refer to Hutson (1984), Hutson and Law (1985), and Freedman and
Waltman (1985). We also mention Hofbauer (1984), and Hutson and Moran
(1982) for the case of difference equations.
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State Estimation for Dynamical
Systems by Means of Ellipsoids

F. L. Chernousko
Institute for Problems in Mechanics, USSK Academy of Sciences,
Moscow, USSR

1. Introduction

This paper is devoted to guaranteed estimation of attainability and uncer-
tainty sets for controlled dynamical systems. It contains a survey of results
obtained recently by the author and his colleagues at the Institute for Prob-
lems in Mechanics, USSR Academy of Sciences. These results have been
partly published in papers: Chernousko (1980a, 1980b, 1981, 1982, 1983),
Chernousko et al. (1983), Ovseevich (1983), and Ovseevich and Chernousko
(1982).

The method developed in these papers may be called the method of ellip-
soids because it approximates the attainable sets by means of ellipsoids.
Two-sided ellipsoidal estimates which are optimal with respect to volume are
obtained. These estimates are connected with two specific nonlinear systems
of ordinary differential equations which describe the evolution of ellipsoids
that approximate attainable sets.

First (Section 2) we discuss the role of attainable sets in control theory
and state the problem of approximation of these sets by means of ellipsoids.
Then (Section 3) we describe algebraic operations with ellipsoids that are
essential for the method developed below. In Section 4 we give the basic
result of the method of ellipsoids, namely, the differential equations that
describe the evolution of the approximating ellipsoids. Later (Section 5) we
present some properties of these nonlinear systems of differential equations
including the canonical forms of equations, their asymptotic behavior, etc.
Section 6 is devoted to some generalizations of the method, especially for
nonlinear systems. In Section 7 we discuss some applications of the method
of ellipsoids to different control problems including optimal control and dif-
ferential games. The last section (Section 8) is devoted to the application of
the method to problems of guaranteed filtering in the presence of observa-
tions subject to noises.

2. Attainable Sets

We consider a controlled dynamical system described by the following dif-
ferential equation, constraint, and initial condition:
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z =f(zx,u,t) u(t) e Ut, z(t)]
(1)
z(s) €M, t=2s

Here t is time, z(t) € R™ is a state vector, u(t) € R™ is a vector of
control or disturbance subject to a constraint, U(t, z) is a closed set in R™
which can depend on ¢ and z, s is the initial time moment, and ¥ is a closed
initial set in R™. If we denote by X(z, t) a set of all admissible values of f in
equation (1), i.e.,

Xz, t)=flz. U, z2),t] )
then the system (1) can be replaced by the following differential inclusion:
z €X(z.t) z(s)EM )

The attainable set D(t, s, M) for a system (1) or (2)—(3) for t > s is a set
of all vectors z () which are values of all functions z (7) that satisfy condi-
tions (1) or (3) for T € [s, t]. The attainable sets have the following impor-
tant evolutional or semigroup property:

D(,s, M) =D[t, T.D(T,s , )] (4)

forall T €[s,t].

Attainable sets play an important role in control theory. Solutions of
many problems can be expressed in terms of these sets. Attainable sets can
be used to evaluate controllability properties [if » in system (1) is a control],
for estimation of perturbations and practical stability analysis [if w in sys-
tem (1) is an unknown but bounded disturbance], for solution of optimal con-
trol problems and differential games, and for guaranteed filtering in dynami-
cal systems in the presence of bounded disturbances and observation noises.

The properties of attainable sets were studied by Krasovsky (1968), Lee
and Markus (1967), and other authors. Krasovsky (1968, 1970) widely applied
attainable sets in optimal control theory, differential games, and guaranteed
observation. Kurzhanski (1977) developed some methods of guaranteed filter-
ing based on operations with attainable and informational sets. Formalsky
(1974) studied attainable sets in the presence of integral constraints. Papers
by Schweppe (1968, 1972), Schlaepfer and Schweppe (1972), and Bertsekas
and Rhodes (1971) were dedicated to specific ellipsoidal approximations of
sets in the state space. Some properties of attainable sets were studied by
Dontchev and Veliov (1983) and Veliov (1984). The number of papers devoted
to this subject is very large; here we have mentioned only some of them.

There are several possible approaches to obtaining attainable sets. One
of them consists in polyhedral approximations of attainable sets and is
closely connected to the description of these sets by means of support
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functions. This approach can in principle produce accurate approximations
but it requires a lot of computation, especially when the dimension n of the
state space is large.

The other approach consists in approximating attainable sets by means
of some canonical shapes described by a limited number of parameters. Here
the approximation error is finite and cannot be made very small; however,
this approach makes it possible to deal with sets of a fixed class, which is
convenient for applications.

Such classes of sets as parallelepipeds and simplexes in R™ are
described by n + n? parameters; the classes of ellipsoids and rectangular
parallelepipeds need fewer [only n + n(n + 1) / 2] parameters. However,
rectangular parallelepipeds are not invariant with respect to linear transfor-
mations. The class of ellipsoids has some other useful properties: it is closely
connected with quadratic forms and Gaussian probability distributions. The
possibilities of approximation of convex sets by means of ellipsoids are illus-
trated by the following well-known geometrical results due to Leichtweiss and
F. John. For any convex set X in R™ there exists an ellipsoid £ such that
ECKkcnk.

If X has a center of symmetry, then £ C K ¢ Vn E. Here kE is an ellip-
soid homothetic to £ with axes & times longer than those of £.

We shall deal below with ellipsoidal approximations of attainable sets.
Consider a linear controlled system

z =C()x +u ®)
and its finite-difference approximation
z(t +h)R[I +hC({E)] () + hu(l) (6)

In equations () and (6), C(¢) is a given matrix, h is a small positive number, 7/
denotes everywhere a unity matrix. If z(¢) and u () in equation (6) belong to
some ellipsoids, then it can be seen from equation (6) that, in order to obtain
an ellipsoid for z (¢ + h), the following operations with ellipsoids are essen-
tial: linear transformation of an ellipsoid and summing of two ellipsoids. The
third operation, namely the intersection of two ellipsoids, arises in
guaranteed filtering.

3. Basic Algebraic Operations
3.1. Notation

We denote by E(a, Q) an ellipsoid in R™ defined by the inequality

E(@ Q) =tjz:(x —a)T @ (z ~a) =1} (7)
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Here a is an n-vector of the center of an ellipsoid, @ is a symmetrical
positive-definite n X n-matrix. If @ tends to zero (@ -+ 0), then E(a, Q)
degenerates intoa point z = a.

3.2. Linear transformation

Ifz € E(a. @), then
Az +b €E (da +b,4 QAT (8)

Here A is a nondegenerate n. X n-matrix, and b is an n-vector.

3.3. Sum of ellipsoids

The sum S of two ellipsoids is a set defined by

z=z,+x,€S 9
x4 €F(a;.Qy

z, €F(a,, @)

The convex set S from equation (9) is not an ellipsoid in the general
case. We shall approximate S by means of external and internal ellipsoids
optimal with respect to their volume. These ellipsoids satisfy the following
inclusions and optimality conditions:

E@ .Q)cS cE@*t,q@h
(10)
det @~ -» max det @* -+ min

The solutions of optimization problems (10) were obtained in the explicit
form:

+ -

a” Ta =ay ta,
Q= t+1)Q, + (@ +1)Q, 11)
Q— =A—1 D(A—l)T, D = (Df5 +Dg.5)2

Here p > 0 is a unique positive root of the algebraic equation

L 1 n
X = 12
AN p pe D (e
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where )\j >0,7 =1,...,n, are eigenvalues that satisfy the equation
det (@, —A@Qy) =0 (13)

The nondegenerate n X n-matrix 4 in equation (11) is defined by the
condition that it transforms both positive-definite matrices @ ., @, to diago-
nal matrices D; , D,:

D, =AQ, AT, i=1,2 (14)

Formulas (11)—(14) describe both internal and external optimal ellip-
soidal approximations for the sum of two ellipsoids.

3.4. Intersection of ellipsoids

We are interested in the optimal external ellipsoidal approximation E(a, @)
for the intersection of two ellipsoids

P=E(a;.@)NE(@y.Q) CE(a, Q) (15)

det @ - min

The problem (15), however, cannot be solved in the explicit form for the
general case. Only solutions for some particular cases are known when one of
the ellipsoids degenerates into a half-space or into a layer (see Shor and
Gershovich, 1979). We developed some suboptimal operations of intersection
which are optimal in particular cases and give a satisfactory approximation in
the general case. Three versions of this operation are of practical use.

4. Equations of Ellipsoids

We consider now the linear system with ellipsoidal constraints

Tz =C()x +f(t)+u u € E[0, G(L)]
(16)
z(s)€E(apy, Q). t=s

Here C(t),G(t). and @, are n X n-matrices, f(f) and a, are n-
vectors, and matrices G(t) and @, are symmetrical and positive-definite. We
wish to obtain two-sided ellipsoidal estimates of the attainable sets D (¢, s, M)
for the system (16):
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Ela~™(t), @~ (t)1cD(t.s, M) CE[a* (t), Q™ (t)] a7

for t =s. We impose the following evolutional properties on the ellipsoids in
the inclusion (17) [compare with equation (4)]:

Ela™(t), @ ()] cDit ., 7,E[a™(7), @7 (N}
(18)
Ela*(t), Q*@t)1 oDt ., 7. E[a* (1), @* (D]}

forall t = 7 > s. Besides that, we require that the rate of volumes v~ , v* of
the ellipsoids in the inclusion (17) be optimal, i.e.,

dv~/d¢ -+ max dv */d¢ » min 19)

It was shown that ellipsoids that satisfy the conditions (18) and (19)
exist and are unique, and that their parameters satisfy the following dif-
ferential equations and initial conditions:

at=a”" =a(t)
a =C(t)a +f(t), a(s) =ag

Q.- =CQ + Q- CT + 260'5(6—0'5Q—G—0'5)0'5 GO.5
) (20)
Qt =0t +Q*cT + h@* + G

h =in1Tr (@Y7t G100
Q7 (s) =Q*(s) =q,

Note that the equation for the common center a (¢) of both ellipsoids is
linear while the matrices @ ~, @ * satisfy nonlinear equations. Integrating
equations (20) we can obtain the desired two-sided estimates for any time
moment.

5. Properties of Ellipsoids

Here we describe briefly some properties of ellipsoids obtained from the
analysis of equations (20). By means of a transformation

Qr=vztyT (1)

where V(t) is a nondegenerate matrix and Z* are new variables, equations
(20) can be simplified.
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If we choose V(t) to be a fundamental matrix of the original system (16),
V=Cc@w., V(s)=1I (22)

then the equations for Z* take the same form (20) where C is replaced by
zero.

On the other hand, if we take V = G%% in equation (21) then equations
(20) for Z* contain a unity matrix instead of G. Therefore we can always put
either € =0or G =1 in equations (20) for @ ~, @* without loss of generality.

When the internal and external ellipsoids coincide for all £ > s, is the
attainable set then an ellipsoid? The answer is: a™ = atand @~ = Q* for all
t = s if and only if the following equalities hold:

c6 +6eT - ¢ = ut)G, t=s
(23)

Qo = NG (s) Ag>0

Here u(t) is an arbitrary scalar function, and Ay3> O is a positive number.

The important particular case arises if the initial ellipsoid degenerates
into a point: @, = 0. Equations (20) have singularities for @ = 0; hence it is
necessary to analyze the asymptotic behavior of ellipsoids for @, =0.
Without loss of génerality we assume G =/. Let C have an expansion near
the initial point

C =Ag+ 4,8 + 055 v=t —-s=20 (24)
Then the solutions @~ , @* have expansions

Q(t)=vr+93Dy,+8* D"+ - (25)
Q¥(t) =v%r + 93Dy +84 DT + -

The coefficients in equation (25) are given by

Dop=(4g+435)/2 Dy =(4, +4])/2
D~ =(7/12)D¢ + (2/3)D, (26)
D* = (2/3) (D& +D,) + 1/ 12)n3(Tr D)?I — (1/6)yn™Y(Tr Dy)Dy

The asymptotic expansions (25) and (26) are useful for starting numeri-
cal integration of equations (20) with zero initial conditions. The more compli-
cated case when the matrix @, of the initial ellipsoid is degenerate but
nonzero was also studied.
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Asymptotic behavior of ellipsoids when £ +« was investigated in a partic-
ular case of a constant diagonal matrix ¢ and diagonal solutions @ ~(¢) , @ *(¢).
The results obtained were compared with the asymptotic behavior of attain-
able sets for t oo,

Some a priori estimates for the volumes v~ v* of ellipsoids (17) were
obtained. We present here only one such estimate, namely

Y
v ()l ta=s @7)

Yo

OM( P
vg

Here we assume C =0 and denote vy = v (s) = v*(s). The inequality
(27) together with the evident one v ~ < v * makes it possible to obtain two-
sided estimates for the volume of one of the ellipsoids (internal or external)
through the volume of the other one.

6. Nonlinear Systems

The results presented above can be generalized in different directions. We
consider again a general nonlinear system (1) or (3) and assume that the fol-
lowing inclusions are true:

E[C™(t)x +f~(t). G~ () CX(z . t) CE[CHt)x +fH(t).CH ()]
(28)
E(@ag .Qy)CM CE(ag .Qq)

The inclusions (28) mean that there exist two linear systems of the type
(16) that bound the nonlinear system (1) or (3). If conditions (28) are satis-
fied, then the two-sided estimates (17) are true for attainable sets of the
nonlinear system. Vectors a ™, a*t and matrices Q. Q+ in the inclusions
(17) satisfy equations (20) in which C, f, G, a,, and @, must be replaced by
C~.f~.G .ay .and Q4 for a~,Q  and by C*,f*,G* ay .and Q4
forat, Q.

Most of the results described above can be applied also to systems with
discrete time (to multistage processes). In this case differential equations
are replaced by finite-difference ones.

More complicated approximations of sets by means of ellipsoids can be
used. For instance, we can approximate the initial set # by means of the
intersection of two (or more) ellipsoids

Mc|E@}. Q})NE@E ,qg)] (29)

Then we integrate equations (20) for two initial sets that correspond to
the ellipsoids (29). At each time moment the attainable set belongs to the
intersection of two ellipsoids obtained by this integration. This approach
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requires more computation but can give better accuracy of approximation,
especially for nonsmooth initial sets, such as a rectangle.

7. Applications

The method of ellipsoids described above has different applications to con-
trol problems.

If w(t) in system (1) is some unknown disturbance bound by the set U,
then the external ellipsoid (17) gives the guaranteed outer bound for all pos-
sible motions forall ¢t > s.

On the other hand, if u(¢) in system (1) is a control, then the internal
ellipsoid indicates the inner bound for the attainable set. This ellipsoid can
be used for constructing control u (¢) that leads to any given point belonging
to this internal ellipsoid at a given time moment.

Ellipsoidal approximations can be used for obtaining two-sided estimates
of a functional in optimal control. Consider the problem of minimizing the
functional

J =F[z(T)] » min T>s (30)

for the system (1); here T is a fixed terminal time and F(z) is a given scalar
function. The minimal value of the functional (30) is

J* =ming ¢ per, s, myF (@) (31)
The following estimates are obvious:

min, _ . F(z) < J' = min, _ »-F(z)
(32)
E* =E[a®(T), Q%))

Hence, obtaining ellipsoids £* and solving the nonlinear programming
problems (32), we obtain two-sided estimates for J° in equation (31). If the
function F(z) in (30) changes, then we have to solve only new nonlinear pro-
gramming problems: the ellipsoids do not change in this case. Similar esti-
mates can be obtained also for time-optimal, multicriterial, and other kinds of
optimization problems.

Estimates in differential games can be obtained by means of Krasovsky's
extremal rule. This rule says that in the so-called regular case the time ¢ * of
pursuit is determined as a first time moment when the attainable set of a pur-
suer contains the attainable set of an evader, i.e.,

D(t%) DD t7) (33)
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Two-sided estimates for ¢t° are given by ty =< t* = t, where t,,t, are
defined by inclusions similar to the inclusion (33) but written for the
appropriate external and internal ellipsoids for the pursuer and the evader:

ty B (ty) DES(ty)

(34)
tr:Ep (t) DES (L))
8. Guaranteed Filtering
We consider the system (1) or (3) and the equation of observation
y() =H{t)z() +v(l) (35)

v(t) €E[0, B(t)]

Here H is a given r X n-matrix, y(¢) is an r-vector of observation results,
v (t) is a vector of observation errors bound by an ellipsoidal constraint, and
B(t) is a symmetrical positive-definite r X r-matrix. Having obtained the
observation results y(7) for T € [s, t] we can estimate the set P(¢) to which
the state vector z (¢) belongs; again, ellipsoidal estimates are considered:

z(t) € P(t) CEfa(l), Q(t)] (39)

The problem of guaranteed ellipsoidal filtering consists in obtaining
parameters a(f), @(t) of an ellipsoid (36). This problem was considered
both for discrete observations when y(f) in equation (35) is available at
t =tgty. ... and for continuous observations when equation (35) holds for all
t>s.

In the first case the parameters a, @ in the inclusion (36) satisfy dif-
ferential equations (20) for a*, @ * between observation times. At observa-
tion times, a(f) and @(¢) are discontinuous; they have jumps corresponding to
the immediate change of ellipsoids due to observations. Different formulas
for intersection of ellipsoids can be used here for calculating these jumps.

The continuous filtering is governed by a specific system of differential
equations which takes into account the dynamics of the system and results of
observations.

The algorithms of state estimation based on the method of ellipsoids
described above were realized in a package of FORTRAN programs. These
programs integrate the equations of internal and external ellipsoids and simu-
late both discrete and continuous guaranteed filtering for systems with
n <10.

As a result of computer simulation a number of numerical data are
obtained, including approximation of attainable sets of different stable and
unstable systems, estimates in optimal control and differential games, use of
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intersection of ellipsoids for nonsmooth initial sets, simulation of discrete-
time and continuous-time filtering, etc. Part of these numerical results as
well as proofs of the theorems and additional details are presented in the
papers mentioned in the Introduction.
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1. Background

Consider a smooth (C™) function f: R™ - R™ and assume that f has a critical
point at the origin, i.e., df (0) =0. The theory of singularities as developed
by Thom, Mather, Arnol'd, and others (Lu, 1976; Gibson, 1979; Arnol'd, 1981)
addresses the following basic questions:

(1) What is the local character of f in a neighborhood of the critical point?
Basically, this question amounts to asking "at what point is it safe to
truncate the Taylor series for f?'" This is the deferminacy problem.

(2) What are the "essential" perturbations of f? That is, what perturba-
tions of f can occur that change the qualitative nature of f and that
cannot be transformed away by a change of coordinates? This is the
unfolding problem.

(3) Can we classify the types of singularities that f can have up to dif-
feomorphism? This is the classification problem.

Elementary catastrophe theory largely solves these three problems
(when m = 1); its generalization to singularity theory solves the first two, and
gives relatively complete information on the third for m, n small. Here we
outline a program for the utilization of these results in an applied setting to
deal with certain types of nonlinear optimization problems. In the following
section we give a brief summary of the main results of singularity theory for
problems (1)—(3) for functions (m = 1) and then proceed to a discussion of
how these results may be employed for nonlinear optimization.

2. Determinacy, Unfoldings, and Classifications
2.1. Equivalence of germs

In its local version, elementary catastrophe theory deals with functions
f:U-> R where U is a neighborhood of 0 in R™. The cleanest way to handle
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such functions is to pass to germs, a germ being a class of functions that
agrees on suitable neighborhoods of O. All operations on germs are defined
by performing similar operations on representatives of their classes. In the
sequel, we usually make no distinction between a germ and a representative
function.

We let £, be the set of all smooth germs R™ -+ R, and let E, .. be the set
of all smooth germs R™ »R™. Of course E, ; = E,. These sets are vector
spaces over R, of infinite dimension. We abbreviate (z;,...,z,) € R™ tozx.
If f €E,, then

S@)=01=) ... . [rm(z)]

and the f, are the componenis of f.

A diffeomorphism germ ¢ :R™ > R™ satisfies ¢(0) =0, and has an
inverse ¢’ such that ¢[e'(z)] = x = ¢’[p¢(x)] for x near 0. It represents a
smooth, invertible local coordinate change. By the Inverse Function Theorem,
@ is a diffeomorphism germ if and only if it has a nonzero Jacobian, that is,

det[dp, / 8z, (0)] #0

Two germs f.g:R™ + R are right equivalent if there is a diffeomor-
phism germ ¢ and a constant ¥ € R such that

gE)=Fo)+y

This is the natural equivalence for studying topological properties of the
gradient Vf (Poston and Stewart, 1978). If f, rather than Vf, is important,
the term 7y is omitted.

A type of germ is a right equivalence class and the classification of
germs up to right equivalence amounts to a classification of types. Each type
forms a subset of E,, and the central object of study is the way these types
fit together.

A precise description is complicated by the fact that most types have
infinite dimension; but there is a measure of the complexity of a type, the
codimension, which is generally finite. Heuristically, it is the difference
between the dimension of the type and that of £, (even though both are
infinite). A precise definition is given below.

The largest types have codimension 0 and form open sets in £, . Their
boundaries contain types of codimension 1; the boundaries of these in turn
contain types of codimension 2, and so on, with higher codimensions revealing
progressively more complex types. Types of infinite codimension exist, but
form a very small set in a reasonable sense.
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2.2. Codimension and the Jacobian ideal

Let E, be the set of germs R™ -+ R, and let F be the set of formal power
seriesin x4, ...,z,. Thereis amap j: E » F defined by

if =1(0) +2—f—(0):;.-1l +05 -2 — "2 (O)z,,z,

where the right-hand side is the Taylor series, or jet, of f. Note that it
exists as a formal power series for all smooth f: convergence is not required
in what follows. The map j is onto, linear over R, and preserves products
fie. s g) =5Ug) =3GrJg9)l

Let m,, be the set of f € E,, such that f(0) = 0. This is an ideal of E,,
(meaning that if f€m, and g € E, then fg € m,, which we write briefly as
m,E, Cm,). Its kth power m,’f consists of all f € E,, such that

0=s(0)=df(©) =d%(0) = --- =d*"1r ()

In particular, f is a singularity if and only if f € m,, . The ideals m,’f form
a decreasing sequence.

E, 2m, 2mZ2om3 2 -

There is a similar chain in F,. Let M, = ](m ): this is the set of formal
power series with zero constant term. Then M =7 (m,‘f) is the set of formal
power series without terms of degree <k —1 . The intersection of all M¥ is O;
the intersection of all m,’f is the set m,:' of flat germs, having zero Taylor
series.

The Jacobian ideal of a singularity f is the set of all germs expressible
in the form

g gy 2L

1oz, oz,

for arbitrary germs g, . We denote it by A(f) , or merely A when f is under-
stood. Its image jA(f) € F,, has an analogous definition, where the partial
derivatives are defined formally. Since f is a singularity, A(f) C m, . The
codimension of f is defined to be

cod(f) = dimgm, / A(S)

Similarly, at the formal power series level, we define
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cod(jf) = dimpM,, / j A(f)

The codimension of an orbit is the same as that of its tangent space . This is
the same as the dimension of the quotient vector space £/T. In E,, the ana-
log of this tangent space is the Jacobian ideal, so the codimension should be
dim E,, / A(f). This measures the number of independent directions in E,
“"missing' from A(f) , or equivalently missing from the orbit of f.

The computation of cod(f) is effected by means of the following result:
if either cod(f) or cod(jf) is finite then so is the other, and they are equal.
Thus, the computation may be carried out on the formal power series level
where it is a combinatorial calculation. For examples in classical notation,
see Poston and Stewart (1978).

2.3. Determinacy

Let f € E,, and define the k-jet 7% (f) to be the Taylor series of f up to and
including terms of order k. For example,

78sin(z)] =z —z3/3! + z5/5!

We say that f is k-determinate (or k-determined) if for any g € E,, such that
j"g = j"f, it follows that g is right equivalent to f.

A germ is 1-determined if its linear part is nonzero, that is, its deriva-
tive does not vanish. So the non-1-determined germs are the singularities. If
f is a singularity and f (0) = 0 (as we can assume) then the second derivative
gives the 2-jet of f in the form

iz, ... ‘Tpy = zi'jﬂijz"zj
where the Hessian matrix
H = (Hyy)(0)

is symmetric. It can be shown that f is 2-determined if and only if det(#) # O
; in this case f is right equivalent to

tz2 +---tzf 1)

This is a reformulation in determinacy terms of the Morse Lemma (Milnor,
1973). A germ equivalent to expression (1) is said to be Morse. Morse germs
are precisely those of codimension 0. The number [ of negative signs in
expression (1) is the index of f. and f is an l-saddle. Morse theory (Milnor,
1973) describes the global properties of a function f: X - R where X is a
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smooth manifold and f has only Morse singularities (see Casti, 1984).

There exist rules for computing the determinacy of a given germ: an
easy necessary condition, an easy (different) sufficient condition, and a
harder necessary-and-sufficient condition.

Let A be the Jacobian ideal of f. Then:

Q) If m,’f C mA then f is k-determined.
(@) If f is k-determined then mX**+1 c m_A.
(3) f is k-determined if and only if m,’f +l¢ m,A(f +g)forallg € m,’f"' 1

There is a slightly stronger form of (1), namely:
(1) If mf*1 c m2Athen f is k-determined.

Numerous examples in Poston and Stewart (1978) and Gibson (1979) show
how to compute the determinacy of a given f. For example, suppose f is in
Morse form, as expression (1). Then A =<+2z,,...,+2x,> =m, and
m,,f =m,A. By (1), f is 2-determined as asserted above.

A germ is finitely determined if it is k-determined for some finite k.
The following are equivalent:

(4) f has finite codimension.
(®) [ is finitely determined.
6) m,tl C A for some ¢.

The solution to the Determinacy Problem is thus that it is safe (up to
right equivalence) to truncate a k-determined germ at degree k of its Taylor
series. For a germ such as z%y € E,, which is not finitely determined, it is
not safe to truncate higher order perturbing terms (and, indeed, z2%y +yt
has a type that depends on ¢). Germs that are not finitely determined either
arise in a context where some symmetry is acting (and should be analyzed by
methods similar to those above, but which take symmetry into account -
which can be done) or must be viewed with suspicion. By (4), we may summa-
rize: "nice"” germs have finite codimension.

Suppose that f is not 2-determinate, so that det(#)= 0. Let the rank of
the matrix H be r and call n — r its corank. A useful result, called the Split-
ting Lemma, says that f is right equivalent to a germ of the form

2 2
gy, .. Ty _p) Ty g T,

For many purposes, the quadratic terms may be ignored. So the Splitting
Lemma reduces the effective number of variables to » — 7. A simple proof
for finite dimensions is in Poston and Stewart (1978).

The determinacy calculations, and the application of the Splitting
Lemma, may be carried out equally well on 7% £ in F,, . provided the codimen-
sion of f is finite. The formal power series setting is better for computa-
tions.



Singularity Theory for Nonlinear Optimization Problems 111

2.4. Unfoldings

An unfolding of a singularity is a "parametrized family of perturbations’. The
notion is useful mainly because, for finite codimension singularities, there
exists a "universal unfolding”, which in a sense captures all possible unfold-
ings.

More rigorously, let f € E,. Then an l-parameter unfolding of f is a
germ FeF, ,,, that is, a vreal-valued germ of a function
F(x,y, ...,2,, &, ...,8) = F(x,£), such that F(z,0) = f (x).

An unfolding F is induced from F if

F(z,8) = Flpg(x),¥(6)] + ¥(6)
where

6=(8....6,) €R™
pg:R™ - R"

Y:R™ »R!

7:R' »R

Two unfoldings are equivalent if each can be induced from the other. An I-
parameter unfolding is versal if all other unfoldings can be induced from it;
universal if, in addition, [ is as small as possible.

Suppose that f has finite codimension ¢. Let u,,...,u, be a basis for
m,, / A(f). Then it is a theorem that a universal unfolding is given by the
germ

Fz.g) =f(x) + squq (x) +- - + g,u,(x) g €ER

While different choices of the u; can be made, a universal unfolding is unique
up to equivalence. The existence of universal unfoldings in finite codimen-
sion, and the method for computing them, is probably the most significant and
useful result in elementary catastrophe theory. [Note that equation (2) is
linear in the unfolding variables £. This is a theorem and is not built into the
definition of an unfolding.]

For example, if f(z.,y) = z3 + y‘. then a basis for m,/ A(f) is
}z,y.zy,yz,zyzj. So a universal unfolding is given by

Fz,y.e) +z3+y*+ 8,7 + £y + g5y + a4y2 + aszyz

The codimension of a germ f has several interpretations:
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(1) The codimension of the Jacobian ideal in m,, .
(2) The number of independent directions "missing" from the orbit of f.
(3) The number of parameters in any universal unfolding of f.

In addition, if the codimension of f is c, it can be shown that any smalil
perturbation of f has at most ¢ + 1 critical points.

2.5. Classification

We sketch how these ideas may be used to classify germs of codimension at
most 4.

Let f €E,. If f is not a singularity then f (z) is right equivalent to z,.
If f is a singularity and its Hessian has nonzero determinant, then f is right
equivalent to + 1:12 E R z,,f . Otherwise, det(H)=0. Let £k = n —r be the
corank of H and split f as

f(z)=g(zl,...,zk)j:zf+1 i:"'+z:

It can be proved that the classification of possibilities for f depends only on
the similar classification for g.

The Taylor series of g begins with cubic or higher terms. First, suppose
that £ =1, and let the first nonzero jet of g be a.tzt . This is ¢t~-determined,
and scales to + z! (¢ even), zt (t odd). The codimension is t —2, sot = 3, 4,
5, or 6.

Next, let £ =2 and let

jsg(z,'y) =qz3 + bzzy + c::y2 + dy3

By a linear change of variable, this cubic may be brought to the form
z3 + zyz (one real root), z3 — zy? (three distinct real roots), zzy (three
real roots, one repeated), z3 (three real roots, all repeated), or 0.

The forms z3 + zy? are 3-determined, and of codimension 3.

The form zzy is not 3-determined, so we consider higher terms. A
series of changes of variable bring any higher order expansion to the form
zzy + yt. which is £ -determined and of codimension £. Only ¢ = 4 is relevant
to our problem here.

No higher term added to z3 produces a codimension 4 result; and no
higher term added to O does.

Finally, let k> 3. Then the codimension can be proved to be at least 7,
so this case does not arise.

Thus, we have classified the germs of codimension < 4 into the canonical
forms
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where

My=+z2 + - +z? N)=+z2 + - - +zf

The celebrated elementary catastrophes of Thom are the universal
unfoldings of the singularities on this list, or its extension to higher codimen-
sions. The universal unfolding arises when we try to classify not germs, but
l-parameter families of germs. For [ < 4, "almost all” such are given by
universal unfoldings of germs of codimension < 4.

Table 1 summarizes the list of germs and their unfoldings up to codimen-
sion 5, together with their customary name and symbol in the systematic
notation of Arnol'd (1981). The terms (M) and (N) are omitted for clarity, z
and y replace z, and z,, and unfolding parameters are listed as (a,b.,c,d.e)
rather than (81'82'83'84.85).

3. Singularity Theory and Nonlinear Programming
We consider the problem

max f(z) 3
over all z € R™ such that

g(z)<0 4)

where f, g €m,. There are at least three different aspects of this stan-
dard nonlinear optimization problem which singularity theory can shed some
light upon:
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Table 1 The elementary catastrophes of codimension < 5. When the + sign occurs,
germs with sign (+) are called standard, (-=) are called dual.®

Symbol Name Germ Universal Co- Codi-
unfolding rank mension
A, Fold z3 z3+az 1 1
+A5 Cusp +z4 +xt+azx?+bz 1 2
A,  Swallowtail z° z%+az3+bz?+cz 1 3
+Ag Butterfly +z® +z+azt+bz3 +cz?+dz 1 4
Ag Wigwam z7 zT+azx’ +bz? +cz® +dz? +ex 1 5
Dy Elliptic z3 —zyz z3 —zyz +az? +bz +cy 2 3
umbilic
D4+ Hyperbolic :1:3+:cy2 z3 +zyz+ax2+bz +cy 2 3
umbilic
tDg  Parabolic +(z%y+y?) t(z?y +y*)+az?+by?+cz +dy 2 4
umbilic
D¢ Second 15—zy2 zs—zy2+ay3+bzz+cy2+dz +ey 2 5
elliptic
umbilic
D¢ Second z2+zy?  zP+zyl+ayd+bzP+cyltdz tey 2 5
hyperbolic
umbilic
+Eg  Symbolic i:(:t:3 +y4) i:(:t:3 +y4) +a::yz+by2 +czy
umbilic +dz +ey 2 5

3The above sketch shows how the classification problem reduces to the determinacy and
unfolding problems (and is relatively easy once these are solved). In applications, the
main influence of the classification is an organizing one: the determinacy and unfolding
theorems play a more direct rols.

(1) Reduction of dimensionality in the decision space for dual, penalty, and
barrier type algorithms (Bazaraa and Shetty, 1979).

(2) Transformation of the constraint space into simpler form for primal type
algorithms (Bazaraa and Shetty, 1979).

(3) Sensitivity analysis.

Let us examine each of these areas in turn.
3.1. Dimensionality reduction and the splitting lemma

If the optimization problem (3)—(4) is to be approached using one of the dual
penalty or barrier algorithms of Bazaraa and Shetty (1979), the Splitting
Lemma can be used to reduce the dimension of the decision vector in the sur-
rogate objective function. For example, consider the augmented Lagrangian
method, for which the surrogate objective function is

Gx.a)=a'g +f +p/2|1g|]?

where a is a vector of multipliers and p is some positive constant. The
parameters a are updated according to, say, the augmented Lagrangian
scheme of Hestenes.
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Assume that the critical point of G is located at z = zha = a', and
that the corank of G(x,a) = r. Then the Splitting Lemma insux;es that there
exist coordinate transformations x + £, a + & such that ¢ + G, where

G(£.8) =Cy(£y, ... . Zp 8ys ..., 8) *M(Zpyq ... Tp)

where ¢ = codim G while G4(') is a function 0(|:c|3). which is linear in
d,, . ..,0a;. The function M(-) is a pure quadratic. The important point here
is that usually r <<n, which implies that most of the computational work is
involved in minimizing the quadratic M, which can be done very efficiently by
any of a number of quasi-Newton schemes. The essentially nonlinear part of
the problem involves the minimization of G, which, however, involves only r
variables. Often r = 1 or 2, even if n is very large, say, hundreds, so the
computational savings can be significant.

The potential drawback to the above scheme is that in order to compute
7, the corank of G, we need to know the Hessian

(s

az?

at the critical point (z°,a"). Since it is precisely z* which we seek, it
appears at first glance that the situation is not too promising. However, this
problem can be circumvented in at least two different ways:

(1) Often it can be seen that the Hessian will be of constant rank in some
neighborhood D of =", even if we do not know z * exactly. This situation
comes about since we usually have at least some idea of the region D
containing z*. Thus, if we have an estimate of D and know that rank
H(zx,a) = constant for all x € D, then we can use this information in a
successive approximation scheme generating a sequence z, - z" The
idea is to apply the Splitting Lemma to each approximate problem at the
point z, .

(2) If there is no information about the rank X, then we can appeal to the
inequality

r(r +1)/2 < codim G

which always holds. We can take a pessimistic estimate of r which, at
worst, means only that we include a few more variables in our nonlinear
optimization of G,(') than might have been needed. If codim G <2, then
we can see from the inequality that » =1 and there is only a single
essential, nonlinear variable, regardless of where z° is located. Other-
wise there may be several nonlinear variables, but the number will still
be severely limited by the above inequality.
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An essential ingredient in making the above scheme work in practice is
the ease of determining the coordinate transformations z » Z, o » &. As
noted in Section 2, the theory guarantees that such transformations exist
and, moreover, that they are themselves diffeomorphisms. Thus, the coordi-
nate changes

~

1 = 1(21.”2- ceaaxy)

a=oy(0y,0 ..., 0y,)

have convergent power series expansions. Consequently, since we know the
original form of ¢ and its normal form G, in principle we can substitute the
above expansions and match coefficients in order to determine the explicit
form of the transformations. The operational implementation of this idea,
however, may require a substantial amount of algebra, depending upon the
exact nature of G.

3.2. Simplifying the constraint space

For nonlinear constrained optimization problems having nonlinear constraint
sets, the coordinate changes discussed above can be employed to
"straighten-out” the binding constraints in a neighborhood of regular points,
so that primal methods for solving constrained optimization problems can be
used, dealing only with linear side constraints. The essence of the primal
methods is to start with a feasible direction along which the objective func-
tion is improving. A oné-dimensional line search (interval bisection, Newton's
method, etc.) is then used to solve the one-dimensional optimization problem
along the improving feasible direction, constrained so that the resulting solu-
tion remains feasible (Bazaraa and Shetty, 1979).

A specific example of such a primal method is the gradient projection
technique due to Rosen. This method generates an improving feasible direc-
tion by projecting the negative of the gradient vector of f onto the affine
subspace determined by the intersection of the binding constraints, assuming
the constraints are linear. A projection matrix P is formed from a suitable
linear combination of the normal vectors of the constraint subspaces (i.e.,
the gradients of the binding constraints). The resulting one-dimensional
optimization is then guaranteed to remain feasible as long as a suitable upper
bound is observed on the line search (Bazarraa and Shetty, 1979).

In the event the constraints are nonlinear, the gradient of f is pro-
jected onto the intersection of the tangent spaces to the binding constraints,
so that movement along the improving feasible direction will, in general, take
the solution outside the feasible region (see Figure 1). This necessitates a
correction move to bring the solutions back into the feasible regions after
the one-dimensional search has been completed. Singularity theory appears
to offer the possibility of materially improving the above procedure, as we
now indicate.
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Vg(xk) _Vf(xk) d—_PVf(Xk)

/Correction move
g<o0 I Xt 1

7

7

Figure 1 Projected gradient method of Rosen for nonlinear constraints (from Fig-
ure 10.5, Bazaraa and Shetty, 1979).

Consider the following nonlinear programming problem:

minimize: f(x)
subject to: g3(z)<0 i=12,....m
z =0

For any z such that z =0, if 7 = {i: g,(z) =0}, then

X =iz:g,(x) =0} = n [g4(z) N R™ 1 hyperplane]
1€l

will be the intersection of a finite number of manifolds in ™ and thus, with
the possible exclusion of a set of points of codimension n (corners), will
inherit the manifold structure locally. Locally, then, a coordinate change
could be effected in X which will cause X to take the form

XY =§y:0=ay +c, a,c constant vectors}

as long as the gradients of the binding constraints do not vanish. A transver-
sality argument can be used to rule out the latter possibility.
Assuming that only the constraint g, (z) = 0 is binding, let

S, =T, g4(z) N R™ ! hyperplane

where
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T,9;(z) = tangent space to g, at

-~

Since codim T, g, (z) =1 and codim$R™ 1 hyperplane} = 1, if the intersec-
tion is transverse

codim T, g, (z) + codim{R™ ~* hyperplane} = codim S; =2

Results from differential topology assert that the set of critical points R, for
g, will be isolated; thus the dim R; = 0 and codim R; = n.. Therefore,

codimR; + codimS; =n+2>n

So, for Vg, (z) to be zero at exactly the same points where g,(z) = 0 consti-
tutes a nontransverse intersection and is therefore nongeneric. If any such
points should occur, they will be isolated and thus not form a constraint
boundary.

In practice, finding X and the coordinate transformation necessary to
make it look like Y usually requires some effort. However, if projection onto
only one binding constraint is necessary, the calculation becomes simpler, as
the following example shows:

min f(z;,z,) =0.5 zf +05 zg -z, z,

(the geometry in z space is shown in Figure 2) subject to

2 2 _
zy +z3 1 < 0
-z, < 0

Vf(z) = (z,~1,z,-1) at (1,0): Vr(L0) =(0,-1)

Vg, (z) = Rz,.2z)) Vg,1(1.,0) = (2,0) binding
Vg o(z) = (-1.0) Vg,(1,0) = (-1.,0)
Vga(z) =(0,1) Vg 3(1,0) = (0,—1) binding

As can be seen, we want to project onto g,(xz). To straighten out g,, let
Y1 = zf, Yy = zg. In the new coordinates, Vf ., will be

Y now®¥) = W% -1, 92° ~1), Y/ now(1.0) = (0,-1)

(Note: This is not the gradient of the transformed objective function but
rather the transformed gradient of the old objective function.)
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Figure 2 Configuration in £ space.

The new problem is

min f(yi.yz) =0.5y, + 0.5y, - y{).s - yé""’

(the geometry in y space is shown in Figure 3) subject to

Y1 +y2—1=<0
-y, =<0
-y,=<0
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Now the constraint is linear and we project Vf .. onto g, by forming the
projection matrix:

Vo, =M =(@11) MM =(1 1)&] =2 Mty l=1/2

1i_1
P=1 M‘m“im—[lo] ﬁ] | 27
=r-mtamh =g 9] - [fJarman=| ;T |
)

The objective function is optimized along the constraint by letting

¥y = 05h

f(h) =05(1—-05h) + 0.25h — (1 —0.5h)%> — (0.5k)%-8

-05 h]

g-’?:— =0.25(1—0.5h) 15 ~0.25(0.5R) 15 =0 = h =1

So the minimum is taken on at

1 1
v=|§|or = = |
2 vz

That this is the optimum can be seen by trying to form an improving feasible
direction in x space. The result will be the zero vector, indicating that the
optimum has been reached.

Vg4(z) = %— M = (V2 \@[\\g] =4 (" =025

v (z) = (V2-1, VB-1) %

P =Mt (MMt)~H = [i 9 - [j—g]% (VE VB) =

] LR RY S
ISIEE ST

1

2 2|[vza
d =PVf(z) = 1 ][

)
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Figure 8§ Configuration in ¥ space.

as claimed. A summary of the algorithm is given next.

Initialization step: Choose a feasible point z,, and find /; = {i: g(z) =0}.
Let w =1 and go to Step 1.

Step 1. If I; =0, 1let P =1, formd, = PVf(z, )and go to Step 3. Otherwise,
form the projection matrix in z-space as follows. Let M =Dg(zu) be the
matrix of gradients of the binding constraints at =z . If
P=I-M:MM")™ "M =0, let W = —(MM®)"'MVSf(z,). If W =0, z, will be a
Kuhn-Tucker point, otherwise delete a row corresponding to W; =0 and
repeat Step 1. This has the effect of eliminating binding constraints from
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consideration which would not gengrate an improving feasible direction. Let
I =ti: g,(x) =0} after a nonzero P has been found.

Step 2: It X = N {9,(x)n {R™~1 hyperplane}] is already linear, use the
N i€l
matrix P in the following calculations. Otherwise, find a coordinate change

such that X becomes
Y=ty:aty +c =0}

Find Vf o [¥(z)]1 | ¥ (z,) and convert the problem into ¥ coordinates. Form
the projection matrix P =7 ~at(aat)1a and go to Step 3 after forming
d, = PVf eulv (@)1 | y(z,).

Step 3: Let h,, be a solution to

min f(z,, + hd,) where z, =z, if in x coordinates and
Z, T Yy if in ¥ coordinates
0 = hS hmax
where h is determined so that the problem remains feasible. Let

max
2,41 =2y + hd,,, convert into z coordinates, if necessary, and return to

Step 1.

For more complex problems involving more than one binding constraint,
the coordinate changes must be automated and checks made on the neighbor-
hood of validity of the transformations. Application to other primal methods
can also be made using the same types of arguments.

3.3. Sensitivity analysis and unfoldings

In Section 2, we noted that a universal unfolding of a smooth function f(z)
represents the most general type of smooth perturbation to which f can be
subjected and that the number of terms needed to characterize all such per-
turbations equals codim f. Furthermore, if u4(x),....,u.(x) represent a
basis for the Jacobian ideal m,, / V(f), then the }u, | also represent a basis
for the space of all such perturbations. Since perturbations in the objective
function and/or constraints lie at the heart of sensitivity analysis for non-
linear optimization, it seems reasonable to conjecture that the concepts of
unfolding and transversality should be of use in characterizing various issues
arising in the sensitivity analysis of nonlinear programs. Here we shall indi-
cate two different directions to be pursued:
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(1) Constraint qualification conditions.
(2) Objective function stabilization and examination of the stability of the
dual algorithms discussed above.

3.4. Transversality and the Kuhn—Tucker conditions

As an indication of how singularity theory arguments can be employed to
study constraint perturbations, let us examine the classical Kuhn—-Tucker
conditions using transversality arguments.

The Kuhn-Tucker necessary conditions play an important role in the
theoretical development of mathematical programming. These conditions were
derived from a more general set of conditions, called the Fritz John condi-
tions, by assuming that a constraint qualification is in effect. Both the Fritz
John and Kuhn-Tucker conditions are necessary for 2" to be an optimal solu-
tion of the constrained optimization problem. One of the most widely used
constraint qualifications is that the gradients of the binding constraints at
the point z”* be linearly independent.

In singularity theory, the concept of a transverse intersection between
two manifolds is a cornerstone for structural stability arguments. One defini-
tion of a transverse intersection at a point is that no vector is perpendicular
to the tangent spaces of both manifolds simultaneously (Poston and Stewart,
1978). Since the gradient vector of a manifold at a point will also be the nor-
mal vector to the tangent hyperplane at that point, it follows that the gra-
dient vectors of two intersecting manifolds will both be collinear if and only if
the intersection is transverse. Furthermore, and more importantly, the Thom
Isotropy Theorem (Poston and Stewart, 1978) states that transverse crossings
are structurally stable. This means that small perturbations of the con-
straints around a Kuhn—Tucker point would not change the geometry of the
intersection much. In fact, the original constraint configuration can be
recovered by a smooth coordinate change around the point of interest.

Let us consider an example demonstrating the structural instability of a
nontransverse crossing. In the example, the following definition of a
transverse crossing is used.

Definition 1.

Two manifolds, R and S, embedded in R™ intersect transversally if
1 RNS = ¢

or

(@) codim(T,R) + codim(7,S)<n and codim(T,R) + codim(T,S) =
codim(T, R NT,S)

where T, is the tangent spaceat z.
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vf = (-1.0) at (1,0): Vf (1.0) = (-1.0)

Vg, =[-3(1- zf).l] Vg, (1,0) = (0,1) binding
Vg, = (0,-1) Vg, (1.0) = (0,-1) binding
gradients of the binding constraints are not linearly independent.

king the Kuhn-Tucker conditions:
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Vf +uy Vg, +u, Vg, =0

-1 0 0
u [0] +u 0] = [1] = 0=1 inconsistency
111 2( -1 0 Uy = uy ’

showing that the Kuhn—Tucker conditions do not hold.

3.5. Transversality

Both g, and g, will be embedded in B3 so

T, g1(x) = H{x{.22.%3): Z, —3(1—::1)21:1 =z, —3(1—:1)z x4

8

T, ga(x) = (x1,25.%3): T5 = xp)

At (1,0):

Ty 94(x) = 124.2.23): z, =0}, thus T, g (x) N\ Tp05(x) =T, g4(x)
Tr 92(x) = lzq.x23): x, =0}

codimT, g4(x) =1

codim 7, go(xz) =1

codim [T, g.(x) N T, go(x)] =1
Thus,
codim T, g4(x) + codim T, g,(x) # codim [T, g.(x) N\ T, g2(x)]

so the intersection is nontransverse.
If the cubic constraint is perturbed slightly,

91y Y2) =y — -y +¢

then T, 9,(x) N T, 92(x) at (1,0) will be the empty set, so the intersection is,
by definition, transverse. At their point of intersection, z = (1+¢,0), so

T, ge(x) = (x1,22.%3): T, + 3g? z, = 382)

Ty 92(z) = (x4.25.23): z, =0}
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and T, 94(z) N\ Ty 92(z) = §(x4.72.%3): x4 =1} will be a line in R3.
Thus,

codim[T, g(z)] =1
codim[T, g(z)] =1
codim[T, g4(z) N T, go(x)] =2

so codim{T, g4(x)] + codim[T,, g,(z)] =codim{[T, g,(z) N\ T, 94(x)] and the
intersection is transverse.

The unfolding concept can also be of use in sensitivity analyses in the
following manner. As an unparametrized function, the objective function f (z)
may be unstable with regard to small perturbations (i.e., the qualitative char-
acter of the critical points of f may change as a result of small changes in f).
This is clearly a bad situation as far as the credibility of the results obtained
from such an optimization is concerned. However, if codim f = ¢, an unfold-
ing of f involving at least ¢ parameters will be stable relative to all struc-
tural perturbations in the sense that if f(z) + p(x) is a perturbation of f,
then the behavior of f(x) + p (x) near its critical points can be captured by
varying the parameters in a universal unfolding of f. As already noted, the
elements u4(z), ..., u,(z), forming a basis for m, / V(f), constitute a basis
for exactly the type of perturbations we need to stabilize f.

Unfolding can also be of use for studying the stabililty of the dual opti-
mization algorithms, which require the formation of a surrogate objective
function using a computational parameter. For example, the augmented
Lagrangian method mentioned above requires the use of a parameter p. These
parameterized functions can be studied to learn what types of objective func-
tions and constraints may lead to surrogate objective functions that are
structurally unstable, and which may behave badly as the computational
parameter is varied.

These ideas can be illustrated by considering the standard linear pro-
gramming problem. In a sense, a linear objective function is the linearization
of a general nonlinear f(z), since no real-world process even generates a
completely linear potential.

Definition 2

f is structurally stable if, for sufficiently small smooth perturbation func-
tions p, the critical points of f and f + p remain within the same neighbor-
hood and have the same type (max, min, saddle, etc.).

Consider the linear program:

t

max f(z) =c'x

subject to
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Ax <0

xz =20

Note that the Hessian matrix of f will be identically zero for all x, so that a
linear program has a maximum only by virtue of the constraints.
If a small linear perturbation is added to the objective function:

maxf(x)=(c‘+s‘)x g, K1 1=12,...,n
subject to

Ax <0

x =0

the isoclines of the objective function on the x hyperplane might shift so
that the set of isoclines leaves the feasible region at a completely different
extreme point of the convex hull of constraints. Thus, the linear program-
ming problem is not even stable with respect to linear perturbations.

In contrast, it is known that Morse (i.e., quadratic) extrema are the only
structurally stable types for nonparameterized functions, although for
parameterized functions the situation is different. Similarly, since adding a
small perturbation to a Morse function does not drastically change the loca-
tion of the unconstrained extremum, the location of the constrained
extremum also should not change too much, since the constrained extremum
usually occurs where the constraints are tangent to the isoclines of f (x).

As a final note, the computational implications of the above discussion
are not by any means as dire as might seem. While the general nonlinear pro-
gramming problem is computationally difficult, numerical methods for quad-
ratic programs, both constrained and unconstrained, are well developed. In
fact, since Morse functions are the only structurally stable types of smooth
unparametrized functions, a case could be made for transforming even non-
quadratic nonlinear programs into quadratic form using the diffeomorphic
coordinate changes guaranteed by singularity theory. Thus, a quadratic pro-
gram represents, in a certain sense, the canonical problem for mathematical
programming.
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Modeling, Approximation, and Complexity of
Linear Systems

J. C. Willems
Mathemalics Institute, University of Groningen, The Netherlands

1. Introduction

The purpose of this paper is to give an extended summary of the material
developed by Willems (forthcoming, a,b,c). In this sequence of papers we have
outlined a theory that studies, in a broad context, the connection between
various representations of dynamical systems and procedures for obtaining
mathematical models on the basis of observed data.

2. Mathematical Models

In studying a phenomenon in the language of mathematics we first need to
identify its features — its attributes — as elements of a set S. A mathemati-
cal model is a law that excludes the occurrence of certain attributes. Hence,
a mathematical model is a subset M of S. Most phenomena will be described
by attributes that consist of a product set

S=1] Sa
a€ A

Interesting laws express the fact that variables are related in some way (as
force/position, price/demand, electric/magnetic fields, etc.).

3. Dynamical Systems

When studying dynamical systems we have attributes that change as a func-
tion of time. This yields the following formal definition. A dynamical system
L is defined by a triple £ = {7, W B} with 7 CR the time axis, W the signal
alphabet, and B C wT the behavior. Thus, a dynamical system consists of a
family B of maps w(.): 7 — W. If we B, we think of w as being consistent
with the laws governing the system. In this paper we only consider dynamical
systems with 7 = Z.
Important properties of dynamical systems £ = {Z ,W B} are:
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(1) Linearity: if ¥ is a vector space and B is a linear subspace of ¥ T
(@) Time-invariance: if oB =B (v denotes the left shift).

(3) Completeness: if jw e B} <>iw|[tnl,] €EB| [to.t ] for all ¢yt €T}.
(4) Memoryless: if B is closed under concatenation.

) Autonomous: if for all ¢ there exists a partial map:

Lo WE™E) —, ple=
such that

W EB] <> W[ (g ) =M Loty

In the sequel we restrict attention to time-invariant systems, using the fol-
lowing notation:

B~ :=jw:(-=0)+RI| dwt w - -whehBj
Bt =w*: [0,) »R7| Jw w - -w'eh]
Here - denotes concatenation. In terms of this notation X is memoryless if

and only if B =B~ -B* and £ is autonomous if and only if B is the graph of
map f: B~ — B*.

4. AR Systems
The following class of systems play an important role in system theory. Let
R €RI *9[s][: = the (g Xg) real matrix polynomials] and consider

E(R): =1Z,RY, B(R)} with B(R): = jw: Z — RY |R(0)w = 0}. We will call such
systems AR systems. Obviously o(R) is linear, time-invariant, and complete.

Proposition 1
The following are equivalent:

(1) X =1§Z,R?, B]}is linear, time-invariant, and complete.

(2) B is a linear, shift invariant, and closed subspace of (Rq)z (equipped
with the topology of pointwise convergence).

(8) There exists a polynomial matrix ® such that £ = X(R), i.e., X is an AR
system.

An important special class of AR systems are the reachable systems
defined by the property B*(R) =B,*(R): = {w* € B*| 3 w~ € B~ such that
w -w* €B(R) and w™(t) =0 for ¢ sufficiently small}. It can be shown that
{B(R) is reachable} <> {dim ker R(s) = constant for s € |}|B(R) = (B N
compact)clos“rei. Here compact denotes the maps w: Z — R? with compact
support, and the closure is to be understood in the topology of pointwise
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convergence.
The other extreme are the autonomous systems. Thus {S(R) is auton-
omous} <> !B;’(R) =0} {dimker R(s) = {0} for almost all s € §}.
A number of further special structures of AR systems are described
next.

4.1. Input/output (I/0) systems

These are specified by two polynomial matrices P, Q@ with det P # 0 and P~1@Q
a proper rational function which specifies B by means of the equations

P(0o)y = Q(o)u, w = col(u,y)

We denote these systems as Z(P;Q).

4.2. State space systems
A state space system in this category is specified by four matrices

(A ER™ ™ B eR™™, ¢ €eRP*™, D ¢ RP*™) and defines the behavior by
means of the equations:

ox =Ax + Bu w=Cx+Du

Its external behavior is B(4,B,C.D) = }wla x,u such that ox =A4Ax + Bu,
w =Cx + Duj. If the driving input is part of w:

ox =Ax + Bu y=Cx+Du w = col(wn,y)

then we denote this system as B, ,,,,(4.8.C.D).
Proposition 2
It is possible to prove that the following are equivalent:

(1) B = B(R) for some polynomial matrix k.

@ dP.@ with P'iQ proper and a permutation matrix =« such that
B = nB(P:;qQ).

3) d matrices 4,B.C.D such that B = B(4.B.C.D).

(4) 3 matrices A,B,C,D and a permutation matrix m such that
B = 1B ,5,,(A.B.C.D).

A state space system (4.8.C.D) will be said to be minimal if among all
such systems with a given external behavior, n and m are minimal (minimality
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of n and m are compatible). It can be shown that (4,5,C.D) is minimal if and
only if

(1) kerD =}0j.
() AR™ +im B =R™.
3 [A -BD"* C.C(mod im D)] is observable.

Here D" denotes the left inverse of D.

We can associate reachability and autonomy to its state space version.
Indeed, §{B(R) is reachable] <= {it allows a state space representation with
(4 ,B) reachable} <= fall its minimal representations have reachable (4,8)s].
{B(R) is autonomous}] <=> }it allows a state space representation with
m =0} <> {all its minimal representations have m = 0j.

5. Recapitulation

As we have seen there are three basic "numerical” descriptions of the
behavior of iinear time-invariant complete systems:

(1) AR models: R(o)w=0.
(@) I/0 models: P(o)y = Q(o)u w = (uy).
(3) State models: ox =Ax + Bu w=Cx+Du

There is also the combination of the latter two:
(4) i/s/omodels: 0x = AX + Bu y=Cx+Du w = col(u,y).

This richness of meaningful versions of the same object yields immediately a
number of questions:

(1) Questions of representation.
(@) Questions of equivalence.
(3) Questions of canonical forms.

Some of these problems are classical system theoretic questions, some of

them appear here in a somewhat new light. They are discussed in some detail
in the references.

6. Most Powerful Models

Let, in the ianguage of Section 1, S be the set of possible attributes of a
phenomenon. A model is a subset M of S. A model set M is a subset M of 25,



Modeling, Approzimation, and Complezity of Linear Systems 133

the set of all subsets of 5. We will call a model M, more powerjful than M, if
M, CM,: the more a model forbids, the better it is. Assume now that we have
made a number of measurements of the phenomenon. This yields a set of
attributes which, evidently, are possible. Hence a measurement is a subset
Z of M. We will call a model M unfalsified by the measurement Z if Z C M.
Let the model set M and the measurement Z be given. We will call ¥ * the
most powerful unfalsified model if ZcH € M and if
{IZcMe M) =>iM° CHM}. Of course, M* need not exist. It will if $ € M
and if M has what we call the intersection property, meaning that an arbi-
trary intersection of subsets of M is again in M.

In modeling g-dimensional time series we have S = (Rq)z . Hence, a
model is a behavior B ¢ (R?)%, a dynamical system §Z,R?, B}. Now if the
model set M consists of all linear time-invariant complete systems, then M will
obviously have the intersection property. Indeed, following Proposition 1, M
then consists of all linear, shift invariant, closed subspaces of (R? )z , which
clearly yields the intersection property. From there it follows that if any
family of time series is given, there will exist a most powerful unfalsified
linear time-invariant finite dimensional system explaining Z.

Consider now the following concrete problem:

Find, for an observed time series W: Z — R? the most powerful linear
time-invariant complete dynamical system unfalsified by W.

Denote this behavior by B* (w). Now, we may want to obtain B® (W) either in
AR, in I/0, or in state-space form. In Willems (forthcoming b) several algo-
rithms have been outlined to compute:

R

w _'B. (#) * vy g ., . e
(A (w),B (w).C (W),D (W)]

Of course, if we consider real data % obtained with uncertainty as
round-off error, etc., then we will almost surely obtain the trivial model
B* (W) = RY)*. Hence, in trying to avoid falsification we will end up with a
model that explains everything and hence teaches us nothing about the
underlying phenomenon. Consequently, we are forced either to accept falsi-
fied models or to change the model set so that it can cope with uncertainty.
This latter solution is what is advocated by statistics: in assuming that the
mechanism which produces the data is driven in part by a stochastic process,
we end up with a situation where, in principle, every data set is possible and
where falsification becomes a moot point. Certainly, there are many
instances where this is an eminently reasonable approach. However, it seems
to us that in such areas as (adaptive) control, econometrics, signal process-
ing, etc., the philosophy of statistics is much overused since it serves basi-
cally as a panacea for treating uncertainty without questioning whether or
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not the basic premises underlying statistics (random sampling) are satisfied
or not. The crucial problem in modeling on the basis of raw data is most often
not the fact that the data is noisy, but that the modeler has consciously
decided to explain the data by means of a model in a model set that is incapa-
ble of capturing the complexity of the underlying (nonlinear, time-varying,
high dimensional, etc.) reality.

7. Complexity and Misfit

Instead of using most powerful in a set-theoretic sense, introduce complexity
as a quantitative feature of the power of a model. Thus, the complezity will
be a mapping from the model set into a partially ordered space, the complex-
ity space c: M — C. Instead of using falsification as an absolute notion,
introduce misfit as a degree of falsification. Thus, the misfit will be a map-
ping from the model set and the measurement into a partially ordered space,
the error level space:

8 ZXM —E

Here Z 2% is a set of possible measurements. It is logical to assume that
1e8(Z M) =0} <> {27 CH].

Thus, if Z € Z is observed and M € M is postulated as a model for
explaining Z, the modeler will have to weigh c (M) against £(Z,M), since keep-
ing both small is a conflicting objective.

8. The Complexity for Linear Systems

For the linear time-invariant complete systems discussed in Sections 4 and S
the following complexity function is proposed. Let L: = jall linear, shift-
invariant, closed subspaces of (R")Z;. For B € L define B,: =B| [0,t]. Let

C = [0,1]Z+ equipped with the partial ordering of pointwise domination.
Define the complexity

dim B,

‘L — z, = =
c:L [0.1]"* by ¢, (B): 7E + D)

This complexity measure can be nicely expressed in terms of AR, 1/0, or i/s/o
specifications of B. We concentrate on the latter. It can be shown that
there is a one-to-one relation between c(B) and (m, v,, V,, .. ., Vq), with m

q
the number of inputsand v, 2 v, = --- = Vgr 2 v; = n, the observability
i=1

indices of any minimal i/s/o representation of B.
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9. The Misfit for Linear Systems

For the linear time-invariant complete systems discussed in Sections 4 and 5
the following misfit function is proposed. Let X C (R7)* be an inner product
space and let Z = {W: Z — R9| each component W, € K}. Take E = (R+)z*
and define the misfit & Z x L — ®,)>* by

a(o)w
g (WB) = ma§ ———I I(a.)l Ix
a € " I"

where N{ C L;: = fa CR1*¢ [s]| 8(a) <t} (B:= degree) is defined as fol-
lows:

Ny=B§ Ny =BfN(Biy +0° Byt

Here 0" denotes the right shift while Bl:=la € L: | a*(0)B = 0j}. Thus, 5,
is a measure for in how far the measured time series W fails to corroborate
the tth order lag AR relations postulated by accepting the model B.

10. Optimal Approximate Modeling

We pursue two methodologies for approximate modeling. Assume that
SMZ,c:M —C,and e: Z xM — E are given.

(1) Fix ¢4 € C, the maximal admissible complezity. Now compute the
optimal approximate model M" € M such that it satisfies

(@ cM*)<cdm
(b) M EM, cM)<c2™ = §5(ZHM") < £(Z.M)].
(c) M EM, cM)<c®™ gZM)=¢eZ M) =>icHM")<cM))].

(@) Fix el € E |, the mazimal tolerated misfit. Now compute the opiimal
approximate model M* € M such that it satisfies

i) £2ZM*)<¢e*l
(i) M €M, e(ZM) < e®} = jc(M”) < cM)}.
(iii) M €M, (Z.M) < £°! c(M*) = c (M)} => {£(Z.M*) < £(Z M)} .

Using slight variations of the complexity measure discussed in Section 8 and
the misfit discussed in Section 9 we have developed in Willems (forthcoming c)
algorithms and examples which give M* following the above methodologies.

In the philosophy of these two methodologies it is quite acceptable to
produce models that are falsified by the data provided, so long as the com-
plexity and/or misfit are not excessively high. Of course, this philosophy
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may be useful in a stochastic context as well: coding information with a lim-
ited distortion rate is a reasonable basis for stochastic modeling. More yet,
complexity considerations could in some cases serve as a conceptual justifica-
tion of stochastics in the sense that in circumstances where stochastic
inputs and/or sampling are hard to justify from the experimental set-up, sto-
chastic models may be the least complex ones that corroborate the data
within a given misfit level. Think, for example, about the rolling of an honest
dice. A deterministic model, which beats the misfit of the simple equal distri-
bution model postulated on the basis of the principle of insufficient reason,
will undoubtedly have to be extremely complex.
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Cycling in Simple Genetic Systems:
II. The Symmetric Cases

E. Akin
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1. Introduction

Sewall Wright’s adaptive landscape is the picture we all use to visualize the
dynamics of evolution, at least at the microlevel. Imagine a flat plane each
point of which represents a genetic state of the gene pool of a population.
Upon this plane is erected a continuous topography whose height above a
point describes the degree of adaptedness, or fitness, associated with the
corresponding genetic state. The dynamic assumption is that natural selec-
tion moves the population upward, in the direction of increasing fitness, with
equilibria at local maxima or more general critical points of the fitness func-
tion.

This picture is wonderfully versatile in allowing us to imagine the
interaction between selection and other evolutionary effects. We model slow
environmental effects by geological changes of the topography. We can thus
contrast the slow tracking by a population of the gradual movement of a peak
with the relatively rapid reorganization subsequent to the erosion of a peak
of intermediate height into the slope of a still higher peak. Mathematical
analysis of the corresponding gradient bifurcation merely formalizes this pic-
ture. We model genetic drift, the sampling effect due to finite population
size, by superimposing a Brownian motion. We thus see both the cost of drift
as the local optimum equilibrium point of pure selection is expanded to a dis-
tributed blot of nearby points and also the benefit in freeing a population
from the suboptimal destiny of a local maximum of intermediate height. The
great value to biology of the analytical elaboration of this model by Kimura
and his associates comes not from enhanced imaginative understanding but
instead from his subtle deployment of rate estimates in the neutral gene con-
troversy.

The mathematical inspiration for the adaptive landscape is R.A. Fisher's
Fundamental Theorem of Natural Seleciion. Consider a large Mendelian
population with a finite list / of gametic genotypes. The state of the popula-
tion is the distribution vector p of gametic genotypes. So the state space is
the unit simplex A consisting of nonnegative vectors whose components sum
to one. Selection is modeled by the system of differential equations:
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dpy - .
—- =py(my -m) (i €D ()
dt

Here m, = Ej Pymyy and m =L, p,m, = Et.j PyPymyy with myy the fitness
(assumed constant) of the zygotic genotype ij. Because the zygote pair ij is
unordered the fitness matrix is symmetric.

The function m of p is the mean fitness of the population and Fisher's
Theorem says that m tends to increase. To see this check that:

e L

The right side, the so-called additive variance, is nonnegative, vanishing only
at equilibrium.

Extending Fisher's Theorem, Kimura's Maximum Principle says that the
direction of the vector field of equation (1) is that of greatest increase of m.
Shahshahani (1979) has shown that the vector field is precisely the gradient
of (0.5) m with respect to an appropriate Riemannian metric devised by Con-
ley and himself. The metric is related to a measure of information due to R.A.
Fisher and had earlier been introduced into biology in a somewhat different
form by Antonelli and Strobeck (1977). An exposition of the geometry of this
Shahshahani metric is given in Akin (1979).

There is a difference equation analogue of (1), which has also been
widely studied. With one exception, which we note below, the results of the
two kinds of models are completely parallel. However, the continuous time,
vector-field version (1) is easier to analyze than the discrete time, mapping
analogue.

The derivation of equation (1) assumes that an ij zygote produces upon
maturity gametes of type i and j. In addition to neglecting mutation this
means we consider / to be a set of alternative alleles at a single autosomal
(i.e., not sex-linked) locus, or a system that behaves as such, e.g., alternate
inversion types of a single autosomal chromosome. However, when several
incompletely linked loci are admitted the equations must be corrected to
allow for the possibility of recombination between paired chromosomes.

We are concerned here with the simplest case where recombination
occurs: the two-locus—two-allele (TLTA) model. Following custom we label the
two alleles of the first locus 4 and a, those of the second locus B and &, and
number the four gamete types 1 = 4B, 2 = 4b, 3 = aB, 4 = ab. When recom-
bination is incorporated, equation (1) becomes:

dp,
dt

=p, (m, -m)-Rde, (i=1,...,4) 1)

with £, = £, = +1 and £, = £5 = -1. Here R is the (constant) recombination
rate per unit time (i.e., crossovers per birth times the birth rate for double
heterozygotes) and d is the difference measure of linkage defined by:
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d =p.p,—PaP3 3

From the probability distribution p we compute the marginal distribu-
tions at the separate loci by:

Py =pg+p, Pg=1-py =p3+Dp,
Pg =p4 +Dp3 Py =1l-pp =p,+Dp,

That d measures linkage, i.e., dependence between loci, follows from the
easily checked formulae:

Py =pupp +d P3 =P, —d
Py =pypy—d Pyg=pg +d

The unit-sum constraint on the simplex A implies that the system is
three dimensional. It is most natural to use one variable to describe the link-
age, e.g., d. Notice that the additional recombination term in equation (2)
vanishes precisely at the linkage equilibrium when d = 0.

Recombination generates new gametes only in the double heterozygote
cases ij = 14 or 23, where all four alleles occur. For biological reasons it is
usually assumed that these double heterozygotes have the same fitness (no
"position effects'). The fitness matrix can then be displayed via a square
table, Table 1.

Table 1

aa Aa A4
BB mzz Mgz mi1
Bb  mgq Mgy SMaz Mgy
bb mg myy Mos

Notice that adding a common constant to the entries of the fitness matrix has
no effect on the equations. In the competition between gamete types it is a
relative advantage that is important. So we can normalize the fitnesses by
assuming that the central entry in Table 1 is zero.

While equation (2) and its discrete time analogue have been widely
applied to biological problems, the pure analysis of these systems has con-
sisted of a series of shocks administered to the biological intuition nurtured
upon the adaptive topography picture.

First, Moran (1964) showed that mean fitness need not always increase
along solution paths of equation (2). To see this, begin with a selection matrix
such that mean fitness has an isolated maximum at p”*, an interior distribu-
tion (i.e., p; >0 for ¢ =1,...,4) not in linkage equilibrium (i.e. d #0 at
p*). Then p°* is a stable equilibrium for selection alone [equation (2) with
R =0], but is not an equilibrium when R is positive. Thus, for small positive
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values of R, equation (2) will have a locally stable equilibrium displaced from
the peak of m at p*. Some approaches to this equilibrium will have to
proceed downhill. Ewens (1969) showed that this kind of example requires
epistasis defined as nonadditivity of fitness between loci.

Moran’s result leaves open the possibility that equation (2) maximizes
some "fitness function' other than m. While selection alone maximizes mean
fitness, recombination alone maximizes a function related to entropy (Akin,
1979, p 138; see also Kun and Lyubich, 1979). Perhaps some mixture of mean
fitness and entropy will serve as a Ljapunov function or, following Ewens,
perhaps some adjustment of m to account for epistasis will do. This hope was
nourished by the belief that every solution path of equation (2) converges to
equilibrium. Such convergent systems usually admit many Ljapunov functions,
but which one is biologically meaningful?

Selection alone (R =0) is the gradient of 0.5m with equilibria at the
critical points of the restriction of m to each open face of A; convergence is
true in that case. Obvious when the critical points are isolated, the general
— not obvious - result was proved by Lyubich et al. (1980) (see also Losert
and Akin, 1983).

Once R > 0 even the pattern of equilibria becomes difficult to analyze.
Attention focused upon the special cases of equation (2) invariant under the
involution my(p4.02.03.P4 = (P 4P 3D02P4)- This occurs when the selection
matrix is origin symmetric when presented as in Table 1, i.e.,
My = My, , Mya = My, , etc. The fixed point set of 7, is the segment

Fix(my) = ip € A:py =p, =Py =1y =05}

For these symmetric cases Fix(m,) is an invariant manifold and the restricted
system is one dimensional and easy to analyze. Finally, Karlin and Feldman
(1970) dgescribed all the equilibria, including the asymmetric ones away from
the fixed point set. They used the discrete time analogue of equation (2) but
the results are the same for (2) itself.

As far as I am aware the first observation that convergence to equi-
librium is not inevitable occurs in Kun and Lyubich (1979). The authors’
example is m; symmetric in discrete time and the barycenter
p =(0.25)1,1,1,1)[i.e, p” €Fix(n,) and d =0 at p"] is an equilibrium
for all values of R. It is locally stable for small R > 0. Restricting to the
invariant segment one can compute that at about ® = 0.5 the map becomes
orientation reversing near p' (the eigenvalue at the fixed point becomes
negative). Stability is retained but the approach to equilibrium is oscillatory.
Then, near R =0.75 a period doubling bifurcation occurs (the eigenvalue
moves below ~ 1), p " loses stability and is now flanked by a pair of points
forming a stable orbit of period 2. For this periodic pair and its domain of
attraction convergence to equilibrium does not occur. This "overshooting"
behavior does not carry over from the difference equation model to (2) itself.
However, nonconvergence can occur in the differential equations model as
well.
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Akin (1979) showed that Hopf bifurcation can occur in the family of
selection-plus-recombination models. Thus, nontrivial periodic solutions are
possible for equation (2). A Hopf bifurcation at an equilibrium happens when
a parameter change causes a complex conjugate pair of eigenvalues to cross
the imaginary axis. Because the selection vector field is a gradient its linear-
ization is everywhere symmetric (with respect to the Shahshahani metric)
and so has only real eigenvalues. Despite the entropy-like Ljapunov function
the recombination field is not a gradient. The linearization is not symmetric
except at linkage equilibrium and at points of Fix(m,). Fix p"* at any other
interior point. At p* the linearization of the recombination field has a
nonzero antisymmetric part. If position effects are allowed the family of
selection matrices is rich enough to fix p" as an equilibrium and to give any
arbitrarily chosen symmetric part for the linearization of the combined field.
It is then elementary to construct a one-parameter family of selection
matrices so adapted to the antisymmetric map that the desired eigenvalue
crossing occurs at p*. In a more detailed study of the TLTA case (Akin, 1983,
summarized in Akin, 1982), it was shown that position effects could be
excluded and that limit cycles, locally stable periodic solutions, could appear.
At about the same time Hastings (1981) showed that analogous Hopf bifurca-
tions occur for the discrete time version of equation (2).

In order to digest this startling behavior the biologist requires a good
stock of examples to chew upon. The proofs alone provide little nourishment
for the imagination. In the next section I describe such a stock of examples.
In using them one fixes the selection matrix and uses the recombination rate
R as a parameter. Their symmetry allows us to restrict the three-dimensional
system to a two-dimensional invariant plane where the orbit structure is easy
to visualize. The key is to abandon m in favor of a different involution.

As described in Akin (1983, p 42) the natural symmetry group for the
class of TLTA models is isomorphic to the symmetry group of the square. In
addition to the origin involution corresponding to ny there are two other con-
jugate pairs of involutions corresponding to the axis and diagonal symmetries.
The involution corresponding to the x =y diagonal is given by
T, (P1.02.P3.P4) = (P1.P3.P02.P,) with the two-dimensional fixed point set
Fix(m,) = {p € A: p, = p3}. We know in advance from results in Akin (1983)
that m invariant Hopf bifurcations occur and that the resulting cycles lie in
Fix(m ).

I must leave the elaboration of these examples for later publication or to
the impatient reader who wishes to anticipate my rather ponderous engage-
ment with computer graphics. Preliminary results suggest that the cycles
occur for only a thin range of parameter values. After they appear they do
not grow very large but are instead rather quickly eliminated by a saddle-
crossing bifurcation.

2. n, Invariant TLTA Systems

Since we are to study systems on the unit simplex A in R? invariant under
T, (®1P2P3Py = (P1.PaP2P,y, We begin by choosing coordinates related
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to m,. For convenience, we dencte by p , the geometric mean of p, and pj:

P, = 0,05)°5

So p, > 0 when p, and pyare positive. This condition defines an open subset
of A containing the interior distributions. When p , > 0 we define:

w=In(E,/px)?° =05In(@,/py) =05(np,—Inpy)
4
U =py/p, vV =py/ By

Thus, u and v are nonnegative while w can have any real value. To invert we
note that:

e¥ =py/n, e =ps/n
®)

w -w —_
u+e? +e™+v =1/p,

So the distribution vector p is (u.e”,e”™,v) divided by the sum of the com-
ponents.

In terms of these coordinates our involutions become
ip(w,u,v) = (~w,v,u)and m, (w,u,v) = (~w,u,v). Hence:

Fix(my) = {p: © =v and w =0}

)
Fix(m,) = {p: w =0}.
The linkage disequilibrium variable is:
d =ppy—pap3 = (uv - 1)p? ™

So §d = 0} corresponds to the hyperbolic cylinder defined by uv =1.

p4 and p, are the natural two coordinates on Fix(s,) and u and v are
versions of these two. The third coordinate should measure deviation from
the fixed point set, e.g., either p, ~pzorinp, - In p3 and w is a version of
the latter.

By a m, invariant selection matrix we mean one whose Table 1 represen-
tation is normalized by a central zero and is invariant under the z = y diago-
nal symmetry. Such a matrix is a real 4 X 4 symmetric matrix satisfying equa-
tion (8).
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Map = Mgag
Myz = My3 -
Mzq = M3y

Mmig = M3 =0

So we are left with five independent parameters: Myq, Mop, Muy, Mys, Moy In
the corresponding selection--recombination equations (2) the recombination
rate R is the sixth parameter.

In rewriting equation (2) in our new coordinates we use the hyperbolic
cosine function cosh w = 0.5 (e + e™) and the logarithmic average:

a-%

Ina -Inbd (@.b >0) )

Q(a.b) =

@ is a smooth positive function that satisfies Q(a.,b) =Q(b,a) and
Q(a,a) = a (see, e.g., Akin, 1979, p 136).
On the open set |p, > 0}, equation (2) becomes

p1+ ‘(ii’;’ wQ(e¥.e™¥) [my, + R(1 — uv)]

1 du _
—— —— =u[(myy —mppdu + @2myz — my)cosh w + (-my)v]
P, dt

+R@A - uv)(l + u cosh w) (10)

1 dv _
p_ A v[(-my)u + (2my, — myz)coshw + (my, — myv]

+

+R(1 - uv) (1 + v cosh w)

Compute as foliows:

dw _ dlnp, dinpg
dt dt dt

Ez E3

Dbz DP3

=05 [mZ M3"Rd

From equation (8):
—m3=maup (Pr-P3) (Mmzpy =mzp,y, ete.)

Also &, =83 =-1and d/p,pz =d/p% = uv ~ 1. Hence:

dw

at =05(p;-p3) [map + R(1 — uv)]
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Then we rewrite p, — p5 as:

P2/n - D3/ Dy
In(py/p,) - In(py/p)

2 p,[0.5(n(p,/ p,) - In(p 3/ p))] [

The first bracketed factor is w and the second is @(e¥,e™™).-
For du /dt (the argument for dv / dt is similar), notice:

d In dln dln
du P 05 P2 OSi

at  * ar ~ T © T

= u(m, - 0.5m, - 0.5m3) - Rd %
Iy

From equation (8) again we compute that:

_ P2t Ps
m,; —0.5m, — 0.5mg = (myy— myp)p; + Rmy, - mzz)T + (=may)P,

Multiply and divide by p, to obtain the coefficient of w.
Finally, the recombination terms equal:

pR=% L+ 2os Bt B )= pRA - uv)d +u coshw) QED
oA n, bz D3

For convenience we rearrange the selection parameters, defining:

a=myy —myp B =-my Y = -—my
(11)
which can be inverted via:
Mz =7 Mz = —B myp=a-=-7v
(12)

mya=6-6 Moy =—£— 28 -2y

Proposition 1

For a 7, invariant selection matrix, the system (2) is invariant under 7,. In
particular, Fix(rmr,) = {p: p, = pa} is a two-dimensional invariant manifold. On
the open subset of this two-cell where p,=p;>0 we define
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U =py/Py=py/P3 and v =p/pPy=p,yu/pz so that 1/p, =
1/pz=u +2 + v. By introducing the time change:

dr _
S =Pz2=P3 (13)

Using the renaming equation (11) the restriction of the system to Fix (m,)
becomes:

%:(s+26+au + Bu)u +R(L - uv) (L +u)
=[R +(g+28 + R)u + auz] +[u(f-R -Ru)lv =F(u,v) @14)
3—¢=(s+27+7u +6v)v +R(1 - uv)(1 +v)

=[R +(e+2y +R)v + 6v%] + [v(y - R - Rv)]u =G (u,v)

In particular, (u','u') is an equilibrium for equation (14) if and only if the
corresponding point p* is an equilibrium for equation (2). Two of the eigen-
values for p * are those of (u',v') in equation (14) divided by the positive
number u* +2 + v". The third eigenvalue is u/ (u "+2+w ') where

W=RA-u"v")-c~28-2y (15)

Proof

Clearly, equation (10) is invariant under w » —w and w =0 is an invariant
manifold. When w =0, coshw =Q(e¥,e™) =1. So equation (14) follows
from (10) and the definitions (11) and (12). The eigenvalues before and after
the time change are related by the constant p, =1/ (u* +2+v°). By
invariance, the third eigenvalue is just the coefficient of w in dw/d{, i.e.,
RA-u"v") + my, QED

Notice that F is linear in v and G is linear in w. Thus, the locus of
F =0 is the graph of the implicitly defined function of u whose display is an
easy exercise in curve sketching; similarly, for G = 0. The equilibria are the
intersection points of the two graphs.

To generate examples we adapt the parameterization methods of Akin
(1983). We work backward beginning with a point (u*,v") and then specify
values of the parameters a, 8,..., etc., so that (u',‘u') is a Hopf equi-
librium, i.e., the eigenvalues are pure imaginaries. We have enough parame-
ters that we can demand a specially nice form for the linearization. Notice
that multiplying all of the parameters (including R) by a common positive con-
stant changes the speed but not the solution paths. Thus, we obtain the
ratios a/R, B/ R, etc., as functions of the chosen point (u*,v").
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Proposition 2
Fix »*,»* >0. With F and G defined by equation (14) there is a choice of

values for a, 8, 7, 6. &, and R unique up to a positive multiple, so that
Fu*v®)=0-= G(‘u.','u') and at (u*,v"):

OF oF

du v 0 A
8¢ 3¢ | = 16)
fu v -A0

The ratios o/R, 8/R , v/R , 6/R, /R, A\/R, and i/ R are rational func-
tions of u”* and v*. Furthermore, A =0 if and only if u'=vorutv® = 1,
while u has the same signas 1 - u"v"°.

Proof

For the computation we normalize by setting R =1 and for the duration of
the proof we omit the asterisks on u *and v", so:

F=l+E+20+u +au?]+[u@-1- u)

%’f’—l: [(z +28 +1) + 20u] + (8- 1 - 2u)v
C =1+ (s+2y +1)v + V2] + [v(y - 1 - v)]u
g_3= [(z +2y +1) + 26v] + (¥ -1 — 2v)u

The six equations we will use to determine the six parameters (including the
new one, A) are:

&= A7)
20 =- (1)
F- u% =0 (19)
6 -v2Z =0 20)
L+ -0 @2)

Equations (17) and (18) determine § and ¥:
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f-1=u +ru? y-1=v - av1 (23)

Equation (19) says 1 - au? + u%y =0 and so we determine a from it and
é from equation (20):

a=u?+y s=v2+u (24)
Equation (21) gives:

2-7 te(au-Sv)+(B-v - (y-Nu =
and can be rewritten using equations (23) and (24):

2u —v + A ut+av ) +2wr v ) +autly +avlu =0
Multiply by uv and solve for A:

2(u - v)1 - uv)

A=
2u +2u +u?+°2

(5)

Equation (22) gives:
2e +28+ N +2+2(au +Sv)+ (B-1-2u)y +(y-1-~2v)u =0
and can be rewritten using equations (23) and (24) as:

2e +2[u +v +2 +AuTl-v ) +2+2(t + vt +2uw)

+ ()\'u."1 -u)v +( Aavt-v)yu =0
or
=05 u"tv(u -v)@ +u + v)-@B+u +v + ul+o1 +uv)
Finally, we compute u defined by equation (15), with # = 1:

w=1-uv - g-28-2y
=1-wv-05 utlovtu-v)(u+tv+2)+3 +u +v
+ut+otrur +22u v (uw -v)-4-2u —-2v

=-05 u oty ~w)u tv-2)+utruo oy~
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Now apply equation (25) and the identities:

-1

ul+ovloy-v= u‘lv_l(l - uv)(u +v)

2u +2v +u2+v2=(u—v)2+2u +2v + 2uv

so that u becomes:

1-wuv
uwv(@u +2v + u? + v?

f—(u - v)%u +v-2) + (u +v)[(u -v)?

+2u +2v +2uv]}
The expression in the braces is:

2(u - v)P +2(u +v)? +2uv(u + v) = 2[2u? +2v% + uv(u + v)]

Thus, all of the factors in u are positive except for (1 - uv). QED

We summarize the results of our computations in Table 2.

Table 2
AR =2u” - )9 u'vy/Rut +2vt + w2+ @)Y
a/R =v + u
B/R =1+u, +(>\/R)(u )-1
/R =1 tv -—()\/R)(v 1
/R =u +(w )"
g/R = 05(\/R)u")ytw™)™, (u -v )@+ (u] +v7)
—[3+u +v +éu )1 J (v )'1+‘u.v] .
B/R =2(1-u"v )[2(u P+2@ P +u"v (w® +v)/uv2ut 20"

+ @ P+ @)

Notice that the equilibrium (u',v') is degenerate (A =0) precisely at
the points where we already know tht only real eigenvalues can occur, namely
whered =0 (u"v" = 1) and on Fix(mg) (u* = v').

IL remains to examine the higher order coefficient, which determines
whether the Hopf equilibrium is a vague attractor or repellor. Marsden and
McCracken (1976, p 126) have reduced this normal form computation to a for-
mula that can be here applied with the uv coordinate system because of
equation (16). Following Akin (1983) we denote by MARMC the number whose
sign we wish to determine.

Proposition 3

When w"v" #1and u” # v" and the parameter choices are given by Table 2
then:
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o~

3 M

MARMC = X
4IMR| T (WP P v-1)

(26)
H=201-u v+ @ )P+ @ P R )?
+ @)% +2u” +20v")]

Furthermore, M>0if u*v* <1 orif u* and »* >2. For any u’ <2
bt (u. U ) =0 has a unique p051t1ve root 1n v and # is negative when v*is
larger than this root. As M(u. R )—M(v ,u") the symmetric statement
holds for any v' <2

Proof

MARMC is independent of the choice of positive multiplicative constant and so
we again normalize by fixing R =1 (and again drop the asterisks). Because
#F/ w2, 8F/ 8us, G/ 0u?, 86/ 8v3 are identically zero, eight of the
ten terms of the formula vanish and we are left with:

4N yagrme = L|_F _#F | e e
3n Al Bu? dudv 9v? Budv

= %[-2(01 ~v)B-1-2u)+2(6- u)(y-1-2v)]

Applying the Table 2 equations gives:

isl%L MARMC = %[‘U 2E-av o) —u?(aut - w)]

=- u—aig[x(u + %) + u23u - v)]
-1 2( - uw)@?® + v
3113(1 - uv)

+u vz('u. + 2% +2u + 2v)]

as in equation (26). o
If uv <1, then M is clearly positive. If u,v =2, then:

2uv ('u.3 +vd) < uv(udv + uwv® = u?v?(u? + vz)

and so the two negative terms in the expansion of # are dominated by the
next two terms.
Collecting terms according to powers of v:
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#= u(u - vt +2(1 + u?)v® + ul(u +2)v% -2ulv + 2u3

= v3['u. (u -2v +2(1 + -u.z)] + ['u.3('u. + 2)1)2 -2utv + 21.1.3]

When 0 < u < 2 the coefficient of v % is negative and so M <0for v large. To
prove that M = 0 has a unique positive root notice first that the latter quad-
ratic portion is always positive because the discriminant:

(-2u?P - 4uPul(u +2) = 4u® -847 - 16u°
<8u” -8u7 -16uf <0

Also, the two higher order terms are positive for 0<wv <
v =2(1+ u?)/u(@ - u). The proof is completed by showing that for v > 7,
8/ 8v <0. Because the bracketed coefficient of v° is negative in this
range:

o~

%g v3{u(u -2)] + [Pudu +2)v -2uf]

<u (u - 2% +2udu + 2w

and it suffices to show that 2u 3(1.1. +2)<u(@- 'u.)172. Substituting the defi-
nition of ¥, a bit of manipulation reduces this to:

2ut<ub +4u?+2
Now, if u <1, then 2u® <4u? while if 1 < u <2:
2utcut +2%u%<ub +4u? QED

The cycles resulting from Hopf bifurcation (in the m, symmetric family)
are locally stable in the uv plane when MARMC is negative, i.e., when either
M*v* <1 or M(u*,v") <0. Stability in the original three-dimensional sys-
tem requires that the third eigenvalue be negative as well, and so u'v® >1.
Thus, limit cycles occur precisely from points (u*,v*) with #(u*,v") <0.
For example, (v, v") = (1,5).
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Traveling Fronts in Parabolic and Hyperbolic
Equations

K. P. Hadeler
Lehrstuhl fur Biomathemalik, Universitdl Pibingen, Auf der Mor-
genstelle 10, 7400 Tibingen, Federal Republic of Germany

1. Introduction

Consider a reaction—diffusion equation
Uy = Uy, + (1) 1)

on the real line. For definiteness assume f € C1(R), |f(u)| » = for
|u| e, and that f has only finitely many zeros at u, >u, >--- >u,,
whereby f'(u;) #0fori =1,...,n. A traveling front is a solution of equa-
tion (1) of the form

u(t,z) = ¢(z —ct) )

which has limits at = + . The function ¢ of one variable describes the
shape of the front, and ¢ is the speed of propagation. For such solution the
function ¢ satisfies an ordinary differential equation

" tce +f(p) =0 3)
and side conditions
P(—o) = u_ P(4e0) = w C))

where u _, u , are zeros of f.
Again, write ¢ = v and ¢’ = v. Then equation (3) assumes the form

u=v v =——cv - f(u) )

and the traveling front corresponds to a heteroclinic orbit of the system (5)
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connecting two stationary points.
In most cases the traveling fronts are subject to further conditions of a
more quantitative character. The typical requirements are:

(1) The heteroclinic orbit connects a saddle point to another saddle point.
(2) The heteroclinic orbit connects a saddle point at (u,,0) to a node at
('u.j ,0) such that w (¢) stays between u,; and u, forall{ €R.

A mechanical interpretation is helpful. For ¢ =0 system (5) is a Hamil-
tonian system with the Hamiltonian function

H(u,v) =05v% + F(u) (6)
where
uw
F(u) = [ f(s)ds )]
[¢]

describing a mass point running on a surface (curve) of potential energy
defined by the function F. A zero w,; with f’(u;) <0 corresponds to a saddle
point, a zero u,; with f’(u;) >0 is a center.

For ¢ # 0 the motion of the mass point is subject to friction. Positive
values of ¢ correspond to positive (physical) friction, negative values of ¢
must be interpreted as negative friction, which is physically somewhat
unrealistic, but useful. Of course, this physical interpretation is a reformula-
tion of the ideas of Conley (1978; see also Smoller, 1982).

The mechanical interpretation leads rather quickly to a complete pic-
ture of all traveling fronts.

To have a concrete situation at hand, assume F(u) + -« for u -+ +e.
Then u, is a maximum of potential energy and (u4,0) is a saddle point of sys-
tem (5). By assumption, ug,ug.ug, ... correspond to saddle points, and
Uy, Uyg,Ug, . . . correspond to centers of the Hamiltonian system with ¢ =0.

To simplify notation we write w; instead of (u;,0). For any u,,i odd, we
consider only that part of the unstable manifold that extends to smaller
values of w. Consider especially w; and the asymptotic behavior of its
unstable manifold. For large ¢ - strong friction — the motion of the mass
point starting at u, is overdamped, the trajectory converges to u, without
ever leaving the strip u, <u <u,. If ¢ is decreased then one finds a
minimal c¢,, for which the trajectory still connects to u, and does not leave
u, <u <u,. Forc <cy,the trajectory enters the strip u <u,. Thereis
a value C;z < cy5. C;_z > 0 such that the motion near u, becomes oscillatory.
Finally, there is a unique number c,; such that the unstable manifold of u,
connects to u4. Of course, the following two statements hold:

C13SCjp (8)
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€320 if and only if F(uy) < F(u,) ©)

Similarly, for the unstable manifold extending from ug toward u, one
finds numbers ca4, €35 With

Can < Caq (10)
ca5=0 if and only if F(ug) s F(uy) (11)

Next we address the problem when the unstable manifold of u, enters
the point ug for some ¢. If c¢43 > ¢35 then the friction c,3 is sufficient to
connect u, to 15 and also to keep the mass point starting from w5 from run-
ning to ug (rather it ends up in u,). Hence, some friction ¢ = ¢y with
ca5 < €45 < Cy3 Will be sufficient to let the mass point run from u, to ug. If,
on the other hand, ¢43 < ¢35 then for any ¢ < ¢43 the mass point starting at
u, will pass ug because the friction is too low. In terms of phase portraits:
the unstable manifold of 1, cannot arrive at u g because the unstable mani-
fold of u 5 separates it from us;. Hence we find

€45 exists if and only if c43 > cg3g 12)

These arguments can be extended to an arbitrary number of saddle
points. Note that each saddle point is connected to its immediate successor,
but not necessarily to other saddle points, i.e., €43 exists but ¢;5 may not
exist. Also, the existence of cy, does not imply the existence of c.5. A
recursive characterization can be formulated as follows (all subscripts are
odd).

Assume c,; exists for some i >1, i odd. Then

Cy 4 +pexists if and only if ¢; ;45 <Cyy (13)

Assume c,; exists for some i >1, i odd, and Ci442 ---:C1,4 do not
exist for some 7 > i +1. Then

C1,4+2 exists if and only if ¢; 4,5 exists and ¢, J+2 <Cyy 14)

First we prove condition (13). Assume Ci442 <C14- For ¢ =c4, the
unstable manifold of u; connects to u; and the unstable manifold of u; con-
nects to u; 4. For c slightly less than ¢,; the unstable manifold of u, inter-
sects the axis v =0 between u,; ,, and u,; 4. If ¢ is further decreased, then
at some ¢ = ¢, 4,4, this unstable manifold connects to u, , ,. If. on the other
hand, ¢4 4,2 exists then a trajectory connects u; and u,,, and conse-
quently ¢, 4, is less than ¢, .
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The proof of condition (14) is essentially the same. Assume ¢; ;.5 <Cy,4.
For ¢ = ¢y, the unstable manifold of u; connects to u; and the unstable
manifold of u; connects to u;,y. For c slightly less than c;; the unstable
manifold of u, intersects the axis v =0 between u,,, and u;,,. If c is
further decreased, then at some ¢ =c, ,,, this unstable manifold connects
to Ug 4z before any other saddle point, in particular u,, can be connected to
Uy 4. If, on the other hand, ¢4 4 ,, exists then a trajectory connects u; and
U, 42 and, consequently, ¢; 5,5 <Cg4.

Consider the special case where

fO) =f1)=0  f(u)>0for0<u <1 f(0)f'(1) <0

and restrict to solutions confinedto0 s u < 1.
A typical equation is

up =0.5uy, +u(l -u) (15)

This equation has two quite different interpretations. Fisher (1937) and
Kolmogorov et al. (1937) consider a population that is locally governed by a
Verhulst equation © =0.5u (1 — u) and that also diffuses. Thus, u(f.x) is
the local population density at the space point z at time {. The advance of
the traveling front results from joint effects of the nonlinear iteration f and
diffusion. If one considers the initial datum

1 x <0
u(0.z) =|p z=0 (16)

and looks at diffusion and interaction as alternating processes, then evolu-
tion into a traveling front is intuitively clear:

\ -
\

The traveling front describes the progress of the bulk of the popula-
tion.

McKean (1975) has defined a branching process with Brownian motion.
At a given time there are n particles iocated at positions z,(t), ..., z, (¢).
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Each particle performs Brownian motion. Independently, the particles
undergo a branching process. At a given time ¢ let u (¢,z) be the probability
that not all particles are located to the left of x. Thus, if there is originally
a single particle at £ =0, then w(0,z) is given by condition (16). For £ >0
the profile of u should move to the right. McKean showed that, for the case
where each particle has exactly two daughters, the function u satisfies equa-
tion (15). Thus, in McKean’s interpretation the equation describes a proba-
bility for the position of the most advanced particle.

For more general branching processes McKean derives equations of the
form (1) with a general nonlinearity f.

Mostly, the following two problems have been investigated.

(1) Typel, positive f

JO@=r1)=0
f)>0for0<u <1 17)
J'0)r’QQ) <0

(2) Typell, threshold f

SO =f1)=0 f(a) =0 for some a € (0,1)
fw)>0for0<u <a f@@)>0fora<u <1 (18)
SO f(a)f’(1) <0

If we restrict attention to fronts with

O<g(z)<1 (19
(=) =1 @(+=) =0 (20)

then the following is true.

In Type I there is a number ¢, > 0 such that for each ¢ € [cy, =) there is
a traveling front with speed c. This traveling front is unique up to transia-
tion.

In terms of the phase portrait of system (56), the traveling front
corresponds to a heteroclinic orbit connecting the saddle point (1,0) to the
node (0,0). For values ¢ € (0,cy the unstable manifold of (1,0) is still con-
nected to (0,0), but the trajectory does not stay in 0 < w <1. In physical
terms: for each friction ¢ € [cy, =) there is a motion of the mass point start-
ing at the saddle point (1,0) and ending in (0,0) such that the mass point stays
in [0,1]. For ¢ € (O.cp) the friction is not strong enough to keep the mass
point from overshooting.

In Type II there is a single number c, such that there is a traveling
front with speed c,. This traveling front is unique up to translation.

In terms of the phase portrait of system (5), the traveling front is a
heteroclinic orbit connecting the two saddle points (1,0) and (0,0). In physi-
cal terms: there is only one value of the friction parameter ¢ that allows a
motion starting at the saddle point (1,0) and ending at (0,0). The number c is
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positive if and only if

1
J f(u)yu >0 @1)
0

In Hadeler (1981) the minimal (Type I) resp. unique (Type II) speed c( has
been characterized by minimax and maximin principles over appropriate sets
of functions (see also Hadeler and Rothe, 1975).

2. Diffusion Rate Depending on the Unknown Function

I have generalized (Hadeler, 1981, 1983) equation (1) to
m(u)u, = [k(u)u,l, +/(u) (22)

Here f is a production term as before, ¥ can be interpreted as a
density-dependent diffusion rate, and m as a density-dependent capacity. Of
course, the parameter function m does not make much sense from the
viewpoint,fpf physics or ecology, but it is very helpful in the following hyper-
bolic problem.

I assume that m.k,f are continuously differentiable functions and that
m .k are strictly positive in [0,1] and f is of Type I or II above.

The aqsatz for a traveling front w (f,x) = ¢(x —ct) leads to

[k(p)¢’] +em(p)e” + f(9) =0 (23)

Although the partial differential equation (22) cannot be reduced to a
problem of type (1), such a reduction is possible for equation (23) (see
Hadeler, 1983; Engler, 1985). Define again ¢ = u, ¢’ = v. Then equation (23)
reads

u=v

(29)
[e(u)v] +em(u)v + f(u) =0
Define
1 u
H= [ m(s)ds  h(u) =~ [ m(s)ds (25)
0 H 0
i = h(u) (26)
Fay=Zrkm  u=h™@) @7)
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t
= [ Rl (28)

0 u(S)]
Then the functions w (7), v (1) satisfy

aa

dT

4 (29)
v —_— —

ar - ¥ - £ ()

Hence the functions &, ¥ satisfy equations of the form (5). Here f is of
Type I (or II, respectively) if and only if f is of Type I (or II, respectively).
Notice that the parameter ¢ is the same in equations (23) and (29). Hence,
there is a complete description of the traveling fronts for equation (22).

If in equation (22) the function f is of Type I, then there is a number ¢
depending on m, k, f such that equation (22) has a traveling front solution,
unique up to translation, for every ¢ = ¢

If in equation (22) the function f is of Type II, then there is one and
only one number c, depending on m, k, f such that equation (22) has a trav-
eling front solution, which is unique up to translation. From equations (21)
and (23) it follows immediately that c, is positive if and only if

j;if(u)k(u)m(u)du >0 (30)

Jd. Hyperbolic Traveling Fronts

Dunbar and Othmer (1886) have introduced a branching process with Poisson
mlgration. Again, at time ¢ the population consists of finitely many particles
located at z,(¢),...,x,(f). The particles move according to the following
laws. The particles move with speed +vg,or —v, They switch between these
states with exponential holding time. Also, independently of the motion, the
particles are subject to a branching process where each particle splits into
two daughters. It is assumed that the speed of a daughter is independent of
the speed of the mother (+v, each with probability 0.5).

Again, let u(f.x) be the probability that at time £ not all particles are
to the left of x. Dunbar and Othmer (1986) show that u satisfies a hyper-
bolic equation of the form

tuy +g(u)u, = [k(u)u,l, +1(u) (31)

In the actual application k is a constant and g ,f are polynomials in w.
I assume that f is of Type I defined in conditions (17) and that g .k are
continuously differentiable and positive.
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The ansatz u(t.z) = ¢(z — ct), and then ¢ = u, ¢’ = v leads to

(32)

£%c%y +cg(u)v = [k(u)v] + 1 (u)

Again, this problem can be reduced by an appropriate substitution.

Define
1 1 u
H =fg(s)ds G(u) =; fg(s)ds (33)
0 0
and
(@) = k(u) s
My _ 1 f(u u =G"(u) (34)
Fa =+ ﬂ—lg -
Then the variables
U =G(u)
(35)
7 =L k(u) - 2P
H
satisfy
=7
¥ = —c¥ - [k(&Z) - £2f () (36)

This system has the same properties as system (5), provided the factor

k(i) - £2c? is positive.
One can show the following (Hadeler, 1985a):

(1) If & =1, then for problem (31) there is a bounded interval [c(, 1/ &) of
speeds. The minimal speed is given by
@37

Cr
Co=————
©7 (1 + BcRPS
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(2) Let k be a strictly increasing function. Then there is a number ' >0
such that for each & € (0,£°) there is a continuum of speeds of traveling
fronts [cj (&), ay/ £), where a, =[k (0)]0'5. For £ > & there are no
proper traveling fronts.

(3) Let k be a strictly decreasing function. Then there is a number £ >0
such that for each number & € (0,&") there is a continuum of speeds of
traveling fronts [c, (£), o,/ £) where o, = [k WPS. For £ > £* the front
splits into two layers traveling at differing speeds.

4. Traveling Fronts and the Hypercycle

Recently a relation between the hypercycle equations of Eigen and Schuster
and traveling fronts was found (Hadeler, 1986). The hypercycle is a system of
ordinary differential equations

. n
Uy S U Uy _121 Uguy_g X Uy 38)

where the variables are taken in cyclic order. A continuous analogon is the
equation

1
w(tx)=utx)u{t,x-r)- fu(t,y)u(t,y - r)dy Xu(t,x) (39)
0

where r € R mod [ is a variable on a circle of circumference l,and 0 < r <.
Hence u (t,x +{) = u(t,x).

The ansatz for a traveling wave wu(f,x)=¢(f), =2 ~ct,
@(&) = @(¢ + 1), leads to the equation

O =~ < ¢ (O [p(¢ - 7) -H] (40)

where

1
H=f ooy -r)My (41)
0

Then the transformation
¢ =HA +v)

gives
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ey — A
v =0+ v(@lvE-T) (42)

Finally, putting ¢ = ¢ ,v(§) = u(f) gives

u(t) =-a[l + ut)u( -1) 43)
where

a=Hr/c 44)
and the required period for the function u is

p=L/r (45)

Equation (43) is Wright's equation. From known results on this equation
one can derive the following existence result. Choose [ >0, then for any
delay » =1l/p <l/4, the continuous hypercycle (39) has a traveling wave
solution with speed ¢ =1/ (ap), where a is the parameter in (43) for which a
periodic solution of period p € (4,) occurs.
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1. Introduction

A model that describes the competition of two predator species for a single
regenerating prey species was introduced by Hsu et al. (1978 a,b; see also
Koch, 1974 a,b) and has been studied since then by several workers, e.g.,
Butler (1983), Keener (1983), Smith (1982), and Wilken (1982). In this model of
a three-dimensional system of ordinary differential equations the prey popu-
lation is assumed to have a logistic growth rate in the absence of predators,
and the predator populations are assumed to obey a Holling-type functional
response (Michaelis—Menten kinetics). Butler (1983) has shown that most of
the results concerning the model of Hsu et al. can be achieved for a whole
class of two-predator—one-prey models whose common feature is that the
prey's growth rate and the predators’ functional response are arbitrary
functions satisfying certain natural conditions.

We have studied the model of Hsu ef al. under the special assumption
that the values of a certain threshold parameter of the predator species are
equal at the two predators. This assumption made possible the identification
of one of the predators of equal thresholds as an "r-strategist” and the other
as a "K-strategist'. Here '"r-strategist' means a predator whose ratio of maxi-
mal birth rate to death rate is high but which needs a large amount of food to
increase birth rate, while a "K-strategist'' means a predator with a relatively
low ratio of maximal birth rate to death rate but with the ability of keeping
the birth rate relatively high even if only small amounts of food are available.
Farkas (1984, 1985) has introduced the concept of zip bifurcation to denote
the following phenomenon. At low values of the carrying capacity X of the
ecosystem with respect to the prey a line of equilibria, which is an attractor
of the system, represents stable coexistence of the three species. If X is
increased then the equilibria are continuously destabilized, starting with
those which represent the dominance of the K-strategist over the r-
strategist. Above a certain value of X the system has no more stable equi-
libria representing coexistence; however, a stable limit cycle representing
the oscillating coexistence of the r-strategist and the prey remains.

In this paper we shall show that the phenomenon of zip bifurcation is
general, i.e., it is present in all the systems satisfying Butler's conditions. A
new characteristic of the relative fitness of the two predator populations will
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also be introduced which has the important role of determining the "direction
of the zip", i.e., the outcome of the competition between an r-strategist and
a K-strategist when X is increased.

As a consequence of our assumption all the models considered become
structurally unstable. Now, according to May (1981) "structurally unstable
models have no place in biology". Accepting this maxim, we do not recommend
these models under our assumption for describing real particular ecosystems.
Their study, nevertheless, may turn out to be useful for two reasons. First,
our assumption creates an abstract pure situation in which two predators of
equal prey thresholds compete, one achieving this threshold by being an r-
strategist and the other by being a K-strategist. Secondly, bifurcation of a
stable periodic solution representing coexistence can be proved using our
assumption and then moving the respective thresholds away from their com-
mon value (see Keener, 1983, and Smith, 1982).

In Section 2 the model will be introduced with the conditions imposed. In
Section 3 the stability of the equilibria will be studied and the occurrence of
zip bifurcation will be shown as a consequence of the variation of the carry-
ing capacity. In Section 4 examples will be given.

2. A General Class of Two-Predators—One-Prey Models

We denote the quantities of prey and the ith predator at time ¢ by S(¢) and
z,(t) respectively (i =1, 2). We assume that the per capita growth rate of
prey in the absence of predators is g (S,X) where 7 is a positive constant
(in fact the maximal growth rate of the prey), X > 0 is the carrying capacity
of the environment with respect to the prey, the function g satisfies the
conditions g € C? ((0,») x (0,=),R), g € C° ([0,%) x (0,=), R),

g(0.K) =1 g5(S.K) <0 < g5 (S.K) S=20K>0 1)
K;im g5(S.K) =0 @

uniformly in [6,5,] for any 0 < § < S, and the (possibly) improper integral
SIJ

fg,’;(S,K)dS is uniformly convergent in [K, =) for any Xy > O:
0

(K —S)g(S.K)>0, S=0 K>0 S#K 3)

We assume further that the death rate d; of the ith predator is constant
(d; > 0) and that the per capita birth rate of the same predator is p(S,a,;),
where a; is a positive constant (i =1, 2) and the function p satisfies the fol-
lowing conditions:

p € CY(0,%) X (0,=), R) p € C%([0,%) x (0,), R)
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p(a)=0  psi(S.a)>0 S$>0 a >0 (4)
p5(S.a) <p(S.a)/S s$>0 a>0 (5)
pL(S.a) <0 S>0 a >0 6)

We finally assume that the presence of predators decreases the growth rate
of prey exactly by the amount equal to the birth rate of the respective
predator.

Under these assumptions the dynamics of the ecosystem consisting of
the three species is described by the system of differential equations

S =ySg(S.K) - 240 (S.ay) —z,p(S.ap)
zy =z4p(S.ay) -dy74 (7)
Tz =zpp(S.a) —dpz,

where the dot denotes differentiation with respect to time ¢.

At this point some remarks about conditions (1)—(6) are appropriate.
These conditions coincide with those of Butler (1983), apart from a genericity
condition made by Butler which is unnecessary in our study. Conditions (1)
mean that the highest specific growth rate of prey is achieved at S =0,
z, =z, =0, and it is ¥ > 0; the growth rate decreases if the quantity of prey
increases, and the rate of decrease in growth rate g’g is negative and an
increasing function of the carrying capacity X, i.e., the effect of the
increase in prey diminishes with increase in X. Relation (2) means that for
very high values of X changes in the quantity of prey have a negligible effect
on the growth rate. The inequality (3) means that (in the absence of preda-
tors) the growth rate of prey is positive if S is below the carrying capacity X
and negative if S is above it. It is easy to see that conditions (1)—(2) imply
that

lim g0 =1 520 (8)

Conditions (4) mean that the per capita birth rate p of the predators
(also called the ''predation rate’ or the "functional response") is zero in the
absence of prey and is an increasing function of the quantity of prey. Condi-
tion (B) is a "weak concavity' condition, sometimes called Krasonselskij's con-
dition. If p is a strictly concave function of S (for any a > 0), () is implied
with the possible exception of isolated points where it holds with an equality
sign. Inequality (6) throws light on the role of the parameter a; the birth
rate of the predator is a decreasing function of a, i.e., the higher is the
value of a the more food is needed to maintain the same birth rate of the
specific predator. [In the original model of Hsu et al. (1978b) a is the "half-
saturation constant”.] The conditions imply that p(S.,a), S, and a are all
greater than zero. In the case where p is a bounded function for fixed
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a >0,
m,; = Sup p S,a
1 p ( 1)

is the "maximal birth rate’ of the ith predator. Clearly,

.S[im p(S.a;) =my if p is bounded

9)

oo if p is not bounded

In the second and third terms on the right-hand side of the differential
equation describing the growth of the prey population some constants (called
yield factors') used to appear in a realistic model. However, these yield fac-
tors can be transformed out of the system without loss of generality and they
do not affect the qualitative behavior. Therefore we have chosen not to
introduce them at all.

Omitting the analysis of the less interesting case in which a; and a, are
equal, we shall assume a, > a; >0, ie.,

p(S.ay) <p(S.ajy) for all S >0 (10)

According to this condition, at any given level of prey quantity the birth rate
of predator 2 is higher than that of predator 1 or, in other words, predator 1
needs a higher quantity of prey to achieve the same birth rate as predator 2.
Now, if d4 is greater than d,, (10) implies p(S.,a4) —-d,; <p(S.ap) —d,, i.e,
the net growth rate of predator 2 is higher than that of predator 1. We can
prove that in this case predator 2 out-competes predator 1 provided that the
conditions for the survival of the former hold (see later). We assume from
now on that

dy <d, (11

As a consequence, (10) does not imply that the net growth rate of predator 2
also exceeds that of predator 1.

Another important characteristic of the respective predator species is
the prey threshold quantity S = A,, above which their growth rate is posi-
tive, i.e.,

p(A.ay) =d; i=1,2

Obviously, the lower is A; the fitter is predator i. However, we shall assume
(nongenerically) that A; = A,, i.e., the two predator species have equal prey
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thresholds although they achieve this by different means. Thus our assump-
tion will be that there exists a A > 0 such that

p(ha)=d, i=12 (12)

We note that, because of condition (4), equation (12) has one and only one
solution A if and only if either p is unbounded or m; is greater than d;. The
real content of (12) is that the two solutions for i =1, 2 coincide.

The class of models under consideration will be divided into three sub-
classes according to Definition 1.

Definition 1

We say that the model (7) under conditions (1)-(6) and (10)~(12) is natural,
artificial, and degenerate if

<0
- p_(Sﬂ >0 13)
as p(S'ai) S=A =0
respectively.

The first inequality of (13) means that, by continuity, the ratio of the
birth rates (which is, by (10), greater than unity) decreases in the neighbor-
hood of S = A, i.e., the advantage of species 2 over species 1 expressed by
(10) decreases as the quantity of prey increases. This is what is usually
expected to happen. The second inequality of (13) means that the same
advantage is increasing. The importance of the point S = A will become clear
in what follows.

Before turning to the study of the equilibria of system (7) we note that,
obviously, the coordinate planes of S, z,, £, space are invariant manifolds of
the system, and that it can be proved by standard methods that all solutions
with nonnegative initial conditions of the system are defined in [0,~), are
bounded, and remain nonnegative.

System (7) has the following equilibria: @, = (0,0,0), &, = (X,0.0). and
the points on the straight line segment

Ly = (S22 :p(Maqgdzy + p(Aazz, = YAg (AK),
(14)
S =ANzy20z,20}

It is easy to see by linearization that @, is unstable, and @, is asymptotically
stable for X < A and unstable for K > A. Actually, it is known (see Hsu et al.,
1978 a; Butler, 1983) that
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K>\ (15)

is a necessary condition for the survival of each predator. Therefore (15)
will also be assumed in what follows. Note that, by (3), if X is less than A then
Ly is empty, and if K = A then its only point is the origin @,.

3. Coexistence and Extinction by Zip Bifurcation .

In this section the stability of the set Lg is studied. The elements of the set
are denoted by (A, £,.£;). i.e., (A §,,&;) € Lg.

Linearizing system (7) at an arbitrary point (A,£;,¢;) of Ly gives the
characteristic polynomial of the linearized system as

D(u) = uli? + 14,p5(Na,) + &ps(hay) =Yg (AK) = yAgs(AK)iu
+ Lp(Madps(ha,) + L0 (Aa)ps(Aay)]

Thus u# =0 is always an eigenvalue. The quadratic polynomial in square
brackets is stable, i.e., the remaining two eigenvalues have negative real
parts if and only if

Lps(hay) + Lps(hag) > g (AK) + Ags(AK)]

We rewrite the above inequality as follows:

YAg (LK) + YA%g5(AK) < [Ap5(Aa,) - p(Aay)lé,
+[Aps(hay) —~p(Aayl &,
+p(Aa)t +p(hay) g,

Taking into account the fact that (¢;.¢;) satisfies the equation in (14), we
obtain

[P (A\aq) -Aps(hey)lé +I[p (Ma-Apg(halé, < -7A\2g5(MK) (16)

In view of condition (5) the left-hand side is positive for all (A, ¢;.¢;) € Lg. In
view of (1) and (2) the right-hand side is positive, and decreases and tends to
zero for X -+ . Let us consider the straight line segment By given by (16)
taken with an equals sign:
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By = {(S.x4.x5) : [Dp(A\a,y) - ps(Aay)lx,
17

= -yA%5(AK), S =\ 2,20, 2,20}

As a preparation for Theorem 1 we determine the point of intersection
of the lines of Ly and By . Denoting the point of intersection by [z,(X).z,(X)]
we obtain

“AgsAK)p (May) + 9 MK)[Aps(Aap) —p(Aay)l
p(Aaxps(hay) -ps(haz)p(hay)

z4(K) = -7

(18)
“Ags(MKp (Aaq) + g (MK [Aps(Aaq) - p (Aay)]
p(Aagyps(hay) -ps(haz)p(Aa,)

zy(K) =y

provided that the model is not degenerate, i.e., the denominator is different
from zero.

Theorem 1

Assume that system (7) satisfies conditions (1)~(6) and (10)—(12), and that it
is natural. Then there exist A <X; <X, < e such that for X € (A,X,) all
points of segment L; are stable in the Ljapunov sense, and Ly is an attractor
of the system. For K € (K,,) the system has no stable equilibrium in the
closed positive octant of S5,z,, z, space. For K € (K4,K;) the point
[Ax4(K),x5(K)] divides Ly into two parts (one of which may be empty): the
points of Lg to the left of this point are unstable, the points to the right are
stable in the Ljapunov sense, and the part of Ly to the right of this point is
an attractor of the system.

Proof
By assumption our model is natural, i.e., the denominator of both z,(X) and

z,(K) is positive. The conditions imposed upon the functions g and p imply
z4(M) <0, zyx(A) >0, and

lim z(K) >0
Am 1(K)

lim z,(K) <0
K oo 2()
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X2 X2

—————— Xz()\)

X4 ()\)

Figure 1. Points of intersection of the lines of BK and Ly at extreme values of X
in the case of a natural model: the slope of By is greater than the slope of Ly .

Thus, by continuity, for increasing X there exists a "first” K; > A at which
z,(K;) =0. However, since the line of Ly intersects axis z, at a point of
positive coordinate for X = Ky > A, z,(K,) is greater than zero. Similarly, for
. increasing K there exists a "last” K, > k; at which z,(k;) =0 (Figure 1).
This means that, for X € (A,K,), the lines of Ly and By intersect outside the
positive quadrant and the set Ly is "below" the line By, i.e., condition (16)
holds at each point of L;. However, (16) implies that at these points the
linearized system has two eigenvalues with negative real parts, i.e., each
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point of Ly has a two-dimensional stable manifold. For X € (K,,=) the set Lg
is "above" the line of By, i.e., condition (16) with an opposite inequality sign
holds at each point of Lg. This means that these points are unstable. If
K € (K,.K;) either [Az,(K),z,(K)] € Lg (this is necessarily the case if x,(') is
an increasing function and z,(-) a decreasing function) or it is again to the
left or to the right outside the positive octant. In the latter case one of the
previous arguments applies. In the former case it divides Lz into two parts:
in the left-hand part condition (16) with an Inverted inequality sign holds,
and in the right-hand part (16) is valid (Figure 2). From now on the proof
coincides with the proof of the corresponding Theorem 1 given by Farkas
(1984).

txy A<K, <K,
Ky <K<K,

\ Xolxq = 4

Unstable

X2(K)— —————— X2/X1 =02
8

x1(K) \ \ﬁ

Figure 2. "Partly open zip” in a natural model with unstable and stable ratios 01
and C,, respectively, at level X,

Note that, if g (A, -) is a nondecreasing function in X € (A, ), i.e.,
gr(AMK) =0 K> (19)

then, obviously, z,(-) is a monotonic increasing function and z,(:) is a mono-
tonic decreasing function; as a consequence, if X Is increased from X, to X,
the point [Ax,(K),z,(K)] moves steadily along L, from the left-hand end to
the right-hand end while the segment Lg undergoes a parallel displacement
"upwards”. In the process the points left behind by [A,z,(X),z,(X)] become
destabilized. We have called this phenomenon a zip bifurcation. In the
more general case, when (19) does not hold, the movement of the point
[Az4(K).z,(X)] which separates the stable from the unstable equilibria is still
continuous and yields, in the end, the same result, i.e., "the opening up of the
zip"; however, in some parts of the interval (X,,X;) the movement may occur
"backwards” (to the left) with increasing X.
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An artificial model behaves similarly, except that the "direction of the
zip" is different. The proof of the following theorem is analogous to that of
Theorem 1.

Theorem 2

Assume that system (7) satisfies conditions (1)—(6) and (10)-(12) and is arti-
ficial. Then there exist A < X; <KX, < = such that for X € (AX,) all points of
segment Ly are stable in the Ljapunov sense and L; is an attractor of the
system. For K € (K,,) the system has no stable equilibrium in the closed
positive octant of S, z, z, space. For K € (K;, K,) the point [A,z(X).z ,(X)]
divides Ly into two parts (one of which may be empty): the points of L to
the right of this point are unstable, the points to the left are stable in the
Ljapunov sense, and the part of Ly to the left of this point is an attractor of
the system.

Assume that (19) holds, i.e., the motion of [A,z4(X).z,(X)] along the (mov-
ing) segment L; is steady (from left to right in the natural case, and from
right to left in the artificial case). Let ¢ be an arbitrary nonnegative number
or infinity. For X > A on the segment Lg there is exactly one point (A,£;,£,)
such that ¢,/ ¢ =c. We say then that at level X the equilibrium (A,£;.£,)
realizes the ratio ¢ of predators. If this equilibrium is stable in the Ljapunov
sense }i.e., it is to the right of the point [A,z4(K),z >(X)] in the natural case
and to the left of the point [A,z,(X),z,(K)] in the artificial case} then we say
that at level X the ratio ¢ of predators is stable (see Figure 2).

Corollary 3

If the conditions of Theorem 1 or 2 and expression (19) hold and X; and X,
have the meaning established in these theorems, then for A <X <KX, all
ratios of predators are stable and for X > K, no ratio is stable. In the case
where K is increased from X, to K, the ratios £,/ £, are continuously de-
stabilized so that in the natural case destabilization starts with high ratios
and ends with low ratios and in the artificial case the opposite holds. In the
natural case K, and K, are the unique roots of the equations z,(X) =0 and
z,(K) = 0 respectively. In the artificial case K, and X, are the unique roots
of the equations z,(X) = 0 and z(X) = O respectively.

The bifurcation, i.e., the loss of stability of the two end points of seg-
ment Lg, can be characterized. This could be done in the general case; how-
ever, the picture is clearer if (19) is assumed, and this we shall do. For X > A
system (7) has an equilibrium in the interior of the positive quadrant of each
coordinate plane S.z, (i =1,2), 1ie., [AYAg(AK)/p(Aa,)0] and
[A0,7Ag (AK)/ p(Aajz)]. These coordinate planes are invariant manifolds of
system (7), and the restriction of (7) to any of them is

S = ySg(S.K) —z,p(S.a;)
. (20)
z, =z;,p(S.a;)~d,z,



Competitive Exzclusion by Zip Bifurcation 175

The equilibrium of the two-dimensional system (20; X = X, ) inside the posi-
tive quadrant of the S.z, plane is P, (K) = [\, yAg (AK)/ p (Aa;)]. It is easy
to see either from the previous results or directly that P, (X) is asymptoti-
cally stable for A < X < K5_, if the model is natural and for A < X < KX; if the
model is artificial (i =1, 2), where K5_, and X, are given in Theorems 1 and
2 respectively. At K =K5_, (or X = K,) a bifurcation characterized by the
following theorem occurs (cf. Butler, 1983).

Theorem 4

If, in addition to (1)—(6), (10)—(12) and (19), we have g.,p € c4, the equilibrium
P, (K) of system (20) undergoes a Hopf bifurcation at ¥ = K3_, in the natural
case and at X =X i in the artificial case, where K;_, and X, are given in
Theorems 1 and 2 respectively (see also Corollary 3). The Hopf bifurcation
is supercritical or subcritical depending on whether the expression

# ’

S)po; (S
P2 )PAs) + [P )

p%(S)

llsv

G(S) = =
S PSS!

p13(S) (21)

is negative or positive, respectively, at S = A where f(S) =Sp(S.K3_,) in
the natural case, f(S) = Sg (S.X;) in the artificial case, and p, (S) = p (S.a,).

Proof

The proof will be carried out for the natural case only. The artificial case is
analogous; it is obtained by writing X; for K;_, everywhere. On linearizing
system (20; K = KX,) at P; (X), the eigenvalues turn out to be

#1,2(K) = a(K) £1B(K)

where

a(k) = —m A gs(WK)p(May) + g MK)AD s(N\ay) —p (Aay)]}

and

1
2p(A\a;)

- Pi-Ag (NP (May) + g AK)[ApS(Aay) - p (Aa,)]%1%5

B(K) = 4y g AK)p2(Na,)ps(ha,

It can be seen from equations (18), the proof of Theorem 1, and equation (19)
that for A <X <K3_,; and a(K) <0, & (K3_,;) =0and
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B(K3_4) = [YAg (MK5_;)ps(Aay P
(22)

=§7p (N ay)lg MKs_ ;) + Ags(AK5_011%% >0

A simple calculation yields

14 1 r
a (Ka_i) = E yAlg sy((xri(s_i)

~9s(ANKs_ )gr (MKz_ g (AKz_ ;)12

Conditions (1), (3), and (19) imply a'(K3..4) > 0.

An application of the method given by Hassard et al. (1981) shows that
the sign of the real part of the Floquet exponent of the bifurcating closed
orbits is equal to the sign of G(A), and this proves Theorem 4.

Corollary 5

If g.p € C? the conditions of Theorem 1 (or Theorem 2) and inequality (19)
hold and the expression G(A) in (21) is negative, then there exists a § >0
such that, for X € (K, K; + &), system (7) has a small-amplitude periodic solu-
tion around the unstable equilibrium P;_ , (K) in the S, z5_, plane [or around
P;(X) in the S, x, plane] which is locally unique in the corresponding coordi-
nate plane and is orbitally asymptotically stable with respect to the re-
stricted system (20;K=K,_,) or (20;K=K;) (i =1,2); its period is close to
2n/ B(K3_ ;) [or 2n/ B(K 1))

Remark

If the model is degenerate then

pshay) _ ps(Aajz)
P (Aay) p(Aaj)

(23)

It is easy to see that in this case the lines Lg and By exist and are parallel.
For small X > A the line Ly is below By, and for large X the line Ly is above
By . Thus, for small X > A all the points of the segment L, are stable in the
Ljapunov sense and Lg is an attractor of the system (7), and for large X no
equilibrium is stable in the closed positive octant of S,r,,z, space. The
points of Lg change their stability behavior at identical values of XK. If (19)
holds then there exists a X, such that for A <X <X all points of Ly are
stable, and for X > X all points are unstable. Theorem 4 and Corollary 5 are
also valid in the degenerate case with X instead of X; or X5_,.
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4. Examples

Let us assume that the prey’s growth rate (without the factor ) has the form

gS.K)y=1-(S/K)* O<u <1

which includes the logistic growth rate (u =1). This function satisfies condi-
tions (1)—(3); moreover, (19) is also valid. The following functional responses
(see May, 1974) satisfy our conditions, while it can be shown that the first
two make natural models and the third makes a degenerate model:

. | S .
p(S.a)= Ba+tC Sta (Holling)
-_ A4 _
p(S.a) Ba + C[l—exp( s/a)] (Ivlev)
A .
S.,a) = S9 <g <
p(S.a) Ba+ C 0<g <1 (Rosenzweig)

where A >0, B=0, and C €R can be determined so that my =4/ (Ba, + C)
and m, = A/ (Ba, + C) with arbitrarily prescribed values of 0 < m,; <m, and
ay, >ap >0 (cf. (9) and (10)).

We were unable to find an artificial model satisfying conditions (4)—(6) in
the literature. Nevertheless, such a model can be constructed as is shown by
our final example:

- _4 S
p(S.a) = Ba +C In(1+ S) + 1ta
Acknowledgment

This paper was prepared while the author held a fellowship at the University
of Alberta financed by the World University Service of Canada.

References

Butler, G.J. (1983), Competitive predator—prey systems and coexistence, in Popu-~
lation Biology Proceedings, Edmonton 1982, Lecture Notes in Biomathemal-
ics 52, pp 210-217 (Springer, Berlin).

Butler, G.J. and Waltman, P. (1981), Bifurcation from a limit cycle in a two
predator—one prey ecosystem modeled on a chemostat, J Math. Biol.,, 12,
295-310.

Farkas, M. (1984), Zip bifurcation in a competition model., Nonlirear Anal. THA, B,
1295-1309.



178 M. Farkas

Farkas, M. (1985), A zip bifurcation arising in population dynamics, in 10th Int.
Conf. on Nonlinear Oscillations, Varna, 1984, pp. 150-155 (Bulgarian
Academy of Science, Sofia).

Hassard, B.D., Kazarinoff, N.D., and Wan, Y.—H. (1981), Theory and Applicalions
of Hopf Bifurcation (Cambridge University Press, Cambridge, UK).

Hsu, S.H., Hubbell, S.P., and Waltman, P. (1978 a), Competing predators, SIAM (Soc.
Ind. Appl. Math.)J. Appl. Math., 35, 617-625.

Hsu, S.H., Hubbell, S.P., and Waltman, P. (1978 b), A contribution to the theory of
competing predators, Ecol. Monogr., 48, 337-349.

Keener, J.P. (1983), Oscillatory coexistence in the chemostat: a codimension two
unfolding, STAM (Soc. Ind. Appl. Math.) J. Appl. Math., 43, 1005-1018.

Koch, A.L. (1974 a), Coexistence resulting from an alteration of density dependent
and density independent growth, J. Theor. Biol., 44, 373-386.

Koch, A.L. (1974 b), Competitive coexistence of two predators utilizing the same
prey under constant environmental conditions, J. Theor. Biol., 44, 387-395.

May, R.M. (1974), Stability and Complexity in Model Ecosystems, p 82 (Princeton
University Press, Princeton, NJ).

May, R.M. (1981). Theoretical Ecology, 2nd edn., p 79 (Sinauer, Sunderland, MA).

Smith, H.L. (1982), The interaction of steady state and Hopf bifurcations in a two-
predator—one-prey competition model, SIAM (Soc. Ind. Appl. Math.) J. Appl.
Math., 42, 27-43.

Wilken, D.R. (1982), Some remarks on a competing predators problem, SIAM (Soc.
Ind. Appl. Math.) J. Appl. Math., 42, 895—-902.



Chaos and the Theory of Elections

D.G. Saari
Northuwestern University, Fvanston, Illinois 60201, USA

1. Introduction

The concept of "chaos” is a fairly recent development, but already it plays an
important, integral roie in the study of dynamical systems. Using these
mathematical techniques, we now understand how and why deterministic sys-
tems admit what appears to be highly random behavior (see, e.g., Devaney,
1966). For instance, these new approaches have enriched our understanding
of numerical analyses and of physical and biological systems. Recently, as
one might expect, chaos has been discovered in dynamical models developed
for the social sciences (Saari, 1985a).

That chaos has and will increasingiy be found in dynamical models in a
wide variety of research areas is not surprising. What may be unexpected is
that certain problems previously viewed only in a "static’ context may also
be analyzed in this way. By embedding these static problems in a quasi-
dynamical framework, it is possible to understand, to relate, and to extend
paradoxes that occur in decision theory, probability, integer programming,
and several other areas. In this way, many new and unexpected paradoxes
are exposed. Moreover, by using the development of dynamical systems as a
guide, a new program emerges for the analysis of these topics. The purpose
of this paper is to illustrate this with a particular example. I will describe
the recent resolution of a long-standing problem from decision theory con-
cerning elections.

A type of difficulty encountered with elections is illustrated by the fol-
lowing. Suppose a committee of nine voters is to choose among three candi-
dates 4, B, and C. Suppose that four rank the candidates as 4 > C > B,
three rank them as B > C > 4, and the last two rank themas C >FB > A. By
using the standard plurality election system, where each voter votes for his
or her first-place candidate, the election result is 4 > B > C with the tally
of 4:3:2. However, this ranking is in conflict with the fact that a majority of
these voters (five of the nine) prefer the second-ranked candidate B to the
top-ranked candidate 4. A more striking inconsistency is that two thirds of
the voters prefer the bottom-ranked candidate C to B, and a majority
prefers C to A. These transitive, binary rankings define a ranking,
C >B > A, that is the exact reversal of the election ranking. More seri-
ously, C is the majority candidate (who wins a majority vote in any pairwise
comparison), but is ranked last in the election. The antimajority candidate 4
(who loses in any pairwise election) is ranked top.
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During the American and French revolutions, procedures to aggregate
individual preferences into a group ranking were advanced on both sides of
the Atlantic Ocean. Partially stimulated by this discussion, examples of the
above type were discovered. It was quickly recognized that these paradoxes
occur because each voter can register only his or her top-ranked candidate.
In his influential work, Borda (1781) proposed the simple solution of having
each voter specify his or her ranking of the N candidates. Then, in the tally-
ing process, (N — j + 1) points are assigned to a voter's j-ranked candidate,
J=1...,N. A candidate's final ranking is determined by the number of
points cast for him or her. (Actually, Borda's proposal was for N =3.) For
instance, in the above example, the Borda ranking of C > B = 4 with a tally
of 20:17:17 is closer to the apparently correct one.

This seems to be a reasonable solution, but it is not free from defects.
Criticism of Borda's method, raised by Laplace and others, centered on three
principal points, two of which I discuss here. The first concerns the weights
used in the tallying process; what is the justification for adopting this partic-
ular choice? Instead of using (3,2,1), why not use (4,2,1)? The weights that
could be used must satisfy certain obvious conditions. Any choice can be
viewed as defining a voting vector W = (w,, . . . , wy) where we impose a mono-
tonicity assumption, Wy w45 = 1,...,N-1. In order for the tally to
distinguish between candidates, we require w; > wy. For convenience, and
because it always is satisfied in practice, we also assume that each w, is a
rational number. In the tally, w, points are assigned to a voter's j-ranked
candidate, which defines a weighted voting system. [For instance, the usual
plurality voting method is defined by the vector (1.0, ...,0), while Borda’s
method is defined by (N, N —1, ...,1).] The question raised by Borda's crit-
ics can be viewed as seeking a criterion to justify the choice of a particular W
from the infinite number of possibilities.

The second criticism was that Borda’s method need not always elect a
"majority" candidate. To see this, consider the example of 11 voters where
six have the ranking B > A4 > C, four have the ranking 4 > C > B, while the
last voter has the ranking ¢ >B >A. The Borda election ranking is
A >B > C with the tally of 25:24:17. Yet, the second-ranked candidate B
wins by a majority vote when compared with either 4 or C. Although B is a
“majority" candidate, B is not top-ranked in the Borda count. (However, here
the plurality ranking of B > A > C agrees with the binary rankings.)

We now know much more about voting systems and the theory of elec-
tions. One of the most important results was found by Arrow (1963). He
proved that there is not a procedure that satisfies certain simple, reasonable
axioms. It is an immediate consequence of his result that the above examples
are not isolated phenomena; for any choice of a voting vector, the group’s
ranking of some pair of candidates need not be consistent with how this same
group ranks the pair within a set of three or more candidates.

While this and several other results have shed light on the points raised
by critics of Borda, the basic issues remained unanswered until recently.
The solution, which is described in part here, is accomplished by borrowing
ideas from chaos and symbolic dynamics.
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2. Symbolic Dynamics

Our analysis of voting is strongly influenced by ideas from the dynamics of
iterative processes, such as the system

Zyyq =S (2y4) j=012,... 1)

If p =z is an initial condition, then the goal is to understand the trajectory
iz}, i.e., the sequence

ir ®p)3 kE=01,... @)

where f ) is the k-fold composition of f with itself. An important device
used to describe chaos is symbolic dynamics. In this procedure, certain
regions of state space are partitioned. Each partition set is labeled with a
unique symbol, e.g., a letter from the alphabet. Then, for a specified initial
condition, the trajectory of equation (2) defines a sequence of symbols where
the (k +1)th entry is the symbol of the partition set containing f *¥)(p). Such
a sequence is called a "word" and the set of all possible words is called a
"dictionary”. By knowing which words are in a dictionary, we obtain a deeper
understanding of the dynamics of the system. The extreme case is where all
possible words occur:; this is a form of chaos.

We use this approach of symbolic dynamics to address the critics of
Borda and to analyze voting systems. To do this, a "dynamical” program is
designed for elections. The procedure is determined by a set of functions
I/} that specify the election results. The "trajectories of voting" will
assume the form of

Ve kE=1,....T €)

where the index identifies the subset of candidates being ranked.

The purpose of voting is to determine the group’s rankings for specified
subsets of candidates. From the set of N candidates {a,, ...,ay], there are
eN _ (N + 1) subsets with two or more candidates. Let F be a family of some
of these subsets; that is, let F = {54, ...,Sp} where S; is a subset of two or
more of the candidates and where S; # S, if j# k. For instance, a family is
used in the above examples; this family consists of all N(N — 1)/2 pairs of
candidates and the set of all N candidates. The criticisms of the plurality
vote and of Borda’s method are based on showing that the election results
over the various subsets of this family are inconsistent. Other criticisms can
be based on demonstrating inconsistent election results over other subsets of
candidates; the choice of the subsets defines the family F.

Let a family F = {5,,5,, ...,Sp} be given. Toward the goal of determin-
ing all of the election results, let Rj be the set of all possible linear rankings
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of the candidates in Sj, j=1,....T. [For instance, if Sj = jaq.a5,), then
Rj = ja, >aza, =ajza, <a,l] These rankings play the role of "symbols".
Let Wy = (W, W, ..., Wy) be a set of T voting vectors where W, is used to
tally the ballots for the candidates in Sj, J =1,...,T. These vectors, which
define the election procedure for each subset of F, describe the "dynamics",
i.e., the mappings of equation (3).

To complete the description, recall that a “profile” of voters p is a list-
ing for each voter of his or her ranking of the candidates. If P denotes the
space of all possible profiles, then the election result for S, is given by

Jew: P 2R 4)

where f.w is the obvious mapping defined by the tallying process with W,,.
This mapping is defined in the following way. Once W, is specified and a pro-
file p is given, the election tally can be computed. In place of the actual
tally, we use a "symbol” — the ordinal election ranking of the candidates.
This is fiw(®). Thus, for a specified Wy and for a given p, the election
results over all subsets of F are given by

WVew(®)3, k=1...,T ®)

To illustrate this, consider the example where N =4, F = {la,,a5},
jaz.azl, lay,a,a,}, lagazaza.l), and W =(1,0;1,0;3,2,1;1,0,0,0). This
choice of Wg means that the first two subsels are ranked by majority vote,
the third subset is ranked by Borda‘’s method, and the last subset is ranked
by a plurality vote. Suppose the profile p is given by five voters with the
ranking a4 > a, >a, >ag, four voters with the ranking a, > a3 >a, >a,,
and four voters with the ranking az > a4 >a, >a,. Then, fu(p) is the
election ranking of Sj in F, 7 =1,2,3,4, when the ballots are tallied with the
specified voting vector. The outcome for p is fy(®) = a, > a, with a tally
of 8:5, foy(p) =a, > az with a tally of 9:4, fay(p) = a4 >a, > a, with a
tally of 30:25:23, and f,y = ay >a, =az > a, with a tally of 5:4:4:0. The
sequence defined by equation (5) is

(a2>a1,a2>a3,a4>az>a1,a1>a2=a3>a4) (6)

For a given family F, let D be the Cartesian product #y X - -+ X Rp. Dp
is a universal set; an element of Dy is a sequence of rankings, one for each of
the T sets in F, and all possible sequences are in Dp. As such, Dr contains all
possible and impossible election results for the family F. For instance, if
F = {la,q.a,}, lajzagzl}, then Dp contains nine sequences (|Dg| =9). If N =3
and F is the set of all 23 - 4 sets, then |Dp| =351;if N =4 and F is the fam-
ily of all 2% - 5 sets, then [Dp| =1 686 498 489.



Chaos and the Theory of Elections 183

To analyze the effects of a voting vector W5, we need to know all the
possible election results for a family . This is the subset of Dg consisting of
all possible election results obtained by using Wg:

Dy = L ew @)1 k=1, ...,T p isin P} )

Following the lead of dynamical systems, we call Dy, the dictionary defined
by W and a sequence in Dgy a word. For instance, the sequence given in
equation (6) is one of the words in Dy for the specified choice of Wg.

To state our results, we need to describe an equivalence relation for Wg.
Our first statement weakly parallels ideas from topological equivalence". We
are interested in knowing when Wp. and Wgp" give rise to equivalent "trajec-
tories'; that is, when do two sets of voting vectors always define the same
election outcome for all choices of p? When they do, we call them
equivalent. The proof of the following is a simple exercise.

Proposition 1

Suppose a family F is given. Two vectors, Wp = (W, ... ,Wp) and
Wi =W, ..., W) are equivalent if and only if for each j =1,...,T, the
three vectors Wj’, W'j’, and E_ are all in the same two-dimensional subspace of
an Euclidean space of the appropriate dimension. Here, the vector dimension
of B, agrees with ]Sj {. the cardinality of Sj.

Because of this equivalence, we assume that if Sj has only two candi-
dates, then the assigned voting vector is (1,0). This vector determines the
tally for a majority vote. Also, it is easy to show that if the difference
between successive weights of a voting vector is the same constant, then this
vector is equivalent to a Borda vector, e.g., (45,20,-5) is equivalent to (3.2,1).
If all of the vector components of Wy are either (1,0) or equivalent to a Borda
vector, denote it by Br.. Denote the dictionary for By as Dpp.

3. Election Results

One way to address the questions raised by Borda's critics is to compare the
dictionaries Dgy and Dpp. For instance, suppose one dictionary admits more
words than the other. This means that the associated voting method admits
more ‘inconsistent” election results for F than the other method. In other
words, as in dynamical systems, the larger the dictionary, the more "chaotic"
are the possible election outcomes. On the other hand, a method with a
smaller dictionary is more predictable; it is also more consistent. Thus, for
F, we analyze the relationship of Drp, Dy, and Dp..

It is easy to construct examples of a family ¥ where Dp = Dgy for any
choice of Wp. This is true for F = {ja,,a,.a3}, {a.ag.agl}. The reason is
that the two sets have no overlap, so there is nothing to compare. This
motivates the following definition.
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Definition 1

A family F satisfies the binary inclusion property (b.i.p.) if (i) F contains
at least one set with three or more candidates and (ii) if S; in F has three or
more candidates, there is a pair of candidates in Sj that is in some other set
in F.

A one-set family, the family consisting of all N(N — 1)/ 2 pairs of candi-
dates, and the above two-set family do not satisfy the b.i.p. On the other
hand, the family consisting of all pairs of alternatives and f{a4,a,a3} does
satisfy the b.i.p. Indeed, any subfamily of F that includes this set and
{a,.a,] satisfies the b.i.p. F = jla,.a,a,], jasagagl, {a,sagag}l} does not
satisfy the b.i.p., but the subfamily consisting of the last two sets does. Our
first result is a negative one.

Theorem 1 (Saari, 1984, 1985b)
Assume there are N > 3 candidates:

(1) If there is no subfamily of F that satisfies the b.i.p., then for any choice
of va, .DF = ‘DFW

(2) Let F be the family of N — 1 subsets S‘j_1 =jag, ... ,aj], J=2 ...,N.
For any choice of Wg,

Dp = Dpy = Dpp )

There are several immediate consequences of this theorem. The obvious
one is that for families of the above type the election results can be as
“chaotic" as desired. Because Dr = Dy, any word can be realized by some
profile of voters. Thus, there exist paradoxes that are far more complicated
than previously suspected; anything is possible! For instance, this means
that there exists a profile of voters with the election rankings a, <a, <a,,
az <a,y <ag, and ag <ag <ay. (This family does not satisfy the b.i.p.) It
follows from the second statement that there exists a profile of voters such
that when, for thel > - -+ >a,; if j is even, butitisa; >a; 4> -+ >a,
if j is odd. Examples of this type are not the fault of Borda’'s method; there
is no possible way to select the voting vectors to avoid these negative conclu-
sions. Any choice leads to the same conclusion.

Another consequence of the second statement pertains to the standard
procedure of "runoff” elections. This is where the final result is based upon
an iteration procedure where, at each step, the "last place” candidate is
dropped and the remaining set of candidates is reevaluated. This procedure
defines a nested family of sets, so the family described in the second part of
the theorem is a natural one to consider. But, according to this theorem,
there exist profiles of voters so that when each set 31—1- j=2...,N is
ranked, a, is always ranked second to last and a, is ranked in last place.
(Thus, a majority of these voters prefer a; to a,.) According to the pro-
cedure, candidate a, is always (nearly) advanced to the next stage. Ulti-
mately, she or he is the winner.
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This result offers no useful distinction between the Borda count and any
other weighted voting method. Distinctions do emerge for other families.

Theorem 2 (Saari, 1985b)

(1) For any family F and any Wg, Dr-gis a subset of Dgy,.

(2) Suppose F = {5,,S,, . ..,Sp} satisfies the b.i.p. If there is a Wi such
that Drg is a proper subset of Dgys, then for all choices of Wr # Bp,
Dpgis a proper subset of Dpypy. If 3, (ISj |-1) > N(N¥N-1)/2, then F has
this property. In particular, for N > 3, this is true for the family of all
2N — (N + 1) subsets.

(3) Corresponding to a family F is a Euclidean space Ep; this Is the space
that contains all vectors Wg.. In Ep there is an open, dense subset Cp
such that Dp = Dpy if and only if Wp is in Cp. In particular, if the vot-
ing vector components of Wy all correspond to a plurality vote, then Wp
is in Cp.

(4) If N >3 and if the family F consists of ja,, ...,ay} and all pairs of can-
didates, then Cr contains ail of the vectors except Br.

In the proof of this theorem, Wr is treated as a parameter. As the
results suggest, a type of singularity emerges. As one might expect, the con-
clusions are similar, in flavor, to those from singularity theory. For instance,
these singularities define a stratified structure for the set of voting vectors.
This stratification is given by the structure of the boundary of Cp defined
above. As the choice of Wp varies through this stratification, the dic-
tionaries Dpy are nested.

This theorem answers the first criticism of Borda's method. If we wish
the choice of weights used in the tallying process to minimize possible and
apparent inconsistencies in the elections over a given family of subsets, then
it follows from Sections 1 and 2 that the unique choice of a tallying method
is the Borda count. The other methods define dictionaries with more words;
hence they admit more inconsistent election rankings. Indeed, from Section
3, the generic situation is that any imaginable, chaotic outcome can occur.
The currently used plurality voting system is in this setting, as illustrated by
the following corollary.

Corollary 1

Let N =3 and let F be the family of all P (N + 1) subsets. For each of these
subsets, arbitrarily select a ranking of the alternatives. There exists a pro-
file of voters such that their plurality ranking of each of these subsets is the
selected ranking.

Other consequences pertain to runoff elections, etc.

Corollary 2

Let N = 3. There exist profiles of voters so that the majority winner is always
plurality ranked in last place in each of the subsets of more than two
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candidates. Thus, for any runoff election that eliminates the bottom-ranked
candidate, the majority winner for this profile will lose. Also, there exists a
profile of voters so that for each subset of three or more candidates, the
antimajority candidate is top ranked.

The second criticism of Borda's method was based on the fact that it
may fail to rank a majority winner first. It follows from the fourth part of
Theorem 2 that there is no weighted voting system that wiil do this. Indeed,
for any other choice of Wp, Dgyy = Dp. As a consequence, any chaotic out-
come is possible. The following is just one type of such outcome.

Corollary 3

Let N 23 and let s, and s, be different integers between 1 and N. For any
choice of a weighted voting system that is not a Borda system, there is a pro-
file of voters such that the majority winner is ranked s th and the antimajor-
ity candidate is ranked s,th.

The extreme case, where s4 =N and s, =1, is illustrated by the intro-
ductory example.

It is possible to find other criticisms of Borda's method. This might be
done by finding a Borda election ranking for a certain family of subsets of
candidates that is viewed as being inconsistent. It follows from the second
statement of Theorem 2 that for any choice of Wr there is a profile of voters
that defines the same election ranking. This is because Drp is a subset of
Dryy for any choice of F and for any choice of We.. Thus, the Borda system is
the "most consistent’ of the weighted election processes.

Because there are problems with voting methods, it is natural to con-
sider only how candidates fare when evaluated against each other in pairwise
comparisons. This was the approach advocated by Condorcet, another
eighteenth century French mathematician who has had an important influence
on the theory of elections. For instance, he advocated that a majority candi-
date should be declared the winner (Condorcet, 1785). Another approach
might be to use an agenda for a meeting. This is where the N candidates or
alternatives are listed, say as [a4,a,,a5 ...,ay), and then pairwise com-
pared according to this listing. The first two candidates are first compared,
then the majority winner is compared with the third listed alternative, etc.
Any such "binary method" can lead to inconsistencies; this is illustrated with
the following two corollaries. [These results are based on the family of all
N(N-1)/2 candidates. This family has no subfamily satisfying the b.i.p.]

Corollary 4

Let N =3 and let F be the family of all N(N —1)/2 subsets of candidates.
The election procedure, given by W, is a majority vote for each subset; then
Dryw = Dp. That is, all possible cycles, subcycles, etc., of the rankings of the
candidates are possible through majority vote.
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Corollary 5

(1) For N =3, there exists a profile of voters such that a; >ay,, but
ay > a4. For the remaining pairs of alternatives, ay; > Qg if and only
if & is an odd positive integer, and ay <@y, if k is an even positive

integer.

(2) For this profile of voters, there is no majority and no antimajority candi-
date.

(3) For this profile of voters and for each choice of j, ay is the winning
candidate for the agenda [a; 4.0 45 - . . . 4;-1.ay7.

Sharper conclusions about election results can be found, and the
interested reader should consult Saari (1985b). For instance, it is possible to
characterize the set Drp, from which results of the following type can be
found (which should be compared with the above).

Theorem 3

The Borda count is the unique weighted voting method that never ranks a
majority winner in last place and an antimajority candidate in first place.

It is possible to characterize the sets Drgand Dgy for any choice of F
and Wi. In this way, all possible election results can be found.

As a last illustration, suppose N = 6 and F is the family of all 25~ 7 sub-
sets of two or more candidates. The second part of Theorem 2 asserts that
Drg is a proper subset of Dy, for any choice of Wr. But, suppose there are
only a few more words in Dgy than in DF.B; then the above results, which
favor Borda's method, lose much of their force. After all, this means that
there is only a small additional number of "inconsistent’ election results over
those obtained with a Borda method. This is not the case; Dgpg can have a sig-
nificantly smaller number of words than Dgy, for any Wi # Bg. For instance,
suppose that none of the subsets of F are ranked with Borda's method. Then,
the very best choice of a Wy that can occur has each word in Dgg replaced
with more than 108 words in Dy
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1. Introduction

The word '"'spike' is a term for nerve cell electrical discharges. The descrip-
tion of a spike may be detailed or be restricted to the existence of a neural
happening. Thus Hodgkin and Huxley (1952) described spikes by a nonlinear
PDE coupled with 3 ODEs. However, McCulloch and Pitts (1943) applied logical
constants which might also represent spikes. The choice of model strongly
influences the speed of simulations and the tractability of problems. This
paper suggests that both approaches may contribute to our knowledge.
Moreover, present tools permit the design of intermediary models that are
amenable to analysis — since generated by short algorithms — and which at
the same time display complicated behaviors (May, 1976). Autonomous piece-
wise linear maps may be universal in generating interspike patterns or
strange ‘"neural” discharges (Labos, 1981; Nogradi and Labos, 1981). Two
such systems, called polynomial spike generator (PSG) and universal pattern
generator (UPG) will be discussed besides formal neural nets (FNNs).

2. Long Cycles Displayed by FNNs

FNNs are special B™ -+ B™ functions, where B™ is the n-dimensional Boolean
cube. FNNs are realized by a square matrix N and a threshold vector T of
real entries so that, for any & € B®, f(b) = w(bN - T) holds, where u(r)=1
if and only if » > 0 and w () =0 otherwise.

It is easy to design a B™ -+ B™ function whose functional digraph con-
sists of a single cycle of length L = 2™, since any single cycle permutation
over B™ gives a solution. The same question with the restriction that the
cycle should be generated by an FNN (i.e., by an <N,T> pair with iterations)
represents a difficult problem. On this point, even a general existence
theorem is lacking. A cycle is regarded as long if it is displayed by n neu-
rons and its length exceeds half of the possible maximum, i.e., 2. The
case of the absolute maximum (2") seems to be the hardest. A necessary con-
dition and solutions of a few special cases (n=1,2,3,4,5,6) have been pub-
lished (Labos, 1980, 1984).
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Theorem 1

A vectorial Boolean function which is an FNN and whose state-transition
graph consists only of cycles (i.e., it is transient-free — TF ; Figure 1) must
have self-dual threshold gates as components which should be pairwise in
Hamming distance of 2™ 1.

Sj+1 ii n=4
¥ Network and

da  its inverse
Matrix
-2 1 -1 1
-1 1 2 1
-1 1 1 =2
-1 -2 1 -1
Threshold
-3 0 1 -1
Matrix
-2 -1 -1 -1

1T 1 11
-1 2 1 1
1 1 -2 -1
Threshold
-1 1 -1 =2

/| L=16

Figure I An FNN and its inverse. The same states flow in opposite directions along
the trajectory.

2.1. Networks with one neuron: the casen =1

All the four networks of one neuron are FNNs and two of them are invertible,
self-dual, regular Hamming polyhedra. These are n-tuples of functions each
with 21 true vectors and pairwise in distance 2™~1. The other two func-
tions have no such properties.

2.2. Thecasen =2

Of the 256 Boolean nets, 196 belong to the classes of FNNs of which 16 are
self-dual: eight are invertible and eight have transient states. Of the 60
non-FNN nets, 16 are permutations on B®. Forty-four items "have no face'.
Out of the 19 possible functional digraphs (Harary and Palmer, 1973), one
cannot be found among FNNs: it is the permutation with (3,1) cycle decompo-
sition. The cause of this lies in the self-dual property of TF FNNs.
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2.3. The case n =3. RC- and C-permmtations

Since 104 of the 256 3-input truth functions are threshold gates (Muroga,
1971), it follows that of the 16 777 216 Boolean nets only 1 124 864 (= 1043)
are FNNs. Of these, 2744 are self-dual, of which 240 are TF (Labos, 1980). Of
the 240 FNN permutations, only 48 have L =8 (i.e., maximum length cycle)
while 144 non-FNN self-dual and 39 936 non-FNN and non-self-dual TF Boolean
nets exist. The self-dual permutations form a subgroup in the symmetric
group of order B!, since their product and inverse are also self-dual. In con-
trast, the 240 invertible FNNs do not form a subgroup; however, they gen-
erate the group of 384 self-dual permutations. Thus at n = 3 the majority of
cases (15 606 024) lack the properties in question. The details of the classifi-
cation applied here have been described by Labos (1984).

Theorem 2

The set of self-dual permutations on B™ represents a subgroup of the sym-
metric group of order (2™)!.

Investigating the 22 partitions (see Andrews, 1976) of 8 in lexicographic
order for the 240 relevant FNNs, the numbers in each partition are as fol-
lows: 48, 0, 8, 32,0,0, 0, 12,0, 36, 0, 12, 32,8, 0, 0, 0, 13, 28, 6, 4, 1. The
sequence starts with (8), (7,1), ... and finishes with the (1,1,1,1,1,1,1,1) parti-
tion. Thus, for example, no (7,1) or (4,2,1,1) cycle decomposition is possible
with FNNs of 3 inputs. A similar cardinality pattern holds for the 384 self-
dual permutations, while the features prohibited here appear among the 39
936 remaining cases. Owing to this fact, "random net statistics’ considered
on Boolean nets (Gelfand, 1982) cannot be applied directly to the FNN sub-
class. The 48 optimal FNNs can be obtained from six "essential" cases simply
by relabeling the variables. This operation corresponds to a simultaneous
permutation of rows and columns in the matrix of the network. Lengths of
state-transition cycles are invariant against these RC-permutations, while
those of columns (C-permutations) strongly influence the cycle decomposition
of states.

Although at n =3 Theorem 1 represents also a sufficient condition of
reversibility, this does not hold from n = 4 onward.

2.4. The case n =4. Connected and split numbers. Marginal states

The goal again is to synthesize and enumerate TF-FNN functions. This prob-
lem is still tractable: 104 self-dual FNN components may be listed; regular
Hamming-polyhedral quartets may be selected. 7Table 1 summarizes the
results. The next problem is the synthesis of four FNN nets the behavior of
which includes a long cycle (L= 9,10,11,12,13,14,15, or 16). Various methods
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were applied as outlined below:

Table 1 List of primitive nets for generation of optimum cycle lengths by nets of
four neurons.?

1000 1000 1000 0111 2-1-1-1 2-111
0100 0111 0111 1011 -1 2-1-1 1211
0010 0111 0111 1101 -1-1 2-1 11241
0001 0111 0111 -1110 -1-1-1 2 1112

0000 0000 0100 0010 -1-1-1-1 1111

2-1-1-1 2-1-1 1 2111 2111 2-1 11 2-1-1-1
-1 2-11 1211 -1 2-1-1 -1 2-1-1 12141 -1 211
-1-1 21 1-1 2-1 -1-1 21 —1-1 21 -1-1 2-1 1121
1112 1112 —-1-1-1 2 -1112 1112 1112

0003 -1000 -1000 -1111 1-1 21 11041

2-1-1-1 2-111 2-1-1 1 2-1 11 2111 21141
1211 1211 1211 1211 1211 1211
1-1 21 1121 -1-1 21 1121 1121 -1121
111 2 -1112 —1-1-1 2 111 2 -11-12 1112

2100 1111 -1-1-1 2 2000 1101 0210

2-1-1-1 2111 2111 2111
1211 1211 -12-11 1211
1124 1-1 2-1 -11241 1121
1112 -1112 1112 111 2

2101 1010 0210 1101

2The complete set of 22 pairs of matrices and thresholds, whose column or column/row
permutations as well as partial negations lead to new transtient-free network behaviors.
Their total number is 233 x 384 of which about 10° have maximal (L = 16) cycle length.
The corresponding numbers of Boolean nets are 16! or 15!.

(1) Independent subclocks with "local" cycle lengths which are primes to
each other and whose total number of variables is equal to 4 yield solu-
tions. For example, 2 FNNs, each with 2 neurons and with lengths L= 3
or L= 4 provide L= 12. This net splits into two disjoint parts. Lengths
10, 12, 14 are available in this way, assuming that certain lengths (the
primitive or connected ones) were synthesized for n =1, 2, 3.

(2) Primes (11,13) or prime powers (9,18) or a third category of numbers
(here 15) require connected networks instead of split ones and a new
method of synthesis.

Definition

The natural number L is called connected if Q(L) <Q(zy) +@Q(zp)
+ -+ +@Q(2z4), where Q(z) is the upper integer of logy(z) and the 2, are the
relative prime factors of L in such a decomposition: eg. L =45 =9 x5 is
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connected since Q(45) =6 < Q9 + @B) =4 +3 =7.
Remark

The diagnosis of connectedness of a number L needs B(r) — 1 investigations,
where r is the number of prime divisors of L and B(r) is the rth Bell-
number. The smallest connected number is 15. In a broader sense, primes
and prime powers will also be regarded as connected numbers. This defini-
tion is justified by the fact that such cycle lengths cannot be designed by a
nonconnected FNN with a minimum number of variables (neurons). The non-
connected numbers will be called split numbers: e.g., even numbers between
2™~1and 2™ - 1 are split lengths.

The method designed to synthesize connected lengths is called the
selective state-transition or shunt method and is based on special modifica-
tions of a start < N,I > pair that generate lengths usually higher than the
length to be constructed. Transitions of certain states are called marginal
ones (Figure 2).

Marginal states (t)en =8

7 120 184 216 232 249 250 2562
a3 23 39 71 136 248
| )
- -
a -

a

l|_01

o
lll.

Values at lines: 0, threshold (¢}, and ¢ + 1
Abscissa: state codes, ordinate: b*c
Column code of the neuron: 7

Synaptic weights and threshold:
(—1-1-1-16111)e2

Figure 2 The distribution of "effects of states’. Marginal states are the most sen-
sitive to variations of network parameters. (Details in Section 2.4.)

Definition

Let <N,7> be an FNN and f = (c.l) one of its component threshold gates.
The points &6 € B™ are called marginal with respect to f. The f are either
true vectors, with effects equal to U(f) = min}{S = c}; or false vectors, with
effects equal to D(f) =max{X = c }; S and X are the sets of true or false
vectors of f, and * denotes an inner product. U(f) - D(f) = g is the gap of
f at the realization f = (c,t).
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We give an FNN for n = 4 which provides all cycle lengths if suitable
modifications are applied: take the 17th matrix (in row 3) from Table 1;
negate the 3rd and 4th functions; finally, apply the next column permutation
— (4231). The state cycle is as follows: 0.10.9.14.13.7.4.12.15.5.6.1.2.8.11.3.
By modifying 2 entries in certain columns and thresholds, all cycle lengths
become available.

2.5. The Case n =5. Codes of matrix columns, modifications, and states

Since this work deals with a large number of matrices of a special kind, it is
important to introduce a short notation. Columns of certain square matrices
are given by an array of decimal numbers: e.g., (11,20,19,8,10) is a 5 X5
matrix code. How to decode? First, write n—~2 as diagonal entries; here it is
three. Secondly, write the binary form of the column code: e.g., the 1st
column corresponds to 01011. Write '1's instead of nondiagonal '‘O's and leave
‘+1's unchanged. Compute now the value of the 1st threshold: it is the
number of ‘1's in the column minus 1. Thus the first function is specified by
(3,1,-1,1,1) and (2). Decoding all function codes, the partial negation has to
be specified. The negation code 1 means 00001, a command to negate the 5th
function. This is available by changing the signs of entries in the column and
writing — (¢ + 1) instead of the original threshold £. The negated 5th func-
tion is given by (1,~1,1,-1,-3) and (-2). The next matrix transformation is a
C-permutation. This is given by an array of column subscripts: e.g., (13542)
means the (235) permutation with two fixed columns.

Now we deal with the M= (11,20,19,8,10) = neg(1) » (13542) specification.
The result is an optimum-length-generating FNN with the following state
sequence: (0.4.12.5.8.7.10.3.2.6.14.15.11.18.22.30.31.27.19.26.23.24.21 ..28.
29.25.17.16.20.13.9.1). These 32 numbers encode the 32 state-vectors if con-
verted to binary form. Thus 01010 - 00011 is a state transition in this
optimal cycle. On investigating the 120 column permutations and 32 nega-
tions, 3840 cases emerge, of which in this special case 352 have cycle length
L=32.

Our final goal is to give all those modifications of this matrix M by which
specific shunts inside its cycle can be evoked. To do this, it is necessary to
investigate the marginal states of each component as defined in Section 2.4.
Each component has 5 upper and 5 lower marginal states: e.g., state 10 is
upper marginal of the 5th function. If state 10 were jumped into state 2
instead of 3, then the cycle length would be L =31. This is achieved by
increasing the (5,5) entry and decreasing the (5,4) entry, together with
increasing the threshold. The value of all changes is uniformly 0.5. This
modification is coded as follows: a = 5(5,4), which is a command to increase
the 5th entry and decrease the 4th entry in the 5th column and also to
increase the 5th threshold.

Now we list the modification codes for various connected lengths:
a =505,4), b =43,1), c =1(5,2), d =3(1.3), e =1(4,5). These have to be
applied to the negated—permuted matrix M as follows: 31 = Ma, 29 = Mab,
27 = Mc, 25 = Mbc, 23 = Mabced, 19 = Meb, 17 = Mabde. Thus to reach I =23,
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it is sufficient to modify 2-2 entries in the following columns: 5th (a), 4th
(b), 1st (c), and 3rd (d). The realized shunts are: 10(3..)2, 19(26..)24,
14(15..)11, and 28(29..)13, respectively.

By these rather sophisticated procedures it has been essentially shown
that all permitted cycle lengths may be implemented by an FNN of 5 neurons.
The lengths not listed here are accessible by the independent sublock
method using a disjoint collection of smaller networks.

2.6. The case n = 6. Structural stability of an FNN and its limits

The code of the start matrix is (31,15,7,3,1,0). That is, the value of all its
diagonal entries is 4 while in the upper triangle there stand '— 1's and in the
lower one ‘+1's. This matrix (defined for any n) will be referred to as matrix
A. The O-negation of the (123456) identical column permutation results in a
behavior including one L =12 cycle and 52 fixed points. Scanning through
the 64 negations of this permutation, the length spectrum of cycles enclosing
the state O contains 1,2,3,5,6,7,9,10,14,18,24. None of these are long enough.
However, among the negations of other permutations - e.g., (2,6,5,1,3.4) —
L = 64 appears 10 times besides 34,38,40,52, which are also long cycles.

Now we list certain C-permutations and negations of the A matrix which
provide L = 64 cycles: (352614)x6, (365142)=54, (561342)x8, (542613)x4,
(653142)=41, (562314)= 23, (513264)x 42, (615234)= 34, (265134)= 32,
(564321)%5, (521364)= 26, (654312)= 24, (564321)= 57, (546231)= 46,
(265134)% 45, (635241)=58, (352614)= 46, (251346)*7. The complete negations
of any such nets also yield L = 64. Thus (251346)*56, the negation of the last
item, also displays L = 64.

The next problem is the synthesis of the "strange" cycle lengths. The
following procedure proved to be very effective: matrix A -
neg(32) -+ (265134) column permutation -+ M. Now 7 column modifications are
listed: @ = 1(3.4), b = 2(4,.3), c =2(1,2),d = 3(4,5), e = 4(11), f =5(5.4). h
= 6(2,3). Applying suitable patterns of these to the network specified above,
we obtain the connected cycle lengths as follows: 63 = Mb, 61 = Ma, 57 = Mc,
55= Mbf. 53 = Maf, 51 = Mch, 49 = Mcf, 47 = Mafh or 47 = Maef, 45 =
Mceh, 43 = Md, 41 = Maefh, 37 = Mdh. However, for L = 59 a new matrix was
required: A - neg(®) -+ (564321) -+ N. The modification for shunt is:
x =5(3,4). The result is 59 = Nz. Experience shows that the modifiability of
a given network is limited. The precise conditions of this phenomenon are
not yet known. On the other hand, it is easy to prove that FNNs of fixed n
are structurally stable in the following sense.

Theorem 3

An FNN is designed always with <N, T> so that between the effects of upper
and lower marginal states there lies a positive gap g > 0. All the matrix
entries as well as the threshold may be modified by a quantity £ >0 so that
the behavior remains unchanged.
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Remark

The term "effect” of state & € B™ is its inner product with column ¢. If a
gap g is given, then £ <g/(@n + 2) must hold. Thus this kind of stability
decreases if the number of neurons increases. The question is open as to how
the ratio of the gap g and the range of effects could be maximized. The
range is the difference of maximal and minimal effects when & runs over B™.
This problem is related to the maximization of structural stability. The prac-
tical consequences are evident: both the reliability and the tolerance against
noise and vulnerability of formal neurons or technical threshold gates
strongly depend on this issue. Related questions have been discussed by
Muroga (1971) and others.

2.7. Networks with 7 formal neurons

As n grows, Theorem 1 becomes less and less efficient. Nevertheless, a pro-
gram (AUTODESIGN including NEXPER of Nijenhuis and Wilf, 1981) after some
thousands of trials resulted in two solutions for . = 128. These are as fol-
lows:

(1) matrix B: (62, 30, 14, 6, 3, 1, 124), neg(1), (7365124).
(2) matrix C: (31, 64, 96, 48, 56, 60, 62), neg(1), (5627431).

Ultimately the matrix D — (63, 31, 15, 7, 3, 1, 0), neg(79), (5762314) — is of
interest, and produces L = 126. The shunt method was applied to reach con-
nected cycle lengths. A pattern of solutions is presented in detail below.
Fifteen column transformations were necessary: a =7(%,6), b=7=(1,2),c =
6(3.4), d =5(0,4), e =4(6,7), f=4(R1), g =5(0B.6), m=2(23), n=1123), L =
3(4,5), 0 = 4(1,2), z = 7(7.,4), u = 5(6,7), x = 6(0.2), w = 1(1,2). The list of
their applications to the B, C, and D networks is as follows: 127 = Cu, 125 =
Ba, 123 = Dz, 121 = Cuw, 119 = Bb, 117 = Bac , 115 = Bad, 113 = Be, 111 =
Bbe, 109 = Bbd, 107 = Bf, 103 = Bde, 101 = Bga, 99 = Bef, 97 = df, 95 = Bgb,
89 = Bge, 85 = Bmoz, 83 = Bgf, 81 = Becz, 79 = Bmnz, 73 = Bmez, 71 = Bynz,
67 = fgt.

2.8. The case of 8 threshold gates

Up to now the highest n at which the L = 2™ optimum has been reached is 8.
Here 5 solutions are presented:

(1) + (2) Start matrix, (127,63,31,15,7,3,1,0), i.e., the matrix A4; C-
permutation, (42856317), with 6 and 101 negations.

3) The same start matrix with C-permutation (6834125) and 21 partial
negation code.
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(4) + (6) Start matrix, (63,191,31,15,7,3,1,0); C-permutation, (14856237); par-
tial negation, 6 or 90.

A state-transition diagram is depicted in Figure 3, where the decimal code of
the next state is plotted against the argument state code. Lines from (z,x)
to (z,y) and from (z,y) to (y,y) have been drawn.

B i

Tk

&

SR g

S

2

A

r~
il

Figure § Optimal network behavior: n = 8. The decimal code of the next state is
plotted against its predecessor. The punched tape of the states is shown on the
right-hand side of the figure.

2.9. Large networks. Tractability

If an FNN of n neurons displays a cycle of length L. — the case (n,L) — then a
combination of two procedures permits construction of network sequences
whose cycles increase rapidly. First, the enlargement of a net by state
recognizer neurons permits an arbitrary jump from a state z to a state y if z
is not an endpoint of the behavior graph. With a second enlargement, any
length may be duplicated. This provides an (n + 2,2L) increase. A more rapid
evolution is obtained by applying a recognizer to reach, from (n,L), the case
(n +1,L +1)and by using these two sublocks toreach [2n +1,L * (L +1)].
Iterations of these constructions provide net sequences. These procedures
result neither in optimal nets nor in long cycles. However, the complete set
of solutions up to n = 8 gives long L solutions up to n = 70, using sublocks of
strange lengths. Moreover, the sublock method results in nondense wiring of
nets with locally strong or even complete connections.

Numerous questions of optimal cycle design remain open. The most
important is to find an iterative design which still keeps the cycles of the
network sequence long or even maximal. The group structure involved in sets
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of FNNs also represents a difficult subject (Biggs and White, 1979; Cameron,
1983; King, 1980). Enumeration (Goulden and Jackson, 1983; Harary and Pal-
mer, 1973; Moon, 1970) of special FNNs is hindered by the fact that even the
threshold gates have not yet been counted (Muroga, 1971). It would also be
interesting to clarify the tractability status of threshold logic including a
search of NP-complete problems (Garey and Johnson, 1979: see L09 in their
catalog).

2.10. Taxons of boolean and threshold gates and nets

In this section some partially solved classification and enumeration problems
are touched upon.

2.10.1.

Boolean sequences of fixed length can be classified according to their inter-
nal cycle length, recursive order, and number of '1l's inside. These problems
can be effectively handled with Mobius inversion and by a theorem of De
Bruijn.

210.2.

Concerning B™ - B™ functions, the threshold gate property and self-duality
as well as Chow-parameters seem to be important. Besides self-duality, the
concept of antidual functions yields interesting results. A truth function is
antidual if its dual pair is equal to its negation. By applying dual comparabili-
ties, an exhaustive classification is available with 12 taxons. If at fixed n
the sets of threshold gates (7'), self-dual (D), and antidual (4) functions, and
the two sets (Vand W) of dual-comparable functions, or finally the set of
functions with 2™~ 1 true vectors (H). are represented by logical variables,
then the nonvoid and empty classes can be characterized by a "taxon func-
tion" as follows:

F(THV.W.D,A) =TV.WD + HD.(V-W).(TA + A) + HVW.D.A

where "." = and, "+" = or, and " » "' = exclusive or. This expression consists
of 12 terms determining 12 classes. For example, at n = 4 the sizes of these
classes are: 104, 88, 88, 1, 1, 152, 70, 12 544, 5416, 5416, 184, 39 872. The
last class is the largest in which none of the listed properties is satisfied
(having no face).

2.10.3.

A taxonomy of similar principle was introduced for vector—vector Boolean
functions by Labos (1984).
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2.104.

Although both the census of finite automata and the census of nonlabeled
loop-free functional digraphs (called functions — FDGs) have been completed
(see Harary and Palmer, 1973), a large number of census problems related to
the state-transition graphs of Boolean nets or FNNs remain open. A rela-
tively easy one is the classification of FDGs according to the number of end-
points or initial states (i), true transients (¢), nonfixed recurrent states (c),
and fixed points (f) as parameters. The labeled case of this problem leads to
a special counting of forests (of transients). If z =1 +¢ +c¢ + f is the
number of arguments, m =c¢ + f is the attractor’s size, and s =1 + ¢, then
altogether (1/6) * (z3 +5 * z) classes exist. Let us denote by A(i.t.c.,f)
the size of such a class. Then

h(i.tc.f)= f} F(s,k.i).m".[;] [’J’.'] P(c)

k=1

where F(s,k,i) is the number of forests with s points, £ denotes rooted tree
components, and i the total number of endpoints in the forest. P(c) is the
subfactorial of ¢.

2.10.5.

A different classification problem emerges concerning the structure of FNN
matrices and the corresponding wiring graph. The behavior is largely deter-
mined by the excitatory and inhibitory interconnections (i.e., by the + and -
matrix entries) as well as by the pacemaker and nonpacemaker neurons. A
neuron is a pacemaker if its threshold is negative. Thus each wiring struc-
ture corresponds to a digraph with 2-colored (labeled) points and 2-colored
edges. Thus a wiring is defined here as a 2p2q¢ labeled digraph. At n =4,
218 digraphs exist. The numbers of 2p, 2¢, or 2p2¢ labeled digraphs are
approximately 3000, 20 000, or 360 000, respectively.

3. Spikes and Preturbulent Oscillations of a
Polynomial Iteration

X, Y, Z, and W denote 4 successive values of a 3-order nonlinear iteration.
The value W is computed from the previous ones as follows:

W=Z+a(Z-pWZ-rNZ-5)+bX2 +cY* +k/(Z —5)

where a =-1.2,p =1, =0,and s = -0.2 are fixed. At 'standard" values
- b =-0.875, ¢ =0.225, £k =0.0016 — spike oscillations appear whose other-
wise not always constant "frequencies' may be controlled by k& (from O to
0.06). If b =-0.45 and c¢ runs from -~ 0.5 to 0.35, the various new motions
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emerge, the first return diagrams of which are depicted in Figure 4. The
route to apparent chaos includes “toroidal’ motion.

—0.45 0.1 0.28

Figure 4 The value of the next state is plotted against its predecessor: 1000 itera-
tions; the system of Section 3. The parameter ¢ varies while
b =-0.45, &k =0.0019. Magnifications for ¢ = 0.305 and ¢ = 0.35 are depicted
in Figure 7 after 10%, 3x10% , or 10° iterations.

A global view of the attractors of this system is obtained by scanning
through a range of b or ¢ parameters while others are fixed. Figures 5 and
6 include spike oscillations, damping, intermittence, stable point attractors,
or more and more irregular behavior. The hyperfine structure of these
diagrams studied in micro-frames shows high numbers of special bands, and
bifurcations at least up to 8 branches (see Figures 5§ — 7).

The system was designed to simulate both normal and abnormal nerve
cell discharges in a simple way. The irregular modes do not fit well to the
known abnormal paroxysmal oscillations of real cells (¢f. Holden, 1984),
although the spike mode reproduces a wide spectrum of normal behavior.

4. Properties of a Universal Spike Pattern Generator (UPG)
[Labos (1984)]

The system is a piecewise linear map on the interval [0,1]. In its standard
version it is given by one parameter a € (0,1) and by two lines:

Y,,15mY, if ¥, <a and Y,

m+l —uY, —u if Y, 2a

wherem =1+ (1 - a.)2 and u =1/(1 - a). Fixing a =0.1, we have m =1.81.
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I I T T T
PSG with control parameter b
p=1r=0s=—-022a=—12,
¢ =0.225k=0.016 - P90,
— B0 iterations : kL 1"&

Windows of b and amplitude:
from —0.7 to —0.05

from —0.2t0 1.5

scales 0.065 or 0.175

] 1 | ! ] ] |

Figure 5 Variation of attractors of the PSG system when the parameter b is
changed.

| T T T T T T
PSG with control parameter ¢

—p=1r=0,s =—-02,a=-1.2

b=-0.45,k=0.019

— 50 iterations

¢ and amplitude run:
from —0.5 t0 0.35 or
from —0.2t0 1.3
scales 0.085 or 0.15

] [ | | | ] ] | ]

Figure 6 Variation of attractors of the PSG system when the parameter ¢ varies.
The number of iterations is altogether 16 000.

The two lines are denoted by L, and L ,.

In its extended version, m is independent of the threshold a (fixed at
0.1) and gives bounded motions if 10 >m > 0. If m > 1, then this "neuron” is
an oscillating pacemaker. For further purposes, its behavior was also defined
below O by a third line: Y, , 4 = wY¥,, + e, where theslopew €[0,1]and e is 0
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f\.:J'- \i.‘: Te T

Figure 7 PSG system (Section 3): examples of strange attractors. Values of vari-
ables are plotted against their predecessors. The parameters a, p, S are fixed as
written in the text; £ = 0.0018, ¢ = — 0.45. At A and B the values of b are 0.305
or 0.35. Iterations: A1, 10 000; A2, 100 000; B1, 10 000, B2, 30 000; B3, 20 000.



Sptke-Generating Dynamical Systems and Networks 203

or a small positive number. This makes possible the coupling of such units
into networks.

A survey of some interesting properties follows:

(1) The iteration has two kinds of periodic solutions obtained by solving the
following equations to initial value z: z = ::L’f Lzz. A periodic solution is
called simple if between the start and return values only subthreshold

B S i L ; ) L v h d %

’bl)l j Four UPG pacemakers

block each other

J

e A A AY e AN s o Py Pt

,Willll I —

Figure 8 Coupling UPG modules into a network. The units are defined in Section 4.
(a) The upper record is emitted by a pacemaker module (m > 1), which activates
the lower bursting unit; the latter would be otherwise stable and silent; a negative
inhibitory effect is fed back to the command neuron. (&) Four pacemaker UPGs are

coupled by a completely inhibitory matrix; the resulting patterns of activity are
depicted.

~,
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UPG subthreshold first return diagram
Y =mku? (X —u?) k=1.23,.

T r /

|

|/ / _
: _5’—1 Fiachanses

The frame is:
(0,a) X (0,a)
threshold = a
slope =m

1

Slope: 1.5
- ] Spikes and
iterations

187 1201

Figure 9 A special diagram whose fixed points correspond to the simple, and closed
trajectories to the complex (i.e., spike-partitioned), periodic solutions of the UPG
system (Section 4). Here an example of the third kind, chaotic motion, is displayed.

values occur. The solution is called complex if in a period the spikes
generate a partition of iterations into a '"pattern’ of interspike inter-

vals.

@)

®)

“4)

®)
(6)

The majority of solutions are aperiodic (starting with a nonrational
initial value, the rational formula of periodic solutions inhibits
periodicity).

At reasonable values of m, periods of any natural number p can be
obtained, except some smaller values. For a given p, usually more
than one solution exists. The smallest interspike interval is 3 if
m=1+@1-a)’

In simulations the periodic solutions show an easily computable fin-
ite lifetime. Trajectories started at different values diverge
rapidly. Sometimes computer simulations display a persistent
exact periodicity — an artifact with respect to the ideal case.
Patterns of preassigned transients and prescribed spike-partition
of the cycle may be designed.

These units simulate surprisingly well real neural network proper-
ties if connected into small nets (Figure 8). The units have dead
(or refractory) time, and may excite or inhibit each other accord-
ing to the plan of the matrix. Their behavior remains bounded
even after strong inhibition or excitation. The manner of coupling
may be different: e.g., the influences are added to the autonomous
values after (+ or — ) amplifications or parameter controls are
introduced to influence time-constants etc. The firing patterns in
small networks can be predicted relatively well using the network
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taxonomy described in Section 2.10.5. These taxons are valid also
for nets of UPG:

(@) Connections are realized by + and — matrix entries.
(b) Pacemakers in FNNs have negative thresholds and in UPG nets
m >1.

This latter corresponds to an unstable "resting” state. Since the piece-
wise linear units may be generalized to simulate a broader spectrum of
normal and pathological excitable cell behavior (Nogradi and Labos,
1981; Labos, 1981), a flexible tool is available for rather quick computer
simulations of either normal or abnormal network dynamics.

The UPG system can be regarded as chaotic (Figure 9) in the sense of Li
and Yorke (1975; see also Misiurewicz, 1983). It even shows a special kind of
self-similarity; however, an involvement of some Cantorian structure needs
further analysis.
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Dynamics of First-Order Partial Differential
Equations used to Model Self-Reproducing
Cell Populations

P. Brunovsky and Jozsef Komornik
Komensky University, Hratislava, CSSKE

In this paper we deal with the differential equation

u; +c(x)u, =f(x,u) O<zx <1, t=0 (1)
with the initial condition

uw(0,z) =v(z) )

under the following assumptions:

(A1) c is continuously differentiable, ¢ (0) =0, c(z) >0 for x > 0.

(A2) f is continuously differentiable and [f(xz,u)| <k + k,[u| for some
ky. kp >0.

(A3) f(z.,0) =0 and there exists a u, > 0 such that f(0,ugy X (v — uy) <0
foru >0, u # uy and f,, (0,u4y) <0.

As we shall see, despite its simplicity this equation exhibits a surpris-
ingly rich dynamics behavior.

The equation has been developed by Lasota in cooperation with Mackey
and Wazewska-Czyzewska as a model of the dynamics of a self-reproducing cell
population, such as the population of developing red blood cells (erythrocyte
precursors). In this model a cell is characterized by a single, scalar variable
z to represent maturity, which is normalized to have values in [0, 1]. The
state of the population at time { is characterized by a density function
u(t,.), ie.,

ZTg

f w (t,z)dx

zy

measures the quantity of cells that have a maturity between x, and x, at time
t. Cells proliferate by mitosis, but it is understood that a cell divides into
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cells of the same maturity, although any cell can increase its maturity at any
stage of the mitotic cycle (¢f. Mackey and Dormer, 1982).

The dynamics of the population is characterized by the maturation rate
c(z) and the proliferation rate r(u). We assume that c satisfies (A1) above,
r is C 7%, decreasing, and satisfies 7 (0) > c¢’'(0), 7'(u) < p <0 for w >0. The
balance equation under these assumptions is

u +(cu), =r(u)u

By differentiation we obtain equation (1) with f(z.u) = [r(u)—c'(z)Ju, so f
satisfies (A3) with uy = 7 "1[c (0)].

Equations (1) and (2) can be solved using the same characteristics as in
the solutions z = ¢(¢,¢) for

dz/dt =c(z) »(0.8) = ¢

that is, u(¢,z) is a solution of equations (1) and (2) if and only if it satisfies
equation (2) and

(duzdt)[t.e.8)] =flet . ult.et. 1} &)
In other words, the graph of u is the forward integral manifold of the system
dz/dt =c(z), du/dt = f(z,u) 1)

through the graph of v. From these observations it follows that equations (1)
and (2) define a semiflow S on C*[0,1] — the set of nonnegative continuous
functions on [0,1] defined by S;(v)(x) = u(t,z) — cf. Lasota (1981). Here we
understand the solution of equations (1) and (2), in a generalized sense, as a
uniform limit of classical solutions.

To understand the dynamics of .S it is useful to notice that

»(t.0) =0 ©®)

while ¢(t.£) for any ¢ >0 is strictly increasing and eventually leaves [0,1].
Moreover, for fixed z >0 the time that the characteristics through (¢ ,x)
spend in a given neighborhood of O tends to = with ¢ -» «, while the time they
need to pass from this neighborhood to z remains bounded. Consequently,
one can expect that the dynamics of 5 will largely be determined by the
dynamics of the zero characteristics, which are governed by the scalar ordi-
nary differential equation

dy/dt = f(0,y) (6)
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This equation has two stationary points, namely O (repellor) and u,
(attractor), the domain of attraction of the latter being (0,«). As an immedi-
ate consequence we obtain that a stationary point w of S has to satisfy
w(0) + uyor w(0) =0. The first case is settled by Theorem 1.

Theorem 1 [Lasota (1981), Brunovsky and Komornik (to appear)]

There exists a unique stationary solution w, of equation (1) such that
wy(0) = ©y. This solution is asymptotically stable and for each v € c*o.1)],
such that v(0) =0, and for each a < f,, (0, () there exists a X > 0 such that

1S, (v) - wol <Ke™®t

A short proof of Theorem 1 can be obtained by observing that w, is the
graph of the (unique) center-unstable manifold W*(0,u4) of the point (0,uy)
for system (4).

Turning our attention to the stationary point O of equation (6) we note
that the set

V =tv € c*0.1]|v(0) =0}

is invariant under S. Also, for each v €V, S;(v) enters ¥ in finite time
where

W=tveV|0<v(@E@)<wgy(x) forallz|

This is because for a sufficiently large ¢ all the characteristics of @(¢,¢),
such that v (£) > wy(£), have left [0, 1].

Thus, we are led to study the semiflow S on W. Theorem 2 shows that it
is as chaotic as one can imagine.

Theorem 2 [Lasota (1981), Brunovsky (1983), Brunovsky and Kormornik
(1984)]

(1) S|y is topologically transitive, i.e., admits a dense trajectory.

(2) Each trajectory of S| is unstable.

(3) S|y admits a continuum of periodic points of any period and the set of
periodic points is dense in ¥.

(4) S|y admits a regular, nontrivial ergodic measure.

(5) S|y is exact, i.e., there exists a regular, nontrivial probabilistic mea-
sure i on W such that

lim 12 (S, (4)] =0
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as soon as u(4) > 0.
(6) The topological entropy of S| is infinite.

In (4) and (B) by nontrivial we understand that the measure of the set of
periodic points has zero measure.

The proof employs the conjugacy F of S to the left-shift T on C*[0,)
defined by

F(u)(t) = 5, (v)(1)

The following properties of F are easily established:

F:c* [0.1] »C *[0, «) is one-to-one and continuous.
e  F(W)contains each g € C* [0, ) which satisfies

g(t) - wo1) < ket

for some K > 0 and some a < f,, (0,ug).
e F S, =T, oF where T is defined by

Te(g)s) =g(s +t) t >0, s20

The conjugacy F makes it possible to study 7 instead of S, which is much
simpler, and then carry the results back to S. For instance, any nonnegative
periodic function g is a periodic point of T. If 0 < g (£) <w(1) for all £ then
g €F(W)so F_i(g) € W is a periodic point of S of the same period as g. The
proof of the rest of (1) to (3) in Theorem 2 proceeds along the same lines, the
details being somewhat more complicated.

The proof of (4) and (5) of Theorem 2 requires a more extensive
machinery. An easy argument shows that (5) implies (4). To establish (6) we
first construct a nontrivial exact measure on C[0,*~) endowed by the topology
of almost uniform convergence.

The space C[0,«) is metricizable and admits a metric, each open ball of
which is a countable intersection of measurable cylinders. This is why its
Borel o-algebra coincides with its Kolmogorov o-algebra generated by measur-
able cylinders. We define the exact measure m as the unique measure gen-
erated by the Gaussian stationary process Y with the realizations
Y,(g) =g(t), g € C[0,»), and the autocovariance function

cov(Y,.Y;) =max{l - |t - s],0}

Since C[0,«) is a Polish space, m can be extended to a g-algebra in which
continuous images and preimages of measurable sets are measurable, thus
T, (A4) is measurable if 4 is. To see why m is exact, note that events for which
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the time distance exceeds 1 are independent. It is clear that m[T,(C)] =1
for any measurable cylinder C that is constrained at time instants not
exceeding ¢.

The independence of distant events also implies that the set of bounded
(and, in particular, periodic) functions has zero measure, so m is nontrivial.
This, however, has the disadvantage that we cannot define the exact
measuregp on ¥ by the formula

M(A) = ulF(A))/ ulF (1N)]

since F (W) is bounded and F(¥) = 0.
In order to carry m back to W by F we have to perform a preliminary
scaling of the real line. This is possible due to the following Lemma.

Lemma [Brunovsky and Komornik (to appear)]

There exists a X > 0 such that u(M) > O where
M =ig €C[0,=)| &1k, ™) < g(t) <PHIgp~1(1 - kt™")}

where @ is the distribution function of the normalized normal distribution.
Now, for Cy = lg € C[0,=)| 0 < g(t) <wo(1)} we define H: Cy -+ C[0,)
by

H(g)t) = h[g(t)]
where
h(y) = 87y 7 wO(D)]
For A C C,we define
mo(4) = m[H(4)]
Then, we have mo[H‘l(M)] > 0. Since F(W) N Cq C H™Y(M), we have
mo[F(W) M Col =molig | Lt~ < g (t) Swo(1) | =Lt 711 >0
where L = Kw(1), so we can define for 4 C W

M(A) = mo[F(A) N\ D1/ molF(W) N D]



212 P. Brunovsky and J. Komornik

Then, u is a measure called for by (4) and (5) of Theorem 2.

To establish (6) one notes that the shift on C, contains the Bernoulli
shift, with any finite number of symbols as its restriction. This observation
is due to K. Sigmund.

We remark that physiologically w, can be interpreted as the stable
equilibrium density of the population under normal conditions, while the
chaotic behavior of S on W can be interpreted as proliferative disorders
caused by a lack of the least-mature (stem) cells.

Forgetting about the physiological context for a while we can consider
equations (1) and (2) with f, instead of satisfying (A3), being defined on the
entire real line, with f (0,u) having only simple zeros and being bounded away
from zero at infinity for cases when its zeros are bounded. The proofs of
Theorems 1 and 2 can be adapted in a straightforward way to prove Theorem
3.

Theorem 3

(1) If ugy is a stable equilibrium of equation (6), then there is a unique sta-
tionary solution of equation (1) such that w,(0) = u,,.

(2) The domain of attraction of w, consists of those v € C[0,1] that have
v(0) in the domain of attraction of w.

(3) If u is an unstable equilibrium of equation (6), then the set

W =§v|v0) =u,lz,v(zx)] € W¥(0,u) for x >0}

where W¥“(0,u0) is the unstable manifold of (0,12) for equation (4)] is
attracting in ¥V = jv |v(0) = u} and S|y is chaotic in the sense of
Theorem 2.

We note that the set W is attracting in ¥, but not in the entire space.

Considering interacting populations, such as populations of developing
blood cells of different kinds, we are led to study systems of equations such
as

Uy, e, (@)uy, =f(x.u) i=1,..., n, t >0, O=<x <1

©; (0.7) = v, (x)

or, in vector form,

u, +C(x)u, = f(x,u) €]
u0,z) = v(x) 8)
where C(z) = diaglcy(x), . ...c,(x)}. We assume that all ¢; satisfy (A1) and

f satisfies (A2).
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Integrating the equations along characteristics (which may, in general,
be different for different components) and using successive approximation
techniques it is not difficult to prove that equation (7) defines a semiflow S
on the set of continuous functions on [0,1] with values in R™ (to be also
denoted by C[0,1]).

First, consider the case of equal c;s. Under the assumption that equa-
tion (6) is a generic gradient system (by generic we mean that its stationary
points are hyperbolic and their stable and unstable manifolds intersect
transversally) Theorem 3 remains valid for any n.

However, physiologically more interesting is the case of unequal ¢;s.
Lasota conjectured that proliferation disorders can be caused by the
occurrence of large differences in maturation rates.

This case is mathematically more difficult and only fragments of a theory
are available. Nevertheless, it is clear that Theorem 3 does not extend, in
particular (1) does not hold in the higher dimensions.

Let u( be a stable equilibrium of equation (6), i.e., 4 = f,, (0,2() has all
its eigenvalues in the open, left halfplane and let

K = diagic’4(0), . ..,c", (0)}. W, = tv € C[0,1]|v(0) = 2y}

Then, ¥, is attracting, but may not consist of a single solution. In order that
W, contains a single stationary solution it is necessary that the spectrum of
K714 is contained in the closed, left halfplane and sufficient that it is con-
tained in the open left one. It can be shown that this unique stationary solu-
tion wq is asymptotically stable if the linear semigroup generated by the
equation

z, = C(x)z, + [y lz.wp(x)]z ©)

on the space of those v € C[0,1] that satisfy z(0) =0 isgp asymptotically
stable. The spectrum of the generator of this semigroup is the set of those A
for which

LN =kt - a1

has an eigenvalue in the closed, right halfplane. Therefore, in order that w,
is asymptotically stable it is necessary that for all A = 0 the spectrum of L (A)
lies in the open left halfplane — c¢f. Pazy (1983). Unfortunately, since equa-
tion (9) has the character of a hyperbolic partial differential equation, linear
semigroup theory does not provide for a sufficient condition for its asymp-
totic stability in terms of the spectrum of its infinitesimal generator. There-
fore, the problem of finding efficient criteria for asymptotic stability of w
remains open.

Supporting Lasota’s conjecture, we note that in this case 4 is a stable
matrix, but X4 is not. For the linear equation
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U, +Ku, =Au

the set W, for u = 0 is attracting, but each solution of ¥, is unstable.
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