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Foreword

It would be difficult to find more important or controversial economic variables
than economic growth and structural change. Growth and change are generally
related to each other in many disciplines. However, it is sometimes argued that,
in economic theory and practice, the interdependence of growth and change is
less well understood than in biology, for example. It was precisely this fact that
presented a challenge to Professor Krelle and his collaborators and led them to
select this topic for the joint IIASA-Bonn University research project.

The merging of economic growth and structural change per se may be con-
sidered an exciting approach. Here, even more interesting is the fact that the
approach was applied to economies on a global scale, fully integrating of socialist
countries. The researchers who comprised the IIASA-Bonn University core were
able to stimulate their colleagues in several different countries and, as a result of
the ensuing collaborative effort, it was possible to overcome many methodologi-
cal difficulties. In the course of the research, detailed economic data were col-
lected and consistent data bases created that permitted comparative analyses to
be carried out.

This book contains the basic findings of this international study, which
were discussed at the final conference, held at ITASA in November 1986.

These findings, relevant to medium-term forecasting, are application-
oriented. They describe the likely path of the forces behind economic growth
and structural change and their causal relationships. As a consequence, they are
important not only to researchers in econometrics, but also to those who must
make important decisions relating to this time frame.
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It is most gratifying to be able to note that IIASA was instrumental in ini-
tiating this complex and important project. It is an illustration of how much can
be accomplished on a collaborative basis. Nonetheless, it must be recognized
that none of this work would have been possible without the personal efforts,
involvement, and dedication of Professor Wilhelm Krelle.

Robert H. Pry

Director

International Institute for
Applied Systems Analysis



Preface

In this book the results of the Bonn-IIASA Research Project on Economic
Growth and Structural Change are presented to the public. The project was ini-
tiated in June 1983, when the former director of IIASA, Professor Holling, asked
me to draft a research plan on this subject and to act as program leader. It was
his intention that this project should become one of ITASA’s central research
programs. I agreed to draft such a research plan, to start the project and to act
as a program leader, if I could find sufficient support from collaborating research
groups in the most important countries. The research was to cover the whole
world, and it was clear that a project such as this one could not succeed without
the whole-hearted support of outstanding scholars in the most important coun-
tries and from national and international institutions as well.

The original research program was outlined in the “ITASA Research Plan
1985” (April 17, 1984, ECO I, pp. 1-7). The plan provided that a central group
at ITIASA would build a highly aggregated world model to relate the results of
parallel research in a consistent way. Then collaborating groups in different
countries would prepare detailed forecasts of economic development and struc-
tural changes in their countries. Similarly, the most important commodity
markets would be analyzed as well. Finally, there would be related special stud-
ies on the driving forces of economic development, on the statistical and
econometric identification and treatment of structural change, on linking
input—output models to the world model, and on the world steel industry.
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From February to June 1984, I stayed at IIASA to organize the project, to
draft a detailed research plan and to see whether enough international support
could be obtained. In March 1984, I presented the plan (and some related
research of my own) to several Institutes of the Academy of Sciences in Moscow
[All-Union Research Institute for Systems Studies (VNIISI), Central
Economic-Mathematical Institute, Institute of World Economic and Interna-
tional Affairs and others|, and again, in May 1984, at an ITASA workshop at
Albena (Bulgaria), and finally at the IIASA Conference on the Analysis and
Forecasting of Economic Structural Change, May 14-16, 1984, in Laxenburg.
This conference was organized to bring together the leaders of research groups
willing to cooperate in order to discuss the research plan. If we could find
enough support, the project would start. We found it, but unfortunately the
director of IIASA informed me shortly afterward that IIASA could not finance
the project owing to unforeseen financial constraints. It would have been a pity
to bury the project after all this preparation and given the enthusiasm from so
many sides that became evident at the conference. Thus, I sought the necessary
additional support from German funds. I succeeded, and the Bonn-IIASA
Research Project was born.

My first duty is to thank all those institutions that supported the project.
Of course, these thanks belong first and foremost to IIASA, but also to a large
extent the Deutsche Forschungsgemeinschaft (German National Science Founda-
tion), the Sonderforschungsbereich 303 (Special Research Unit 303) at Bonn
University, the Rechts- und Staatswissenschaftliche Fakultit (Faculty of Law
and Economics) of Bonn University, and Bonn University itself. For financial
reasons, it was natural for the central group to become established at Bonn
University. It worked intensively during 1985 and 1986 (with five scholars) and
during the first half of 1987 in reduced form (with two scholars). Thus, so far as
Part I of the book is concerned, it presents the work of two and a half years of a
small, very efficient and highly motivated group of scholars.

The links to IIASA were maintained by regular seminars at the Institute,
where some of the results of the project were presented and discussed. Anatoli
Smyshlyaev and, later, Tibor Vasko represented the project in Laxenburg and
were most helpful in organizing the workshops in which the central group and
the collaborating country groups met and coordinated their work. These
workshops were held in Lodz, December 9-10, 1985, and in Sofia, June 24-25,
1986. The final conference, where earlier versions of the chapters of this book
were read and discussed, took place in Laxenburg, November 24-25, 1986,

The members of the central group are the authors of the chapters of Part I
of the book. In addition, Professor Dubovsky, Dr. Eismont and Dr. Vasilyev
[from the Institute for Systems Studies (VNIISI), Moscow| and Dr. Gajda, Dr.
Sztaudynger and Dr. Czyzewski (from the University of Lodz) have been working
for some time in the central group at Bonn University. Of course, we also had
many visitors from all over the world. I wish to thank all the collaborators in
the central group for their full commitment to the project and for their successful
work. I extend these thanks to all collaborating scholars and groups all over the
world. Most of them appear as authors in Parts II to IV of the book. There are
some exceptions, notably Lawrence Klein, who fully backed the project and was
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present at almost all the meetings and conferences so that the project could
profit from his experience and advice. The same applies to Jean Waelbroeck.

As may be seen from the contents, the Bonn-IIASA Research Project cov-
ers only part of the originally planned research. Some parts had to be dropped;
but one other part has survived: the research of the statistical and econometric
identification of structural change, headed by Professor Peter Hackl of the
University of Vienna. The results of this research should have been used in this
project, and the experiences of this project might well have inspired statisticians
and econometricians to look for more appropriate estimation procedures. But
this was not possible. As a substitute, there was a parallel Bonn research pro-
gram on time-dependent parameters and latent variables in econometric models
and on estimation procedures in models with errors in the variables. The results
are in part reflected in our research. It was fortunate that Peter Hackl reported
on the work of his group at the final conference, in November 1986, and
Johannes Ledolter presented a paper on adaptive estimation and structural
change in regression and the time series models, so that at least part of their
message would inform this volume. The results of the statistics group will be
published separately, as Professor Hackl mentions in his “Methodological Note”
to this book.

I wish to thank the present director of IIASA, Professor Robert H. Pry; the
former director of IIASA, Professor Thomas Lee; and especially the former
deputy director, Vitali Kaftanov, and the IIASA Council representative of the
Federal Republic of Germany at ITASA, Wolf Hifele — all of whom encouraged
the project from start to finish, visited the central group at Bonn and furthered
our work through their sympathy and interest. Thanks, too, to the following
members of the Publications Department at ITASA - Robert A. Duis (Head),
Betsy Schmidt (Senior Editor), and Ewa Delpos (Graphic Artist) — all of whom
helped to make a unified book out of a complex, disparate set of manuscripts.

I hope that the scientific community as well as the political authorities find
the methods and the results stimulating and useful.

Wilhelm Krelle

Institut fiir Gesellschafts- u.
Wirtschaftswissenschaften
Universitat Bonn






Methodological Note

At the planning stage of the University of Bonn-ITASA Research Project on
Economic Growth and Structural Change, it became clear that the methodologi-
cal side of the task would be crucial for the strength and credibility of its results:
As a consequence, it was decided to create an informal Methodological Research
Group at ITASA on the statistical analysis of structural change. Experienced
statisticians and econometricians in this field were invited to contribute to the
aims of this group according to a research plan.

As mentioned in Professor Krelle’s preface, the idea of transferring
knowledge or results of the IIASA Methodological Research Group into the cen-
tral and local groups of the University of Bonn—~IIASA Project could not be real-
ized. Reasons - among others — were limitations of financial resources, and
difficulties in organizing communication with the various research groups in East
and West.

Nevertheless, some 50 statisticians and econometricians contributed to the
results of the ITASA Methodological Research Group. Meetings took place in
Lodz, Poland (May 1985), Berlin, GDR (June 1986), and Sulejov, Poland (Sep-
tember 1986). A selection of the papers presented at these meetings, together
with some invited papers, is to be published by Springer-Verlag as a multi-
authored volume entitled Statistical Analysis and Forecasting of Economic Struc-
tural Change; it is scheduled to appear in the 1988-1989 academic year. In 1985,
IIASA published Collaborative Paper 85-31, Statistical Analysis of “Structural
Change” - An Annotated Bibliography, by P. Hackl and A. Westlund, which con-
tains about 300 references on formal aspects of the analysis of structural change.
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The volume Statistical Analysts and Forecasting of Economic Structural
Change documents the status of the art in this field, which has recently attracted
the interest of both statisticians and economists. The authors give insights into
available methods and highlight new developments and trends. It is hoped that
the volume will further stimulate the interest of statisticians and make econo-
mists aware of available methods and their relevance and importance. The four
sections of the book are as follows:

(1) As an introduction, a chapter on “What can statistics contribute to the
analysis of economic structural change?”, tries to bridge the gap between
the ways of thinking and approaches of economists and statisticians. The
chapter deals with the terminology of “structural change”, discusses the
process of model building for nonexperimental data and particularly the
role of significance testing.

(2) “Identification of structural change” encompasses chapters that are con-
cerned with the detection of parameter nonconstancy. The procedures dis-
cussed cover a broad spectrum of techniques from classical methods, such
as the CUSUM test, to new concepts, e.g., tests based on nonparametric
statistics. Several chapters treat the robustness of the procedures with
respect to such conditions. Many of the chapters are illustrated by numeri-
cal data analyses.

(3) “Model building in the presence of structural change” discusses various
generalizations of constant-parameter models. Specification of models, esti-
mation of parameters and forecasting in the presence of structural change
are treated.

(4) “Data analysis and modeling” deals with “real-life” structural change situa-
tions, such as analysis of the poverty structure in a society, the notion of
technical progress, the dynamics of the IS-LM concept, Lucas’s critique,
and changing causality. The application of suitable statistical methods and
the interpretation of the results exemplify the relevance and difficulties.

The authors are: Y. Abrahamsen (St. Gallen, Switzerland), L.D. Broemel-
ing (Washington, USA), M. Deistler (Vienna, Austria), F.X. Diebold (Washing-
ton, USA), J.-M. Dufour (Montreal, Canada), J. Dziechciarz (Bremen, FRG), V.
Fedorov (Laxenburg, Austria), A.C. Harvey (London, UK), M. Huskova (Prague,
Czechoslovakia), W. Katzenbeisser (Vienna, Austria), A. Keller (Paris, France),
J. Kleffe (Berlin, GDR), W. Kramer, (Hannover, FRG), J. Ledolter (Iowa City,
USA), H.-J. Lenz (Berlin, FRG), J. Lukashin (Moscow, USSR), G.E. Mizon
(Southampton, UK), T. Ozaki (Tokyo, Japan), V. Ozaki (Tokyo, Japan), P.
Pauly (Philadelphia, USA), G.D.A. Phillips (Manchester, UK), W. Ploberger
(Vienna, Austria), W. Polasek (Vienna, Austria), J. Praagman (Eindhoven,
Netherlands), P. Robinson (London, UK), B. Schips (St. Gallen, Switzerland),
P.K. Sen (Chapel Hill, USA), P.H. Tong (Canterbury, UK), B. Térnkvist (Umea,
Sweden), H. Tsurumi (New Brunswick, USA), Z. Wasilewski (Lodz, Poland), and
A. Westlund (Stockholm, Sweden).
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Although collaboration between the University of Bonn-IIASA Research
Project on Economic Growth and Structural Change and the IIASA Methodolog-
ical Research Group could not be established as closely as was planned, the
results of the whole project will surely interest both economists and statisticians.
I hope that many economists find our volume Statistical Analysis and Forecast-
ing of Economic Structural Change useful and stimulating. The present book,
which reports on a very ambitious and rather unique modeling task, can inform
statisticians of the needs and problems of economists. For the authors of the
book, particularly Professor Wilhelm Krelle, I hope that statisticians as well as
economists will invest their efforts and profit from reading it.

Peter Hackl

Institut fiir Statistik,
Wirtschaftsuniversitit Wien
and ITASA, Laxenburg







PART 1

Analysis and Forecast of
Economic Growth and Structural Change
on the Basis of a World Model:
Results of the Central Research Group






CHAPTER 1

Growth, Decay and Structural Change

Wilhelm Krelle

Summary

We attempt to show the historically unique situation in which mankind now
finds itself, which forces are working and what may be expected in the future.
These general considerations are then used to study economic development up to
the year 2000. The driving forces are identified and their development explained
by a latent variable called “degree of economic activity”. This chapter provides
the philosophical background for the understanding of the following chapters.

1.1. Introduction: The Background of the Bonn—-ITASA
Research Project

We are lucky and privileged to live in an extraordinary period of the 2 million or
so years of the history of man. Mankind experienced only two real revolutions of
its way of life in its history. The first happened about 4000 to 6000 years ago
when mankind succeeded in taming domestic animals, growing corn, and
invented spinning, weaving, pottery, smelting and casting copper, bronze and
iron, wheeled vehicles and sailing boats. This was accomplished at different
places, but in the short span of about 2000 years. It took some 1000 years for
this knowledge to spread from its places of origin over the world. This first agri-
cultural and artisan revolution radically changed the way of life of mankind.
Instead of living in small nomadic tribes, gathering food and hunting, man set-
tled in permanent houses, cities came into being, large empires developed, writ-
ing, reading, calculating, and all kinds of cultural activities emerged. The size of
the world population increased by a factor of six between 4000 and 2000 B.C.
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Figure 1.1. World population. Sources for (a): (1) W. Fucks, Uber die Zahl der Men-
schen, die bisher gelebt haben, Z.f.d. ges. St. W. 107 (1951), pp. 440-450. (2) Carr-
Saunders, World Population, Oxford (1936), Tab. 8, p. 42. (3) UN, Demographic Year-
book (1959), Tab. 2, p. 127. (4) UN, The Future Growth of World Population, New York
(1958), p. 23. Sources for (b): (1) See above. (2) Forecasts from R. Freeman and B.
Berelson, The Human Population, Scientific American (Sept. 1974), pp. 36-37.
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Figure 1.2. Regional distribution of world population. Sources: (1) Q.H. Stanford, The
World’s Population, Problems of Growth, Oxford (1972), p. 19. (2) UN, Demographic
Yearbook (1956 and 1978).

As far as technology is concerned nothing much happened after this until
the industrial revolution started in the 18th century in Great Britain. Living in
Goethe’s time in Germany was not much different from living in emperor
Augustus’ time. But our current way of life is simply incomparable to that. The
industrial revolution is now spreading very fast around the world — fast indeed if
one compares this with the hundreds or thousands of years it took for the use of
a new tool or knowledge to spread over the world in former times; cf. the details
given in the Ozford History of Technology. The world is now capable of support-
ing a much larger population. Figure 1.1 shows the singularity of our period
graphically. Figure 1.2 illustrates that the population explosion followed the
path of the industrial revolution: first the European population expanded sub-
stantially, increasing from 20% to 36% of the world population. This trend is
now being reversed. Of course, world GDP per capita increased substantially
from $200 in 1775 to $1800 in 1975 (see Figure 1.3) and will increase further if
the growth process can be continued. This assumption is not unrealistic. If the
growth process continues with a per capita growth rate of 1%, the world average
income per capita in about 200 years would be that of people in the Federal
Republic of Germany, or France, or Japan today. If this increases by only 0.5%,
world average income in 200 years would be comparable to that of the citizens of
Portugal and Greece today. This, of course, is not a forecast but simply a trend
extrapolation. We do not need it further. But it is interesting that it does not
yield unreasonable and unacceptable results.

The industrial revolution not only increased the average world per capita
income enormously (it grew by a factor of 9 in 200 years), it also substantially
widened the difference in per capita income between nations. This is intuitively
clear: if some nations succeed in extending their GDP per capita and others stay
at the old level, world income distribution must become more unequal. The
imbalance is now substantial, as may be seen from Table 1.1. Average GDP per
capita was $9440 in the OECD countries and $230 in the low income countries in
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1979. The OECD countries comprise about 16% of the world population, the
low income countries about 53%. The Lorenz curve of world income distribution
(with respect to groups of countries in Table 1.1) is given in Figure 1.4. The
degree of inequality is comparable to that of Great Britain in 1801, though the
British income distribution at that time was more unequal in the higher income
brackets and less unequal in the lower ones than the world distribution today. It
is also apparent from Figure 1.4 that world income distribution became more
unequal from 1960 to 1984. This unfortunate trend will continue until birth
rates are reduced in the low income countries and the wave of industrialization
reaches them fully. But after that the developing countries will catch up to the
average level of the presently industrialized ones. This will reduce the inequality
of world income distribution. It may become comparable to the domestic income
distribution of an industrialized nation now; see the Lorenz curve for the Federal
Republic of Germany in Figure 1.4.

There are people who think that the developing nations do not have the
chance to reach the level of the developed ones since there are not enough
natural resources left to them. This argument takes no consideration of the
working of the price system with respect to exhaustible resources. The price of a
commodity rises and its consumption per unit of output is reduced if its supply
declines. Figure 1.5 shows this for crude oil. The actual figures of total supply
of crude oil, of crude oil price and of the depletion rate (= ratio of extraction to
known extractable reserves) are represented for the years 1900-1985 or
19501985, respectively [1]. Since about 1965 the depletion rate has stayed con-
stant in spite of rising extraction because prospecting for new sources has stayed
in fixed relation to the exhaustion of the old ones. This will continue until all
extractable resources are known, say in the year T. Up to that year the real
price of crude oil will increase at an average rate approximately equal to the rate
of growth of world GDP, and total deliveries will stay approximately constant.
After the year T the Hotelling rule applies: the real oil price will increase at the
real rate of interest (about 5%), and total supply will decline at the rate of deple-
tion (about 3%). The year T might lie well beyond the year 2000.

With increasing prices of a resource, substitutes become economically feasi-
ble, e.g., for crude oil: atomic energy, wind, geothermal energy, solar energy,
perhaps later fission energy. Moreover, the demand is reduced. Resource saving
is also enforced by the declining proportion of manufacturing in GDP. This fol-
lows from the changing demand structure if real income per capita increases
(Fourastie’s law). Figure 1.6 shows this trend for the USA in the past. Of
course, total energy and raw material consumption on the world scale will still
increase until the developing countries are fully industrialized. The decline
starts after that.

The spearhead of scientific, economic and cultural development which is
connected with the center of political power will change as well, as it did in the
past: see Figure 1.7. Between 4000 and 100 B.C. the most advanced centers of
human culture were in China, India, Mesopotamia and Egypt. These centers
developed more or less independently of each other. Nevertheless, a slow flow of
information from one center to the other took place. Europe was touched very



The Future of the World Economy

-K[oa1yoadsas ‘6L—0L6T ‘00961 sporrad ay) 03 10 §L6T Teak ay) 09 I3JoI pue ‘191997 ‘seT "dd ‘Ig6T
poday purwudopas(g puogq 2Y) WOl udye) ale daoqe padnpoidar sondy Y], ‘9967 Hoday puawdopasq puosg 2y woljy Buissiux a1e saIndy 989y,
"$52-¥52 ‘602~90C "dd ‘(9861) "D ‘uorBuiysep ‘Yuweq PlIOM Y, ‘9867 [110doy yuswdofeadq PlIOM | #yomagsbunpommuaay 991005

1°s

N 4

06

¢'e

0SZ'11

61

0
9%

€S

9'S

8¢

09¢

0682

¥e
4

vy
Vi

0SZ'T

681°T

80
80

¢S

68¢

L0
o1

Ve
L'y

0e¥' 11

€EL

¥8-€L61
£L-9961
(3) ores
[1moi3 s3eioAe
‘uoryerndog

¥8-€L61
€L-9961
(%)
97e1 Imoid
a8eava® ‘JOon

(%)
‘¥8-9961 ‘o7ed
#0183 afeioae

‘eydes/dan
()

861
‘endes/dan

(uorqyrur)

¥861
‘uorye[ndog

83143un0?
Jwoous

ybyy

8314un0d
woIur
moT

82143uN02
2woou

PPN

83t43uno2 busdopanap Apsopy

(82143un02 YIWD)
823U0U023

[pr48npus
Jay4vwiuo N

(8ars3un05 G 0)

§23U0U0I3
19§40
pazyvragenpul

40302tpuy

'suo18a1 priom ‘ended 1ad Jao 1T 2190L



Wilhelm Krelle

‘¥86T PUB 0961 ‘UOIINQIIJSIP SWIODUL P[IOM JO IAIND ZUIIOT §'T a4nbrg

%¥'0 = setnyunod Surpzodxa (10 Y18 = %292 =
VAND  dwooul %008 =
%¢€'ST = ADIO S[ppiu swodut mof
Y A 3
9 05 oy 0¢ 0Oz O
z SRR AT %Yy =
uonyerndod pjrom < LI I —_— —$3113UNOD BWODUL MO[
e - - —
= = %021 =
= e - 0T ¢ soujunoo swoout a[pplw
7 - 02 %I =
\ .7 ——— SaUNOd VHIND
K4
. 08 %L1 =
0961 —— / - %metacsou Buiodxs [0
$861 ‘UOIINQLISIP SUIOIUT
P10 JO 3AIND ZUAIOT] > - 0¥
/,
! -0g
1081 ‘urejuig yea1d J 1861
ur uo1ynqlIysIp / ‘DY A 24 09
aWO0dUT JO IAIND ZUBIOT ' 10 9AIND ZUIIOT %V'L9 =
:uostreduwiod 10y ———» ! » ——— 89113Unod GO0
i - 0L
1
! ~08
/
'
' 06
001
f

j dUIodUT p[IoM [830} JO Y



The Future of the World Economy

10

‘sooud 1o pue A[ddns 1y ‘¢'T a4nbryg

L 98 ¥8 T8 08 8L 9L ¥L TL A 0961 OF 0€610Z61 O1 0061
Té 1 1 1 I 1 1 1 1 1 i i I | i i 1 \.\/\( [ 1 i
%1+ .\.\.\.--l-:--- e
%+ : Sq%z[ 00
F— %e 4+ ~o— / — \\// %
%y <+ ! ~~ o1+t 0001
| ~
L e .
ajel ! aje1 uonpadag
uorjajdag / gr 4 0051 4+
oz % ooougx
STt 00ST +-
. 0t + 000¢ +
#-
. \ K
K L (10412q/g)
\ sa9oud 10 aoud [lo apn1p
v

(3 uorquw) [ro apnid jo
A|ddns ppaop



Wilhelm Krelle

100% ] | | ]

Agriculture

- Mining and quarrying

Manufacturing

-~ I'd
- N o~ -~

, -

- bonstructlon

- /_ 1
\r

|\f Public utilities

50% — (electricity, water,

gas)

Services

Observations

A

. T

.........

\\f

~ e

—

0 T I - T

1950 1960 1970 1980

Figure 1.6. Shares of value added, USA.

11



12 The Future of the World Economy

Figure 1.7. Changes of the centers of culture in the world.

late. First Greece became a center (600-200 B.C.), then Rome (200 B.C.-500
A.D.), Western and Northern Europe (Spain, Portugal, France, Germany, Great
Britain, 500-1900), and finally North America and Russia (1900-?). Now the
wave is turning back to Japan and China (1980-?). Of course the old centers (as
a rule) kept part of their cultural inheritance and influenced other countries.
But they lost their superiority. It is interesting to note that the centers of cul-
ture and power have existed only in the northern hemisphere and have moved
predominantly from East to West (ez oriente luz), with the notable exception of
Russia, where Czar Peter the Great opened the country to western influence. In
these centers of culture new knowledge was created. It spread with greater or
lesser speed (in fact very slowly in the past, but now rather faster) to other coun-
tries through scholars coming to learn in these centers, by trade, traveling,
books, and other means of information. It takes time for new insights into forms
of social organization and behavior to be taken up by other nations.

Assume that the rate of change £ in the number of z of people who know of
a certain new discovery (or who conform to a new behavior or take up a new
production process which has proved to be more advantageous to society) is pro-
portional to z (since the more people that are informed, the more likely it is that
they “infect” the uninformed ones) and to the number of those who are not
informed (because the more people that are not informed, the more likely it is
that one of the set of uninformed people will be informed). Thus we have

a proportionality factor, where Z is the total population. This is the differential
equation of the logistic curve which describes the spread of an epidemic disease.
The solution of this differential equation is
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where T = a/b, aZ = d, and ¢ = a constant determined by the initial condition.

Figure 1.8 shows the graph of a family of these functions. It shows that
there is a hierarchy of regions. It takes about T years for the new knowledge (or
behavior or production process) to spread to the periphery of the development
area. Thus there will always be a difference between the degree of development
of nations though the center of gravity of culture may (and will) change [2].

1.2. Explaining Long-Term Development with the
Latent Variable “Degree of Activity”

Mankind is organized in societies which are now mostly equivalent to nations.
There are “active” societies which are striving for achievements in different fields
(political dominance, economic efficiency, cultural and scientific accom-
plishments) and “passive” ones which do not move. They are trapped in a
repetitive behavior pattern and from outside they seem to be petrified. It is clear
that active societies will dominate in one form or another over those passive ones
which are “near” to them, if they are not too small and if their state of technol-
ogy in relevant fields is superior enough. Thus other societies are incorporated
into or affiliated with or subdued by the active ones, and large empires arise.
They may survive for centuries if they provide some advantages to the depen-
dent societies as well. This superposition of one active society over one or
several passive ones may well be one reason for the formation of a class structure
within the society, as Alexander Riistow (1950) suggests, but there are others.
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After a while the “active” society becomes saturated. Its success seems to
indicate that no further change is necessary. The degree of activity declines and
other societies take over the leadership.

This picture has to be modified today. There are no isolated regions of the
earth anymore. The world will become an interdependent network of centers
rather than a hierarchical order of nations as far as science and technology is
concerned. One nation may be leading in one field, others in other fields. The
technological “distance” between them may become a matter of weighing
different fields. Of course, larger nations will have the chance of being in the
leading position in more fields than smaller ones. The fast flow of information
allows for only small and temporary advantages of one nation with respect to
others. Thus the industrialized centers of the world will move nearer together
and the developing countries will catch up after a while, though not in the time
span we are considering [3]. Of course, there will always be an uneven distribu-
tion of income and wealth between countries as well as within countries. The
gap in GDP per capita between developed and developing countries will widen
further in the next 20 years. Later one may expect a tendency to a more even
distribution on the world scale.

A similar development is to be expected as far as political power is con-
cerned. There will be several centers, but the predominances and alliances will
change. As far as one can see now, China may become one of the leading centers
in the next century.

We explain these secular changes by relative movements of the degree of
activity of a society. This is a latent variable comparable to “intelligence” or
“willpower” on the individual level or to “entropy” in thermodynamics. These
concepts describe the state of a complicated system in an aggregated way
without going into detail and without (by themselves) explaining the reasons for
this state. The explanation is left to a second stage of research which, of course,
must follow. But first the latent variable “degree of activity” of a society should
be filtered out from a set of appropriate indicators, just as, for example, the
“intelligence” of a person may be measured by a system of tests comprising his
(or her) ability to read, to write, to find out patterns etc.

Degrees of activity may be measured in different fields: political, military,
economic, research, the arts and others. These are interrelated. Political and
military activities yield power which (as with economic activities) in turn pro-
vides financial means for cultural and scientific activities. Thus in the long run
the centers of political power will coincide with the centers of cultural and
scientific activities. In the following chapters we only consider the degree of
economic activity, but here we reflect on the degree of activity “in toto”.

When does a society have momentum? The answer is: when a large
number of individuals in the population are willing to work hard and to make
sacrifices to achieve the same goal, and if these efforts are coordinated. Coordi-
nation may be achieved by a strong leadership but also by an appropriate incen-
tive system, e.g., an appropriate religion or an ideology which provides a com-
mon value system and psychological rewards for activities in this direction. Of
course, there are also “passive” religions and ideologies which put brakes on all
or many secular activities. In modern societies the coordination of economic
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activities is largely performed by the price system. But there are limits to both
approaches: too many and too stringent a set of regulations hinder or even de-
stroy individual activity. Conversely, if the price system is the only regulator of
economic activities, there will be monopolies and an unequal and unjust distribu-
tion of income and wealth and, as a consequence, class struggle and internal
social unrest which will also reduce the degree of activity. There is an inter-
dependence between the “ideological superstructure” of a society (i.e., its reli-
gious and other ideas and ideologies) and the actual situation: the value system
determines the actions which in turn codetermine the actual situation, and the
value system itself is heavily influenced by the actual situation. This is Hegel
and Marx united. There is nothing mystical about such interdependencies.

It is difficult to keep a society on the track of a high degree of activity for a
long time. There is always a nonzero probability of falling off one of two preci-
pices: too many regulations and overly rigid organizations which yield a
petrification of the society; or too few regulations and organizations which result
in a disintegration of society. In both cases competing societies with a higher
degree of activity will eventually take over the leadership. This was the case in
the past and will happen in the future. The transition need not come by force.
The old leadership may simply fade away, as the British Empire did. This seems
to be more likely than World War III. There are no economic reasons for a
long-term breakdown of human society.

This is the (somewhat optimistic) background for the Bonn-ITIASA
Research Project. It deals with economic growth and structural change over the
relatively small time span of about 20 years. This allows a much more detailed
use of the available economic theories, and may give more specific hints as to the
appropriate economic policy in each country. But the results should fit into the
broader picture of historical development and of very long-term projections.

It is a control theoretical problem to keep a society on the path of a rela-
tively high degree of economic activity. If the society shows signs of weakness
because it moves too much in one of the two dangerous directions, efforts will be
made to correct the aberration. Thus we may expect cyclical movements of the
degree of activity. We shall show later that these cycles may be identified with
the long-term Kondratieff cycle. Our own projections are based on this
approach. But before coming to this we shall briefly review other long-term pro-
jections.

1.3. Some Other Long-Term Projections

There are other long-term projections which come to similar conclusions and
those which come to quite different ones from ours. We shall start with the more
“philosophical” approaches.

Marx (1894, Ch. 15) projects the “end of the historical epoch of capitalism”
(which may be interpreted as a breakdown of the market economies) whereas the
communist economies would fully enjoy the blessings of technical progress and
growth. Spengler (1919) finds a “Decay of the West” (which may be interpreted
as a decline of European and American economies in absolute or relative terms
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compared to the Asian or African countries). He thinks of a culture as behaving
in an analogous way to an individual: it passes through a period of youth, full
development of its abilities and of old age and death. Toynbee (1947) comes to
similar conclusions, but for different reasons: it is a lack of response to the
requirements of the natural, social, and political environment that leads to the
ultimate decay. Olson (1982) specifies this idea by pointing to institutional rigid-
ities as the main reason for this lack of vitality. Sorokin (1957) believes in a
cyclical change between three types of culture (ideational, idealistic, and sensa-
tional) and thinks that we are now in a transition from the sensate (= positivis-
tic, science-oriented, agnostic) phase of culture to an idealistic or ideational (=
philosophical or religious) phase where the center of creativity shifts from
Europe “to the larger area of the Pacific-Atlantic”.

There are also theories which do not recognize a rise and decline of a cer-
tain culture but identify changing stages or cycles of performance of a society.
Aristotle may be first named here. In his book Politics he distinguishes three
“good” types of constitutions: kingship (the rule of the best to the advantage of
society), aristocracy (the rule of a few excellent citizens to the advantage of
society) and politie (the rule of all citizens to the advantage of society). Each
type may degenerate: kingship to tyranny, aristocracy to oligarchy and politie to
democracy. The degenerate forms are all defined as despotism to the advantage
of those in power without rule of law. The degenerate forms of constitutions
lead to decay of the community, to revolution, and finally to a change of the con-
stitution. There is no strict order of change. Pareto (1916) sees history as the
result of a circulation of the elites. Elite is a name for the ruling group. It
imposes its rule on the majority and identifies its own perception of utility with
the utility of the population. If the elite deteriorates and loses the willingness to
use force, there will be revolution, disorder and decay until a new elite takes over
and organizes society according to its perception.

Berdiajew (1927) denies any progress in history. Each generation lives in
its own right. Cultures come and go, but there is no trend, no goal in history.
This is close to Alfred Weber (1951), who distinguishes between culture and
civilization (this conforms to an old tradition in German philosophy). Civiliza-
tion comprises “practical knowledge” as provided by, for instance, the natural
sciences and engineering. Culture means the value side of human life and
comprises religion, philosophy, literature, art, and the like. There is no progress
in culture, though there may be cyclical movements, whereas progress is possible
in civilization.

On the economic side Kondratieff (1926) must be mentioned: he supported
the existence of long-term waves without presenting a theoretical background.
Schumpeter (1939) and others explained them on the basis of great tasks which
confronted society: the introduction of the steam engine in industry, the use of it
in transportation (railways and steam boats), the electrification, later the motori-
zation of society, etc. But this does not explain the regularity of these waves,
nor the low tides in between, since the basic knowledge for each new wave was
available long before the wave actually started. We shall suggest an explanation
later.
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Figure 1.9. Forecast of world economic development by Meadows et al. (1972); see Fig-
ure 1.10.

In the present computer age world models have been constructed to forecast
the long-run development of the world economy. One of the first (and the most
spectacular one) was that of Meadows et al., The Limits to Growth (1972). It
was built in order to show that the world is on the edge of an abyss and will col-
lapse in a relatively short time if basic changes are not initiated at once. These
changes are: a total stop to further industrialization, at least in the already
industrialized countries (zero growth), substantial savings in the use of energy
and minerals, conservation of nature, reduction of pollution, and basic redistri-
bution of income from North to South. The most striking results of Meadows et
al., can be seen in Figure 1.9 where a collapse of industrial production and of
population was forecast relatively soon after the year 2000. The forecasts of
Mesarovic and Pestel (1974) (see Figures 1.10 and 1.11) are more “normal”. The
socialist world and the Middle East are the winners in these forecasts. The Bart-
loche Model [see Bruckmann (1976) and Herrera, A.D., Scolnik, H.D. et al.,
(1976)] has quite another character. It is a planning model constructed from the
point of view of the developing regions of the world. It allocates capital and
labor worldwide in such a way that life expectancy becomes maximal at birth in
all regions of the world. This, of course, amounts to a huge redistribution of
capital and wealth to the advantage of the developing regions. In this case
“basic needs” could be fulfilled in Latin America in the early 1990s, in Africa in
2008 and in Asia in 2040. In developed countries the growth rate of GDP will be
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drastically reduced. The authors do not see any physical limits to growth such
as Meadows does.

The UN Model constructed by Leontief et al, (1977) is an input—output
model for the whole world. Different target growth rates of GDP per capita are
assumed for developed and developing regions of the world and the implications
for structural change, international trade, the balance of payments, and the
income gap between developed and developing countries are estimated. The
results are that there are no physical barriers to growth (neither with respect to
natural resources nor with respect to abatement), but far-reaching changes in the
social and political order of developing countries are necessary.

The most recent and most comprehensive world model is the Globus Model
developed by Karl W. Deutsch and collaborators at the Wissenschaftszentrum
Berlin and published recently by Stuart A. Bremer (1987). It is not constrained
to the economic sphere but covers also demographic and political processes
(domestic as well as international). Globus is a huge system of some 40,000
equations; it is dynamic, continuous and recursive, noneconometric, constructed
in the spirit of control theory and systems analysis. The results are optimistic:
the growth process will continue and the north-south GDP per capita
differential will decline. Our result is more pessimistic as far as the north-south
GDP per capita ratio is concerned.

Of course, these are only crude outlines of the methods and results reached,
and not all existing long-term world models are covered. For more details and
an overview of this whole area see Meadows et al. (1982), which is a report on
the Sixth ITASA Symposium on Global Modeling.

The pessimistic outlook of some of these results and especially the conse-
quences drawn by some of their authors (that the economic order of the world
must be changed as soon as possible to avoid disaster) are to be explained by the
time of their origin when, at the end of more than 20 years of unprecedentedly
rapid economic growth, the widening gap of GDP per capita between most
developing and developed countries and the necessity of structural changes
became apparent. If there is enough flexibility in the price system and in organi-
zational forms or (on the side of planned economies) in the planning system, and
if the developing nations can change their social and political order fast enough
and reduce their birth rates sufficiently, the necessary changes will be accom-
plished more or less smoothly and without much ado. But otherwise there will
be a crisis accompanied by a feeling of being caught in an inappropriate system
which has to be radically changed. But the process of development takes time
since it depends on education, transfer of knowledge, change of behavior and of
institutions. There is no way of jumping from one stage to the next. Impatience
and force will only prolong the state of transition that the world is in.

There is a series of studies of the Hudson Institute, especially by Herman
Kahn and others, which lie somewhere in between the “philosophical”® and the
formal approaches, see, e.g., Kahn (1979). Kahn and his collaborators use partly
formal and partly informal methods of forecasting different features of the world
to come. One of his forecasts is reproduced in Figure 1.8. These projections are
mostly more optimistic than those mentioned earlier as far as averages are con-
cerned. As to the distribution of world income they are more pessimistic.
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There are several world models in operation now which are constructed and
used for short-term forecasting (say from 1 to 5 years) and for other purposes,
e.g., the Link Model of Lawrence Klein, the Wharton Econometrics Model, and
the EPA Model of the Economic Planning Agency of Japan [4]. They are much
more detailed than the long-term world models. But since they follow the
Keynesian line in so far as they are demand driven, and since the long-term sup-
ply conditions are usually taken as exogenous, they cannot be used for real long-
term purposes.

The Bonn-IIASA world model can be placed between the “futurologist”
and the short-term world models. Its results are consistent with those long-term
projections which do not forecast total disaster, at least not in the foreseeable
future. This implies that mankind is able to manage its own problems: first,
that devastating wars can be avoided; second, that the rising prices of exhausti-
ble resources will induce substitution by other resources and savings such that
these resources will always be available (though in decreasing amounts); third,
that pollution can be controlled and the natural environment preserved such that
this planet stays inhabitable; fourth, that all nations now lagging behind in
economic development will catch up eventually; some of them may even reach a
leading position. But this will take time.

1.4. The Bonn—ITASA Research Project

The Bonn-IIASA Research Project is concerned with economic growth and
structural change “in the medium term” of about 20 years. Economic growth
and structural change are phenomena which are barely perceptible in the short
run but which exert a decisive influence in the long run. On the other hand,
15-20 years are short enough to take the existing states and their basic political
and economic order as given and to forecast labor supply and technological
development. The existing economic theory is applicable and allows forecasts.
These forecasts are not prophecies. They show future lines of economic develop-
ment of nations conditional upon assumptions on the trends of the driving forces
of this development. Hopefully, those nations which find themselves on the dark
side of development will counteract and reverse the trend. This would, of
course, invalidate our forecasts. We would be happy were this to happen.

Mankind lives in societies that are organized as nations or countries. Thus
the project considers the most important developed countries separately. The
analysis and the projections comprise:

(1) The growth of GDP or NMP in total and per capita of the most important
countries. This will show the change in the relative economic importance
of nations.

(2) The sectoral composition of GDP or NMP, i.e., its subdivision into agricul-
tural production, manufacturing, services, etc.

(3) The commodity flows between countries (exports and imports).
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(4) The commodity composition of these flows.
(5) The capital flows between countries and the cumulation of international
debts and assets.

Of course, in order to analyze and forecast these variables we shall need
other variables (such as prices, exchange rates, capital stocks) which have to be
explained in turn. A large amount of data had to be gathered, made consistent,
and then analyzed. This would not have been possible without the whole-
hearted support of collaborating research groups and scholars in many countries.
Details of the system and the forecasts will be given in the following chapters.
Here we shall present the basic approach.

1.5. The Main Driving Forces of Economic Growth

In order to understand economic growth and to forecast possible future develop-
ments it is necessary to identify the main driving forces of the economic develop-
ment which in turn are governed by the latent variable “degree of activity”. Our
approach is best understood by assuming a production function for each country
where the production Y’ (measured in a specific way) is a linear homogeneous
function of labor input L, of the “state of technology” 7, of the capital equipment
K and of the access to foreign resources IMp approximated by real imports of
raw materials and energy:

Y* = f(L,7, K, IMp) (1.1)

Domestic secondary inputs are netted out. This allows us to group the direct
real driving forces of economic growth in four categories, namely in those which
influence L, 7, K or IMp, respectively.

(1) The first driving force is growth of labor input L, measured in working
hours. We have by definition

L=POP-)-h-e (1.2)

where POP = number of population, A = labor participation rate, h =
working hours per employed person per year, e = rate of employment
(including self-employment). For OECD countries we used forecasts for
POP from UN statistics and estimated the development of A, Ak and e. For
CMEA countries L is approximated by the number of persons employed in
the material sphere. Forecasts were taken partly from estimates of the UN,
partly from estimates of the countries themselves. For developing countries
L is approximated by the labor force as forecast by the UN. Thus we took
L as a predetermined known variable which is not influenced by the latent
variable “degree of activity”.
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The next (and most important) driving force is technical progress, i.e., the
growth rate of . We use this term in a very broad sense to include all
influences which come from research, development, education, organization
of society, natural environment and from qualitative changes in capital
which are not reflected by the price system. We define

ST, T .
e Tk 1.3

where 7, is an index of ability (or knowledge) of the members of the society,
7, an index of their willingness to work, 7, an index of the organizational
state of the society, 7, an index of the state of the environment (in the sense
of the easiness of access to natural resources within the country) and 7, is
an index of the quality of capstal. 7,, 7, and 7, relate to labor and may be
put together to form an index r; of the “quality” of labor [5]. All constit-
uents of 7 with the possible exception of 7, depend on the latent variable
“degree of activity” u. Thus we get

rar(u), 7>0 (1.3a)

We estimated and forecast 7 on the base of possible future values of u [6].
The third driving force is capital accumulation. The capital K of a country
is an index for the production power of domestic capital goods K dom 414
imported capital goods K*™P:

K = Kdom + K'mp

where a possibly higher productive power of imported capital goods is, as a
rule, taken care of by their higher real prices in domestic currency. Capital
accumulation is defined by

K=K_,(1-d) + I (1.4)

where d is the rate of depreciation and I = AK%™ 4+ AK*™ is determined
by the investment ratio s:

I=s-Y (1.5)

= real GDP or NMP. Thus capital accumulation is determined by the
real shape of d and s. We kept d constant at the average historical rate [7].
The investment ratio s depends on GDP or NMP per capita (= Y/POP),
on the willingness 7,, to work for the future, on organizational abilities 7, of
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the leading groups of society and on the future discount rate p:
s = f(Y/POP,1,,7,.p) (1.6)

7,, and 7, depend positively on u. The influence of Y/POP is small for the
ranges of Y/POP to be expected in the forecasting period. The more un-
certain the future, i.e., the higher the future discount rate, the smaller the
propensity to invest. Thus we have

+ —_
s~ go[u, p (1.6a)

where the signs above the arguments indicate the signs of the partial
derivatives. But the future discount rate p also depends on the latent vari-
able u: a higher degree of activity is correlated with a more optimistic
outlook into the future, i.e., with a smaller discount rate. Thus we have

p=p(u), p <0 (1.6b)
and therefore
s=s(u), s>0 (1.6¢)

The relations (1.3a), (1.6b) and (1.6c) are used to estimate the latent vari-
able u; see Section 1.6.

From (1.6b) and (1.6c) we see that s and p are inversely related. This
may also be derived by optimizing consumption over an infinite time hor-
izon under the constraint of a production function for a given rate of time
discount; see Krelle (1987).

(4) The last (but not least) driving force in this category is determined by
greater international diviston of labor which in our approach is measured by
an increasing amount of imports IMy of secondary factors of production,
mostly raw materials, intermediate goods and energy. This is where the
influence of the international economic order and of international capital
flows comes in (the other driving forces are of domestic origin). In the
current approach we took the secondary imports to be endogenous vari-
ables which depend directly only on other economic variables, not on the
latent variable u. But since the other economic variables depend on u via 7
and s, the imports do likewise.

We now turn to the monetary side of the economy. Here the exogenous
“driving force” is the money supply M (for OECD countries and developing
market economies) and the monetary wage level ! (for CMEA countries). We
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estimated functions for the velocity of money (for OECD and developing coun-
tries) from which the domestic price level is determined. For CMEA countries
the domestic price level follows from the ratio of the nominal wage rate to the
real wage rate which is related to labor productivity.

Summing up, we have for each country the main exogenous driving forces
L, 7, s,dand M (or ) where 7 and s depend in turn on the “degree of activity”
u. The driving forces of all countries determine simultaneously the economic
performance of all countries. Details are given in the following chapters.

1.6. Some Empirical Results: Development of the Rate of
Technical Progress, of the Savings Ratio, and of the
Time Discount Rate

These three variables are used as indicators for the latent variable “degree of
activity” u; but they are also (along with the rate of growth of the labor force)
the most important driving forces of economic growth. Therefore it is interesting
to look at their time shape in the past.

We start with the rate of technical progress w,= (1 — 7_;)/7_;. This vari-
able is not directly observable. We use the following method for the
identification of w, [8]. As pointed out earlier, the major part of 7 is associated
with the quality of labor. Therefore we specify the technical progress as
Harrod-neutral. Instead of equation (1.1) we use

Y* = f(Lr, K, IMpg) (1.1a)

This equation may be rewritten in terms of growth rates [9] and solved for the
latent variable: w,:

w,=1/a (wy — aw; — Pwyg — ywyy)
(1.7)
a+pP+v=1

where a, 3,y denote the production elasticities of labor, capital and imported
factors of production, respectively, and wy, = WM, - In equilibrium growth:

and equation (1.7) becomes simply

W= wy/p = wy — w (1.9)
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In equilibrium growth, the rate of technical progress coincides with the growth
rate of labor productivity. For disequtlibrium growth we define

dK = Wy — Wy, dM = Wy — Wy (110)
and obtain from equation (1.7):

w, = wy — wy, — (B/a)dg — (v/a)dy (1.11)

In disequilibrium the growth rate of technical progress is determined only
partly by the rate of growth wy — wy of labor productivity ¥/L. The term
(B/a)dy measures the influence of a changing capital coefficient K/ Y, the term
(v/a)dyy the influence of a changing import coefficient IMp/ Y, i.e., of a changing
international division of labor. Both influences have to be deducted from the
growth rate of labor productivity to get the rate w_of technical progress proper.

In order to make the influence of dy and d,, visible, we also define an
adjusted growth rate of technical progress:

@, = wy; — (B/a)dg = (1/&)(wy — dwy, — Buy) (1.12)

@=al(l-v), B=8/1-1), a+f=1

Now we get
wr= w‘r - (’Y/a)dM (1‘13)

We estimated «, 3, v for the reference period 1955-1982 (see the following
chapter) and thus arrived at three different measures for the rate of technical
progress:

- labor productivity wy /L
- the adjusted growth rate %, of technical progress, and
- the growth rate w, of technical progress proper.

Figures 1.12-1.15 show the graphs of these three functions for the USA, the
FRG, Japan and the USSR. The figure for the other countries look similar, with
the exception of the GDR. The vertical distance between the graphs of wy/L,
and @, shows the influence of a rising capital coefficient, the vertical distance
between 1, and w, the influence of a rising import coefficient, i.e., the influence
of an increasing international division of labor. In equilibrium growth all three
graphs would coincide.
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Figure 1.12. USA: actual development of labor productivity and technical progress.
Sources: (1) OECD, National Accounts, Vol. I. Main Aggregates, Paris (various years).
(2) OECD Labor Force Statistics, Paris (various years). (3) ILO, Yearbook of Labor
Statistics, Geneva (various years). (4) Our calculations and estimates.
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Figure 1.13. FRG: actual development of labor productivity and technical progress.
Sources: see Figure 1.12.
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Figure 1.14. Japan: actual development of labor productivity and technical progress.

Rate of technical progress and labor productivity (%)
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—— Labor productivity, 5-year moving average, % growth rate = Wy/1

- Technical progress, 5-year moving average (with imports), % = w_

— Technical progress, 5-year moving average
(only capital and labor, without imports), % = 0,

Sources: see Figure 1.12.
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- Technical progress, 5-year moving average (with imports), % = w,
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Figure 1.15. USSR: actual development of labor productivity and technical progress.
Data sources for the CMEA countries: {1) UN Yearbook of National Accounts Statistics,
1970-1982. (2) Statistical Yearbook of the CMEA (Statisticheskij Ezhegodnik Stran
Chlenov SEV), 1971-1983. (3) UN, Yearbook of International Trade Statistics, 1977,
1982. (4) National Statistical Yearbooks of USSR, Bulgaria, CSSR, GDR, Hungary and
Poland for various years.
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Figure 1.16. Investment ratios. Sources: (1) OECD, National Accounts, Vol. I: Main
Aggregates, Paris (various years). (2) Our own calculations. (3) For USSR, see Figure
1.15.

The most striking feature of these figures is the fundamental decline of the
rate of technical progress, starting already in the 1960s. This is true for all coun-
tries in East and West with the notable exception of the GDR where this rate
stays almost constant.

The same unfortunate development can be seen in the snvestment ratio (see
Figure 1.16) and also in the future discount rate. We approximate this rate by
the government bond yield. Figure 1.17 shows the time shape of the negative of
the bond yield for the USA, the FRG and for Japan.

1.7. The Identification of the Latent Variable
“Degree of Activity”

Here we wish to forecast technical progress and the investment ratio. Both
depend on the latent variable “degree of activity” u [see equations (1.3a) and
(1.6c)]. We estimated u from the three indicators w,, s and p by the method of
principal components and fitted a sinusoidal curve # through these points. Fig-
ure 1.18 shows the results for the FRG. The curves for the other OECD coun-
tries look similar. For the USA, FRG, Japan, France, UK and Italy they are
reproduced in Figure 1.19 and extended to the year 2000.

Table 1.2 shows the cycle length in years. Details are given in Krelle
(1987). This looks rather like a Kondratieff cycle. In our perception it is the
reaction of society to unfortunate developments which induces the change. The
fight against stagnation and decline may be successful, and often
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Figure 1.17. The negative of government bond yield. Source: IMF, International Finan-
ctal Statistics Yearbook, Washington, D.C. (1983).

will be, but not always. The extrapolations in Figure 1.19 must not be mistaken
for forecasts. Moreover, the interrelation between the growth paths of different
countries as caused by foreign trade and capital flows are disregarded. But the
curves show that we may expect a turn of the tide: the rate of technical progress
and the investment ratio will not continue to fall but will increase again, though
very likely not to the same level as in the 1960s. This assumption underlies our
forecasts.

Table 1.2.

USA FRG  Japan  France UK Italy NL Bel/Lux

Cycle length
n years 33.6 42.7 30.8 33.2 28.8 311 28.8 29.5

1.8. A Simplified Theory for the Long-Term Cycle of
Degree of Activity

How can the Kondratieff-type long-term wave of economic activity be explained?
In Krelle (1973, 1982, 1984) it was shown that the process of transfer of informa-
tion and valuation from person to person may (and as a rule will) lead to cycles
of this type. If one treats a society as a person the idea may be formulated as
follows. A deviation of the degree of activity u from its normal zero value
intensifies this deviation in the next period, i.e., there is a law of “psychological
infection” in a society. But after a while the limitations of this new attitude and
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Figure 1.18. FRG: a sinus curve fitted to the estimated “degrees of activity”.

its drawbacks become apparent. Thus there is a retracting, equilibrating force
from the previous period but one. Therefore we arrive at the equation

where a; > 0, a, <O0. If |ay| > (a;/2)?, the solution is
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Figure 1.19. Trends of the degrees of activity in USA, FRG, Japan, France, UK and
Italy.

Of course, this is the most simplified version of a more elaborate theory; see
the Krelle references above. If this is basically an appropriate explanation for
the long-term sinusoidal movements of the driving forces of economic growth, we
may expect that they will continue in the future.

1.9. Growth and Structural Change

The growth process is always connected with structural change. If structural
change is inhibited, e.g., for social reasons (because people want to keep their old
working places), growth will stop. The demand structure changes if people
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become richer and if technology advances and the international division of labor
increases. There is a whole literature on this subject: Dennison (1974), Giersch
(1981), Nelson (1981), Kendrick (1981), Stoneman (1983), Conrad (1985), Jor-
genson, Gollop, Fraumeni (1986), to name only a few. We use the “upside
down” approach: growth determines structural change. Hindrances in struc-
tural change manifest themselves as a decline of the degree of economic activity
and therefore result in a decline of the rate of growth. Details will be given in
the next chapters.

1.10. Conclusion

This chapter provides the philosophical background of the Bonn-ITASA
Research Project. The industrial revolution which we are experiencing is a
unique period in human history and will lift mankind to a new, better life. Some
nations have led the way, the others will follow with some time lag. Thus
income distribution on a world scale will inevitably become more uneven for
quite a while. But in the historical perspective this will be a transitory phase.

Superimposed on this very long-term there are long-term Kondratieff-type
cycles of economic activity. We identified these cycles by using indicators and
looking for the principal components, and found that the main driving forces of
economic growth (the rate of technical progress and the investment ratio) show
sinusoidal fluctuations of a time length between 30 and 40 years. We are now a
short way behind the trough of a Kondratieff wave.

Since our project is concerned with the economic development over the
next 20 years, we may assume that the driving forces of economic growth will
not continue to decrease as in the last 15 years but increase again, though to
different degrees. This assumption underlies our forecasts.

Notes

[1] I wish to thank C.C. v. Weizsicker, director of the Institute for Energy Economics
at the University of Cologne, for providing these data.

[2] Marchetti used this type of law of extension of knowledge and behavior exten-
sively and showed that it is applicable in very many fields; see, e.g., Marchetti
(1986), who used a graphical representation of a transformation of the logistic:
log F/(1-F) = log b/c + dt, where F = t—/:z':’) Thus, the logistic curve
becomes linear in time space.

[3] Since there does not seem to be a basic difference in natural gifts between nations,
a law of “regression to the mean” will work, which is called “Stein’s law”; cf.
Efson and Morris (1977).

[4] For a complete list of world models see Uebe et al. (various dates), and regular
printouts of the latest state of the bibliography by Uebe.
[5] There are similar, but not identical, classifications of the constituent parts of

technical progress; see, e.g., Dennison (1967, 1974) and Kendrick (1981, p. 117).
Since they do not consider imported factors of production explicitly, they cannot
deal explicitly with the consequences of an increasing international division of
labor.
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[6] In fact we measured the rate of growth w,_= (r—7_;)/7_; of the state of tech-
nology, but did not break this index down into constituent parts as indicated in
equation (1.3). This remains a task for future research. It can be done in the fol-
lowing way. The index 7, of “ability” of the population may be measured by the
average schooling and education of the population, by the amount of research and
development and by the transfer of knowledge from other nations. The index 7,,
of the “willingness to work” indicates the inclination of the population to work
hard, to show discipline, to make sacrifices for the wellbeing of others and for the
future, to take risks, to try something new and to adjust to new requirements of
the economy. It is an index of “entrepreneurship” in the sense of Schumpeter and
may be measured by several indicators. The index 7, measures the ability of the
leading groups to organize the society, to overcome old religious or philosophical
taboos and to change organizations and institutions if they become a hindrance to
economic progress. In a market economy it means keeping the price system flexi-
ble and total demand and income distribution at acceptable levels; in a planned
economy it means improving the efficiency of planning as much as possible. In
both systems it measures the capacity to realize the necessary structural changes.
Thus 7, is also an index of “economic activity” or “entrepreneurship” but related
to the leading groups of a country. The index 7, measures the ease of access to
natural resources, e.g., by the relative amount of labor and capital used in the
extraction of natural resources.

[7]  For OECD countries, d has also been varied; see Chapter 2.

[8]  For details, see Krelle (1987). Section 1.6 follows this article.

[9] We always write w, = (£/z) ~ (z —z_;)/z_; = growth rate of a variable z.
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CHAPTER 2

Main Results of the Bonn—
ITASA Research Project

Wilhelm Krelle

Summary

This chapter presents the main results of the Bonn-IIASA Research Project on
economic growth and structural change as far as the work of the central group is
concerned. First, the model is outlined. The basic assumptions about the main
driving forces of the economic development (technical progress and capital accu-
mulation) are stated, and finally the results (given in the Annexes) are discussed.
They may be summarized as follows. The growth process will continue, but at a
slower rate. The CMEA countries will come nearer to the OECD countries, but
not much. Within the group of the OECD countries, some smaller ones will pass
the USA as far as labor productivity and standard of life is concerned. Some
developing countries (especially Black Africa and India) will stay behind so that
the world income distribution will further deteriorate. The developing countries
(with the exception of the oil-exporting countries), the USA and some European
countries will keep their trade deficit, though (in the case of the USA) it will
decline.

2.1. Introduction: The Model

We are concerned with medium-term forecasts of the trend of economic growth
and structural change on the world level, i.e., with trend forecasts until the year
2000. These are conditional forecasts, of course; we are not prophets. The con-
ditions are assumptions on the future time paths of the driving forces of
economic growth. They depend on the success of the different governments in
creating favorable economic conditions within their countries (or, in the case of
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CMEA countries, in organizing their economies efficiently) and in taking advan-
tage of world trade and international division of labor. Given the size and
development of these driving forces, we may estimate the future development of
GDP or NMP, its sectoral composition, exports and imports and their commod-
ity composition, the general price level, the price levels of groups of commodities,
and the exchange rates by means of a world model which consists of linked
national models (or, in the case of developing countries, models for groups of
countries). The countries and groups of countries considered in the project are
given in Annex 1 at the end of the book. The model is outlined in Annex 2 at
the end of the book. Here we only present the general construction principles of
the model and the underlying motivations.

One basic theoretical construct of the model is a production function for
each country of the Cobb—Douglas type:

Y* = LK} (IMg)™, «; >0, Yea;=1 (2.1)

where Y* is total production after netting out domestic secondary inputs, 7 is an
index for the state of technology, L = labor employed, K = capital, IMp =
imported secondary inputs (energy, raw materials, half-finished goods, etc.).
w,= (r-7_)/7—1 is the rate of technical progress.[1]

It is necessary to defend the choice of this approach (which uses a very sim-
ple functional form) in the light of other much more sophisticated approaches.
We have to consider the aim of our research. We want to forecast the medium-
term trend of economic development, not the short-term economic results, say,
GDP or NMP in the next or next but one year. In this case we would have to
use much more complicated functions. But for medium- and long-run trends,
this type of function is most appropriate.|2]

Another basic assumption is the monetaristic approach: money supply (we
choose M2 as the money concept) and the velocity of money determine the
domestic price level, given real production. The velocity of money is explained
by a function, the most important arguments of which are the capital output
ratio, labor productivity and the foreign debt ratio with respect to production.
The nominal rate of interest is explained by the rate of inflation, the rate of
interest abroad (we took the US rate as a proxy), the savings ratio, the foreign
debt ratio and the rate of change of the exchange rate. The ezchange rates of all
countries should be explained simultaneously. This approach is presented by Dr.
Welsch in Chapter 8. Unfortunately, we could not solve the total system numer-
ically with this complicated exchange rate subsystem. Thus we had to simplify
the approach. We explained the trend of the exchange rate by variants of the
purchasing power parity theory. This should be improved later.

For CMEA countries we estimated the price level by the ratio of the nomi-
nal wage rate (which is a decision variable of the government or of the planning
office and forecast exogenously) and the real wage rate which follows (among
others) from labor productivity. This is an endogenous variable.
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Foreign trade and capstal flows form the links between all economies. We
explain real imports of each country by a dynamized version of the linear expen-
diture system.[3]

The smport prices are determined by the export prices of other countries
and by the exchange rate. They are scaled in such a way that real imports equal
real exports for the whole world. Nominal ezports are also explained by dynam-
ized versions of the linear expenditure system, where the total monetary demand
for exports equals the value of imports. The ezport prices are explained by the
domestic price level and by import prices, basically. This approach guarantees
consistency of the model (total imports = total exports in current as well as in
constant $) without using a trade matrix and thus without throwing away the
export functions. This approach works well in the reference period.

Of course, the current account balance of trade and therefore the develop-
ment of international indebtedness follow immediately. Finally the commodity
structure of production, exports and imports is estimated by structural equa-
tions.

2.2. The Driving Forces of Economic Development

The driving forces of economic development are those which increase production
Y* in equation (2.1). These are directly:

(1) The rate w, of technical progress.
(2) The growth rate w;, of labor input.
3) The growth rate wy of invested capital. This rate follows from the gross
K
investment ratio s and the depreciation rate d by the definitional equation

K=K, (1-d)+ I (2.2)

where I = gross investment, Y = GDP or NMP and I = sY.

The exact definitions of L, K, I, and Y differ between OECD coun-
tries, CMEA countries and developing countries. Imports IMp are related
to total imports IM. Thus we consider as main driving forces w,, w;, s and
d. They are estimated for the reference period (mostly 1960-1982) and
forecast till the year 2000. For reasons which were pointed out in Chapter
1, we assume a “turn of the tide” with respect to the negative development
of w_and s in the OECD and CMEA countries in the past. Figure 2.1
shows the general principle. Details are given in the next section.

(4) Since commodity prices and interest rates influence imports and exports,
and therefore production, the money supply (or for CMEA countries: the
monetary wage rate) comes up as another more indirect driving force. It
affects GDP at least transitorily. Finally, we forecast the price index of
fuels exogenously because of the political character of this price. Thus it
may also be counted as a driving (or, better, a restraining) force of
economic development.
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Forecasts:
Optimistic
-~ : —~ Medium

Pessimistic

T — —

4 e ———

1960 1982

Figure 2.1. The general principle of forecasting the exogenous variables.

The driving forces of all countries simultaneously determine the rate of
economic growth of each country since the economies of all countries are linked
by foreign trade and capital flows. But the predominant cause of economic
growth of each country is still the development of its own driving forces.

2.3. Assumptions about the Future
Development of the Driving Forces

We start with the growth rate w; of employed labor. There is no great uncer-
tainty on the figures for the future population of working age — the number of
those who may join the labor force till the year 2000 or may drop out of it is
approximately known. But immigration or emigration may change this figure,
and the labor participation rate, the average working hours and the employment
rate are rather uncertain. For OECD countries all these figures are known for
the past, i.e., for the reference period 1961-1984. Averages are presented in
Appendix 2A. On the basis of these observations, of some outside information
and of subjective judgments of the author, the growth rate w;, of employed labor
(in working hours) has been estimated, see Appendix 2A.1 and Table 2.1. For
CMEA countries we estimated the growth rates of persons employed in the
material sphere from the available resources as indicated in Appendix 2A.2 and
Table 2.2. For developing countries the number of the economically active popu-
lation has been forecast on the base of UN, UNCTAD and other data. We repro-
duce the growth rates, in Appendix 2A.3 and Table 2.3. We keep these forecasts
constant for all three scenarios (see below).

The same applies for the money supply (for OECD and developing coun-
tries) and for the growth rate of monetary wages for CMEA countries. These
forecasts are based on actual behavior of the past; see Appendix 2B and Tables



43

Wilhelm Krelle

"4z x1puaddy 298 {Juejsuod jou a1e s39eI YT,
*3deduod [e1jnau-poire]] ayj 10j UaAIB ose are sajel asayy ‘gz xipuaddy ul,
‘02 xipuaddy 998 [juejsuod jou st oyer sy T,

1161 SZ'81 €8°S1 86°'S1 ¥G'9T  6LST €181 98°92 V'Ll ¥yot oustutssad

,(98®10a®

09°22 LT'IT  6¥'81 8¥'81 G061  FI'ST §6°0% 66°0¢ 800  8L'8I wnrpaur 6661-5861)
oryel juaw
ST°92 60¥¢ SO'IT 8602 09I 6¥0C 38°€C 11°5¢ vLree €11 onstumydo -)83AUL 88010

00’1 000 061 §Z0 0z'1 S9°0 002 SL1 SL'1 0¢0 oustutssad

nmwuwoa

091 s¥'o 022 S6°0 00'2 S6°0 S¥'e ST A SS90 wmnipawr [eotuyaoy
(reamau-syoryy)

ST 001 §9'C SLT ] 0Z'1 00'e oz'e 08°'2 S8°0 oustuydo Jo ayey
eL? 00's LLre 69'2 8¢'¢ 8% |88 4 98°¢ 06'¢ g6 - (d3ulase ‘ajel
uorjedaada(g

0'el 0l 9L 0'6 091 0TI 0TI 06 g9 0'6 JUe)SUOD ZW ‘Ajddns
Kouou jo

9jRl [IMOID)

€0 L't Lo g0 €0 S0 Lo ¥o Vo VI JURISUOD Im
‘(sinoy Sutyiom

Aj1eaf) gndum roqe|

JO 97'I YpMo15)

anao uv) 1/4q ‘YN Ry M aouvsy  uvdop Oy vSn 01IDUIIG (%) s01003pus

Jo 132y

'89LIUNOd (UDHO 000Z—S861 .aEUEQO~0>U@ OTWIOU0d9 JO §3210) wﬁfrmumv 93 10} sOLIRUIDS JO UOHIUYa(J ‘'3 2199.L



Tendes  gno 3uryios, jo aje1 ay) se voccoﬂv
‘66610661 104,

‘6861—-9861 0dq

‘yz xtpuaddy a9s ‘aurly 1940 2Buey>d sogel 28AYT,,

The Future of the World Economy

L 92 [£4 €2 4 8% 14 onysturissad
a3ulase
62 8% 9z 4 Lz 0g Lz wnipatt 6661-G861)
OIjeI quaW
I8¢ 0¢ 8¢ L2 6% Z2¢ 62 anstunydo -}S9A UL S80IL)

90 90 20 o1 Z0 60 ¥ 0 onystuissad
sso13o1d
ST €1 60 91 60 ST T'1 winipatu [eo1Tuy299
(re1ynau
€e 0C 81 1% L1 12 81 angstwrydo -8y21H) Jo 932y
oL'1 06'0 0Z'1 060 o¥'1 qe'Z [ | JUBISUOD pRrel uonemwardaq
501 safem [euUTWIOU
SL q©01 S8 oy (084 0's g'g - JO 93eI YMmoI1n)
a1oyds [elI19)®W 3}
«80°0~ <870 L1°0- £€°0 «9¢°0 G0°0 00 - ur juswifojdwe
—00°0 —00°0 —00°0 —-00°0 JO 9BI YjMoIN)
DIUDWOY puvjog Ravbungy 4yas 4SSO vuobimg yssn 014DU39G (%) 401091pur

*S91I3UN0Y VHAWD :0002-9861 ‘4uswudoaAap 2TWIOU09 JO §3210] SUIALIP 2y 10] SOIIBRUADS Jo UoHUYS(d '3°Z 2190

44



45

Wilhelm Krelle

'6°3 24nbs,y 398 ‘uotyenisny[l 10 " Jz xipuaddy 298 ‘s[rejap 10 "jueIsUOD JOU 3Te SOIYR ASIY T, °
‘1z xipuaddy 298 {yuejsuod jou ale sajel asayy Jo uuo_Zﬂ
‘gz x1puaddy os[e 235 *(6661-¥661)

%'y pue ‘(¢661-8861) %e'Z ‘(L861-2861) %8'ZT st spPny pue jlo ferouiw jo sadud Modwy reflop OIAO Jo dBueyd jo jes ayy ‘IoAamo}
'V Z xipuaddy aas {que)suod jou ale sajel Y}moI1B asay Lg

eunuadly pue [1zelq ‘odxapy Buipnpxy

L0'81 ¥s'Ll 6¥v'11 ¥e91 1761 S2'1% 12°02 aystwissad

(e8e1ane

SL1Z 19°02 68°'S1 V812 02°22 8L¥ve LLve wnipaw 6661-5861)
olyel juawl

28'G2 16°€Z £9°81 8L°€T Ge'62 99°82 LL62 aystudo -}SAUT 8501
v?wﬁo:

00T 142 00T 01°0- 050 PLO €20~ onsturtssad 6661-9861)
ssa13o1d

002 891 00'1 8¢0 0S°0 9z°1 SL0 urnipai [eo1uyoa)
[eljnau

2T L6°1 611 060 L60 16'1 6L°1 onstutydo -8)OIY Jo ajey
i ¢ Vi (Y A L ¢e ST jue)suod el
uoryerdsida(]

;7189 (zW) Aiddns

i 4 117 0z St 81 - Kauow
Jo 9.l Yjmoln)

n?wﬂo; 6661

~Z861) uon

€8T 997 LT LT Lt 91’z 9T - -e[ndod aan30e
A[[eotwrouoda
Jo 9jRI YIMmolr)

£314]un02 puuabiy F14unod 83147UN0 vIpuf DI1pUf §3143Un0d 0140U2G (%) 401021pyf

1807 NPPIW ‘nzosg AWy uynT upOLfy moynm buspsodzo
‘upoufy yraoN ‘onnzapy buidojanag buidojpanag 82147Un02 120
unisy

‘sal13unod 3uido[aasp :000Z-Z861 ‘IuswdojaAap 51UIOU0IS JO §3D10) SUIALIP 3Y) I0] SOLIRUADS Jo UOTHUYS(] '§°F 2197



46 The Future of the World Economy

2.2-2.8. Of course, the behavior of the government and of the monetary authori-
ties may change. This is a political problem. Our forecasts are made on the
“behavior as usual” assumption.[4] For the oil-exporting countries the dollar
price of mineral oil and fuels is of special importance. We estimated it as the
dollar import price of mineral oil and fuels of OECD countries (see Appendix
2B), in accordance with forecasts of UNCTAD. For the CMEA countries the
rate of growth of the nominal wage rate plays a role similar to the money supply
in OECD countries. It was forecast on the base of past experience; see Appendix
2B and Table 2.2.

The rate of depreciation for OECD countries follows a “back to normality”
formula (see Annex 2, Appendix 2C and Table 2.1). For the other countries this
rate was estimated exogenously on the base of past observations; see Tables 2.2
and 2.3.

For the other most important driving forces of economic development,|5]
the rate of technical progress and the investment ratio, three different scenarios
have been defined which span the most likely range of possible future develop-
ments. Which scenario will be realized in each country depends on whether
there are able governments and other social forces which motivate the society
such that the economic activity increases or whether a spirit of laziness or fear
spreads or even social unrest, revolution or war. Of course, this will be different
in different countries.

We shall present estimations of the future development based upon an
“optimistic”, a “medium” and a “pessimistic” scenario with respect to the future
development of these two driving forces. Following Murphy’s law (“What can go
wrong will go wrong”) we should perhaps concentrate on the pessimistic
scenario. Of course, this scenario is not really as “pessimistic” as it might be,
since revolutions, wars, and other political disturbances or catastrophes are not
considered.

The general assumption underlying all scenarios is demonstrated in Figure
2.1: there will be a turn of the tide. The negative trend experienced in the 1970s
will not continue. The three scenarios differ in the rate of technical progress and
in the tnvestment ratio. As to the rate of technical progress we assume for the
optimistic scenario that its average in the future will be approximately the same
as the average from 1961-1984, for the medium scenario approximately the same
as the average from 1971-1984 and for the pessimistic scenarios approximately
as the average from 1976-1984.[6] Tables 2.1-2.8 show these rates in the Hicks-
neutral concept. In Appendix 2E we present the average of technical progress in
the past (in the Hicks-neutral as well as in the Harrod-neutral concept) for
OECD countries. For CMEA and developing countries the same procedure has
been used. As to the tnvestment ratios, a “back to normal” formula was used for
the OECD countries; see Annex 2. The results are shown in Table 2.1 and
Appendix 2F. For CMEA countries the average performance in the past was
taken as the medium forecast. In the optimistic scenario this ratio was increased
by two percentage points, in the pessimistic scenario it was lowered by the same
percentage. For developing countries a variant of the method used for the
OECD countries was applied. (For details, see Chapter 6.)
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2.4. Assumptions to Make the Productive Performance
of OECD and CMEA Countries Comparable

All figures used in this project are based on the official statistics. They may not
be comparable from country to country. This is especially important in compar-
ing figures for CMEA countries with those of OECD countries. We made the
results approximately comparable, first, by using conversion factors (shown in
Table 2.4) to change the NMP figures of CMEA countries in domestic currency
to those in dollars.

Table 2.4. Conversion factors for CMEA currencies.

To 1975 GDP/NMP NMP/growth

Country Currency Us $ 1975 rate GDP

USSR Ruble 0.518 1.29 1.3
(1973)

Bulgaria Leva 0.689 1.32 1.8
(1980)

CSSR Koruna 7.86 1.19 1.5
(1977)

GDR Mark 2.78 1.26 1.5
(1980)

Hungary Forint 14.0 1.24 1.5
(1976)

Poland Zloty 55.8 1.28 1.3
(1982)

Romania Leu 8.99 1.20 1.8
(1981)

But this was not sufficient. Since the national accounting system used in
CMEA countries (which is based on the NMP concept) is rather different from
that of OECD countries (which is based on the GDP concept), we had to use
GDP/NMP conversion factors as well as conversion factors for NMP/GDP
growth rates to make the growth paths of OECD and CMEA countries compar-
able. It is now generally acknowledged that the differences in level and in
growth rates between OECD and CMEA countries partially follow from the
different national accounting methods (GDP wversus NMP) and from different
statistical procedures. Such differences must exist because otherwise (taking into
account the much higher growth rates of NMP in the CMEA countries compared
to the generally much lower growth rates of GDP of the OECD countries) the
CMEA countries should long have passed the OECD countries in standard of
living, which has not happened. There have been different suggestions from
CMEA and OECD economists for solving this problem. The World Bank estab-
lished a research group which carefully examined the problem on the basis of
available information. The results were published in Marer (1985). Basically,
we rely on these results, but combine them with other results published in
CMEA countries; for details, see the Appendix to Chapter 30.
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To compare the economic development of OECD and CMEA countries, we
first converted the NMP figures to GDP figures for one base year (1975) by using
the conversion factors suggested by Marer (1985, pp. 18-19) for the year 1980
(see Table 2.4).

Thus, we calculated GDP for the year 1975 for all CMEA countries. By
using the conversion factors for the currencies (see Table 2.4) and applying the
official growth rates of NMP to these GDP figures we got GDP “type 1” (in §)
for all CMEA countries. Thus the growth rates of NMP and GDP “type 17 are
equal. This may constitute an upper limit to an estimate of economic perfor-
mance of the CMEA countries.

But, as pointed out above, the NMP growth rates are too high to be
applied to GDP. Therefore we reduced the official NMP growth rates to
equivalent GDP growth rates on the basis of Marer’s estimate (see Marer, 1985,
pp. 184-185); Table 2.4 and the Appendix to Chapter 30.

Application of these conversion factors to the official NMP growth rates
and taking the GDP figure (in $) for 1975 as estimated above, we arrive at time
series for GDP “type 2”. This may be considered as a lower bound to CMEA
economic performance.

2.5. Graphical Representation of the Main Assumptions

In order to show how our main assumptions are related to other observations in
the past we represent some of these figures graphically. Figures 2.2 and 2.3
represent employment figures (working hours for OECD countries, persons
employed for CMEA countries) and the trend forecasts. They remain unchanged
in all three scenarios. Figures 2.4-2.6 show the optimistic, medium and pes-
simistic trend forecasts for the rate of technical progress of some selected OECD,
CMEA and developing countries. For the other countries the graphs look simi-
lar. Figures 2.7-2.9 show the same for the investment ratio. In our opinion,
these developments of the main driving forces of economic growth cover the
range of what might be possible in the future under the general assumption that
there is some “turn of the tide”, as was indicated in Figure 2.1.

2.6. The Main Results of the Project

The main results are given in Tables 2-38 of Annex 3. In Table 1(a-c) of that
annex some basic figures from other sources are reproduced. We comment on all
of them. The following discussion refers consistently to tables appearing in
Annex 3 of this volume.
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2.6.1. Population and employment

Until the year 2000 the proportion of world population living in industrialized
market economies will shrink from 20.9% in 1960 to 14.7%. The proportion of
world population living in European CMEA countries (including the USSR) will
shrink from 10.7% to 7.1% in this time span; see Table 1(a). This means that
almost 80% of the world population in the year 2000 will live in what is now
called developing countries, whereas in 1960 only about 70% were living there.
It also means that the pressure on redistribution of income of the world level will
increase.

The displacements of employed labor forces are a bit smaller, but not fun-
damentally; see Table 1(b). Looking at the average growth rates of the employed
labor force is more informative; see Table 1(¢). It is striking that the OECD
countries will experience a modest increase in employment of about 1.3%,
whereas the labor force in the European CMEA countries stays almost constant.
The largest increases (of 2 to 2.4%) are in the developing countries, of course.

2.6.2. Growth rates of real GDP

Annex Table 2 shows the real GDP growth rates for the past and the forecasts
until 1999 for OECD countries for the medium scenario. The trend is almost
constant between 2 and 3% with the exceptions of Japan, where the growth rate
lies above 4% but is declining, and Great Britain (UK), where this rate is only
just above 1%. The FRG, France, Italy and Belgium/Luxembourg are close
together (with growth rates between 2.8 and 2.9%). The US growth rate is
around 2.2%. In the optimistic scenario the growth rates of the continental
European OECD countries are almost 1% higher, for Japan even 1.3-1.5%, but
for the USA and UK only around 0.5%. In the pessimistic scenario the growth
rates for the continental European OECD countries and for Japan are 1-1.3%
lower, for the USA and UK only around 0.6%. Thus the variance of the growth
paths is lower for the slower-growing than for the faster-growing countries. All
scenarios show that the US economy advances at a lower rate than almost all
other OECD economies. The relative importance of the US economy declines.
We shall come back to that point later. This, of course, does not mean the most
advanced technologies might not be developed in the USA, though the chances
that the other OECD countries will equal or pass the USA in this respect are ris-
ing. Figure 2.10 shows the growth rates of some OECD countries graphically.
Annex Table $ presents the equivalent figures for CMEA countries with
respect to the growth rates of real NMP (which is identical with the growth rates
of real GDP “type 1”). In the medium scenario these growth rates lie mostly
between 2.9 and 3.7%. They are slightly decreasing. For Bulgaria, the GDR
and (astonishingly) for Romania they lie between 4.5 and 5%. Hungary and the
CSSR stay behind. But these growth rates are based on the domestic NMP
figures, which are not directly comparable with GDP figures and might not be
fully comparable between the CMEA countries themselves. Table § shows the
growth rates of GDP “type 2” for CMEA countries where adjustments have been
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made in order to come nearer to comparability with the OECD countries. Now
the GDR comes out best. All CMEA countries lie rather near together (growth
rates of about 2.6-2.9%, which are similar to those of the OECD countries).
Also, after this adaptation, the CSSR and Hungary stay behind. Figure 2.11
shows these results for some CMEA countries.

The growth rates of developing countries are higher; see Annex Table 5.
They lie between 3.4 and 6.5% in the medium scenario. But this is mostly due to
the growth of the labor force and does not indicate an adjustment of the stan-
dard of living. Mexico, Brazil, Argentina, the Middle East and North Africa are
doing well whereas India and Black Africa stay behind. The pessimistic scenario
does not reduce this growth too much since the main driving force, population
growth, is not influenced by it.

It is interesting to compare the growth rates of the GDP of the world
regions — OECD, CMEA and developing countries — and to estimate the growth
rate of world GDP; see Annex Table 6 and Figure 2.12. In the medium scenario,
the growth rates of the OECD and the CMEA group are approximately equal.
This means that the comparative standards of living would stay approximately
the same as they are now. The roughly 2% higher growth rates of developing
countries must be seen against the background of roughly 2% higher growth
rates of population and labor force in these countries; see Table 1(¢). Thus, the
standard of living of the developing countries as a whole will not improve more
than that of the developed countries, if all regions follow the medium scenario.
Of course, this need not be the case. But if the pessimistic scenario were to come
true for the developing countries and the medium scenario for the developed
ones, there will be a fundamental deterioration of the distribution of world
income.

2.6.3. GDP per capita

Annex Table 7 shows the forecasts of GDP per capita (representing standard of
living) for the OECD countries. The USA will be passed by several OECD coun-
tries, notably Japan, the FRG, France, Belgium/Luxembourg. The UK and
Italy will stay behind. Figure 2.13 illustrates this for some OECD countries. Of
course, for one country the pessimistic scenario may come true (e.g., for the
FRG), whereas for others (e.g., France) the optimistic one may prevail.

Annex Table 8 shows GDP “type 1” per capita for the CMEA countries.
Bulgaria as well as the GDR will enjoy a much higher standard of living than the
USSR. Poland stands at the end. Its standard of living will be only half of that
of the GDR and about two-thirds that of the USSR.

If one takes GDP “type 1” as a comparable measure of income in the
CMEA countries, Bulgaria and the GDR will pass the standard of living of the
USA before the year 2000, whereas the USSR will stay at about three-quarters of
it. Hungary passes the level of the UK. This seems unlikely.

If one takes GDP “type 2” as the appropriate measure (see Annex Table 9),
the GDR comes out best among the CMEA countries. In the medium scenario it
passes the level of the UK and reaches about 60% of the standard of living of the
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FRG. The standard of living in the USSR will also pass that of the UK, but
reaches only about 60% of that of the USA. Figure 2.1 shows the development
of GDP “type 2” per capita for some CMEA countries. For comparison’s sake
the GDP per capita of the USA is also reproduced.

The developtng countries are also making headway, but stay far behind the
OECD and the CMEA countries; see Annex Table 10 and Figure 2.18. In the
year 2000 Mexico, Brazil and Argentina will almost reach the standard of living
enjoyed by the UK at the beginning of the 1960s. India and Black Africa con-
tinue to be the poorhouses of the world. The oil-exporting countries are also on
the lower side. Their special position is gone. Thus income distribution on the
world scale becomes more unequal in the period considered. This is also visible
in Annex Table 11, where the GDP per capita of the world regions is reproduced.
In the medium scenario in 1999 the OECD countries reach a GDP per capita of
around $9,000, the CMEA countries (in GDP “type 2”) around $5,800 and the
developing countries around $1,000.

2.6.4. GDP per employed person or labor productivity

Labor productivity should be measured by GDP per working hour. Unfor-
tunately, these figures are available only for OECD countries. For comparison’s
sake, we approximate that measure by GDP per employed person. Since the
average working hours per employed person and per year are declining in OECD
countries, this measure understates the “true” labor productivity. Annex Table
12 shows the labor productivity in this sense. The USA will be passed by many
OECD countries, with the notable exceptions of the UK and Italy. Japan’s labor
productivity increases fast, but is still lower than those of the FRG and France.
This, of course, refers to the average. In the most advanced industries it may
very well be the other way round. Figure 2.15 illustrates these results.

For CMEA countries we again have to differ between GDP “type 1”7 and
GDP “type 2”. Measured in terms of GDP “type 1” (see Annex Table 13) labor
productivity of Bulgaria and the GDR will reach or pass that of the USA around
the year 2000, whereas the USSR will stay at about three-quarters of the labor
productivity in the USA in the medium scenario. If we take GDP “type 2” as
the appropriate measure {see Annex Table 14), the GDR (with the highest labor
productivity in the CMEA countries) will stay at about half of the labor produc-
tivity of the FRG and about three-quarters of the labor productivity of the USA
around the year 2000. The USSR will then have about 65% of the labor produc-
tivity of the USA. Figure 2.16 illustrates this development.

For developing countries we take GDP per economically active person as a
measure of labor productivity (see Annex Table 15). This is not directly compar-
able to GDP per employed person. But if we make this comparison nevertheless,
we see that the most advanced countries in this group, namely, Mexico,
Brazil and Argentina, will in the year 2000 in the medium scenario reach the
labor productivity of Japan at the beginning of the 1970s. This is about 40% of
the labor productivity of the USA at the end of this century. India and Black
Africa are also far behind in this respect. The other countries are catching up
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more or less slowly. In Annex Table 16 the labor productivity of the three world
regions (OECD, CMEA and developing countries) is compared. If one sets the
average labor productivity of the OECD countries = 100%, the labor produc-
tivity of the CMEA countries (with respect to GDP “type 2”) was 51% in 1981
and will be 58% at the end of this century. For developing countries these
figures are 11% and 13%, respectively. Thus, on the average the gaps are clos-
ing, but very slowly.

2.8.5. Foreign trade

Real imports and exports of OECD, CMEA and developing countries are shown
in Annex Tables 17-23. In Table 24 the development of total world trade may be
seen. The following list summarizes this result in form of growth rates (%) of
world trade i.e., total real exports, observed until 1981 and forecast thereafter,
under the medium scenario:

1964 9.1 1976  10.0 1988 4.3
1965 7.5 1977 6.1 1989 43
1966 8.0 1978 4.1 1990 4.6
1967 5.5 1979 6.3 1991 44
1968 11.5 1980 3.7 1992 4.5
1969 10.5 1981 3.1 1993 44
1970 8.8 1982 -1.8 1994 4.4
1971 6.2 1983 2.6 1995 4.3
1972 7.8 1984 7.5 1996 4.4
1973 10.7 1985 0.3 1997 44
1974 5.7 1986 4.0 1998 4.4
1975 -2.5 1987 4.3 1999 4.4

In the pessimistic scenario the growth rates decline from around 2% at the end of
the 1980s to 1% at the end of the century. In the optimistic scenario these rates
stay at about 6.6% from the end of the 1980s to the end of the century. Judging
from these figures, the most likely growth path would seem to lie between the
medium and the pessimistic scenarios.

Table 2.5 shows the shares of OECD, CMEA and developing countries in
total world trade (calculated from Table 24 in the Annex).

Table 2.5. Shares (%) of total world trade, medium scenario.

1962 1970 1980 1990 1999
OECD countries 71 71 74 75 72
CMEA countries 7 8 7 7 7
Developing countries 22 21 19 18 21

The share of CMEA trade stays constant at about 7%. The share of
OECD trade rises until the 1990s and falls thereafter, when the more advanced



68 The Future of the World Economy

developing countries turn the tide. As to the balance of trade (including services,
i.e., the current account balance without transfer payments), Tables 25-27 in the
Annex show that the USA will reduce its trade deficit from $84 billion in 1984 to
$29 billion in 1999 in the medium scenario and to about $14 billion in the
optimistic scenario. But the deficit will remain. The surpluses of the FRG and
Japan will slowly increase in the medium scenario (to about $22 billion for the
FRG and to about $35 billion for Japan). But both countries will end up with
trade deficits of about $9 billion if the pessimistic scenario comes true. France
will have a large deficit, and Italy and Belgium/Luxemburg small ones, whereas
the UK and the Netherlands come up with relatively large trade surpluses. The
CMEA countries are able to earn small surpluses. The oil-exporting developing
countries enjoy large surpluses, whereas all other developing countries have rela-
tively large deficits. This refers to the medium scenario. In the optimistic
scenario these deficits are even larger.

These results depend on the ezchange rates; see Table 29 in the Annex. As
was pointed out earlier, our exchange rate equations are based on purchasing
power parity theory and do not take into account speculative waves. The latest
devaluation of the dollar with respect to the DM and the yen is not considered.
Thus, the growth path of the European and the Japanese economies might be
too high compared to that of the USA. Therefore we should concentrate more
on the pessimistic scenario for these countries.

Of course, the exchange rates are related to the general price levels, which
in turn depend on money supply or on the development of the nominal wage
rates. In Annex Tables $82-84 the resulting rates of snflation are reproduced.
The USA ends up with a rate of inflation of about 7%, the FRG 2-3%, Japan
4-5%, France 7-8%, the UK 10%, Italy 12%-13%. The majority of the CMEA
countries keep their inflation rate at 1-2%, with the exception of Hungary ( =~
5%) and Poland (6-7%). Of course, the monetary regime may change. If such
information becomes available, the system should be recalculated under these
new assumptions.

2.6.6. Relative size of economies

Labor productivity and standard of living are important indicators of economic
performance, but the sheer size of an economy, measured in GDP, is important
as well. It is one measure of political “power”.

Table 85 in the Annex gives the ratios of GDP of different OECD countries
with respect to the “dominant” economy of the USA and the ratios of GDP
“type 17 and “type 2” of different CMEA countries with respect to the “dom-
inant” economy of the USSR. One sees that the relative importance of the USA
declines with respect to the other OECD countries and that these other coun-
tries, taken together, will have about 50% more productive power than the USA
at the end of this century. Within the CMEA countries the USSR keeps its
rank. The other CMEA countries taken together stay at about 35% of the
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productive power of the USSR. If the USSR as well as the USA perform accord-
ing to the same scenario (optimistic, medium, or pessimistic), the USSR would
improve its GDP ratio relative to the USA from 58.8% in 1984 to between 63
and 69%; see Table 35(d) in the Annex.

2.8.7. Sectoral composition of GDP or NMP

Annex Table $6 shows the sectoral composition of GDP for OECD countries. In
the USA the service sector will expand further, but slowly. There is no sign of
“deindustrialization”. In Japan and Italy manufacturing expands; in the other
countries it stays more or less constant. In the CMFEA countries the industrial
sector still expands substantially, mostly at the expense of the agricultural sec-
tor. Only part of the services is included in NMP, and this part stays more or
less constant. In developing countries the manufacturing sector is expanding, but
is still smaller than the agricultural sector in many groups of countries. Services
keep a surprisingly high level and continue to expand.

2.7. Which Growth Path Will Be Realized?

It should be emphasized once again that the results presented in Annex 3 and
commented upon in the foregoing section are not predictions, but indicate possi-
ble consistent growth paths. Which path will be realized in each country
depends heavily on the domestic performance of the economic agents, including
governments. This is reflected in the two main driving forces of economic
development: the investment ratio and the rate of technical progress. Of course,
it cannot be assumed that they follow the same scenario in each country — the
medium scenario, for instance. Especially countries with an unsatisfactory
economic performance in the past (such as the USSR and Great Britain) will
have a high incentive to turn the tide, whereas those with a better record in the
past (such as the FRG and Japan) will not do as much to facilitate the necessary
structural changes. This conforms to the general theory of economic develop-
ment presented in Chapter 1 and illustrated in Figure 2.1 of this chapter. It is
especially evident in the FRG.

It seems to be likely that the USA, UK and the USSR will be able to realize
the optimistic scenario; the FRG and Japan will follow the pessimistic scenario;
and all other OECD, CMEA and developing countries will stay in the medium
scenario. The world model could be solved under these assumptions without
difficulties, but the limited time of the research project did not allow this. Thus,
Figure 2.17 presents only a rough approximation of the economic performance of
some countries under these assumptions, measured by GDP per capita (or GDP
“type 2” for CMEA countries). It is drawn by putting together the solutions for
different scenarios and therefore does not constitute a consistent solution of the
world model; but it may be used as an approximation.
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2.8. Final Remarks

This is only a part of the results of the Bonn-ITASA research project. Other
results will be presented in the following chapters. All of them are estimates of
the consequences of basic behavioral assumptions, which we have tried to make
explicit at the outset. If these results are unsatisfactory for a country, that
nation should make efforts to change its basic economic behavior. As a rule, this
is not easy.

Notes

[1] We use the notation w, for the growth rate of a variable z, i.e., w, = Z/z if z is
continuous in time, w, = (z — z_;)/z_, if z is discrete.

[2] There are many reasons for this. We mention here only the the most important
ones.

(a) Given the technology 7, constant returns to scale (Za‘ = 1) are almost

self-evident in the long run: doubling labor, capital an'd imported factors of
production must double the product. Limitations coming from exhaustible
or nonaugmentable factors (such as land) are taken care of by changes in 7.
(b) The production elasticities ¢, must stay within certain limits 0 <
a; < a; < @& < 1. If we are only concerned with the trend, we take
the mean of a; such that YJo; = 1. If the unknown functions determining

1
a; within these limits do not change in the medium term (as we assume), we
take this mean as expectation for the future.

Arguments (a) and (b) alone give us the Cobb-Douglas function. But there are
other arguments in favor of it as well.

(c) Jorgemson (1971, 1972) in defending his approach on investment functions
(which implies the Cobb-Douglas production function for a firm) showed
that many reliable estimations of production functions did not yield
significant deviations of the elasticity of substitution from one which implies
a Cobb~Douglas production function.

(d) Krelle and Pallaschke (1981a) derived the integrability conditions for a
linear and a quadratic approximation of a general demand system. One
term which always appears in this approximation to any production function
is a Cobb-Douglas term of the form above. Empirical research showed that
the deviations from this term are small, i.e., that the other terms do not
contribute much to the explanation of production; see Krelle (1981b).

(e) Houthakker (1955-1956) assumed fixed production coefficients a; for all
firms and assumed a Pareto distribution

-1 -1
Har,. 00 = A-aP e 420

for these coefficients. He showed that, by aggregation, this yields a
Cobb-Douglas function for the economy. Steindl (1965) proved that the
Pareto distribution follows from a very general stochastic process.
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3]

[4]

[5]
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Thus there are many a priori arguments in favor of our approach. The results
support our approach, too.
The linear expenditure system is:

a; .
Iiz"Ei'*'p—'.(Y'N_ijfj)’ >0, Y a=1 1=1,..,n
' J

where r; = total demand of commodity §, p; = price of commodity 1, I; =
predetermined demand of commodity #, and Y’N = total expenditure for all com-
modities. Assume Z; = /\‘zl-_l and rewrite the system as

Y'N Py
— d E —— U T,

L=br _+¢

where b; = A;(1—q;), ¢; = a; d; = a;A;, By = ’\j/’\i' This is the demand sys-
tem we use, basically. For details, see Chapter 8.

Since we use the asymptotic purchasing power parity theory to explain the
exchange rates, the influence of the monetary side is limited, as far as the trend is
concerned.

We do not consider the ratio up of imports of secondary factors to total imports
as a driving force. It is endogenous for OECD countries, but exogenous for CMEA
and developing countries. This treatment is only preliminary. The ratios used in
the forecasts are:

For OECD countries Average of up (in %)*
USA 14.25
FRG 16.32
Japan 42.72
France 13.43
UK 11.36
Italy 22.13
Netherlands 17.21
Belgium /Luxembourg 15.26
Canada 7.30
Rest of OECD 13.23

For CMEA countries:

USSR 52.0
Bulgaria 78.0
CSSR 77.0
GDR 74.0
Hungary 74.0
Poland 72.0
Romania 80.0

For developing countries:

Oil-exporting countries 5.74
Asian countries without India 11.04
India 59.59
Africa 10.28
Latin America without Mexico,

Brazil and Argentina 14.63
Mexico, Brazil and Argentina 18.87

North Africa and Middle East 19.27
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*Note that the rates for the OECD countries vary over time; see Appendix 2D.
Moreover, the rates for the OECD countries are not comparable with those for

CMEA, because the latter include machinery parts, tools, and so on.
These averages have sometimes been modified according to other information and

judgments; see Appendix 2E for OECD countries.
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Appendix 2A. Forecast of Employed Labor Force
(in Working Hours)

By definition:
wp = wpop + Wrpp + Wgp T Wwy

where w; = growth rate of employed labor (in working hours), wpop = growth rate of
population, wypp = growth rate of the labor participation rate, wgp = growth rate of
employment rate, and wy g = growth rate of average working hours.

2A.1. Labor supply in OECD countries.

Wpop wIPR
Obaserved means Forecast Observed means Forecast
1985- 1985-
Country 61-84 T1-84 716-84 2000 61-84 T1-84 16-84 2000
01 USA 1.1 1.0 1.0 1.0 0.9 1.2 1.1 0.8
02 FRG 0.4 0.06 -0.1 -0.2 -0.3 0.1 0.4 0.4
03 Japan 1.0 1.0 0.8 0.6 0.1 0.0 04 0.1
04 France 0.8 0.6 04 0.3 0.1 0.2 04 0.3
05 UK 0.3 0.1 0.1 -0.1 0.1 0.4 0.4 0.3
06 Italy 0.6 0.4 0.2 0.3 -0.3 0.4 0.8 0.6
07 NL 1.0 0.7 0.6 0.4 0.4 0.7 1.3 0.6
08 B/L 0.3 0.2 0.1 0.1 0.3 0.6 0.6 0.4
09 Canada 1.4 1.2 1.1 1.4 1.4 1.6 1.3 0.9
10 Rest of
OECD? 1.4 1.3 1.2 1.2 -0.1 0.0 0.0 0.0
b
wER YwH wy,
Observed means  Forecast Observed means  Forecast Observed means  Forecast
1985~ 1985- 1985-
61-84 71-84 76-84 2000 61-84 71-84 76-84 2000 61-84 71-84 76-84 2000
01 0.1 -02 -02 -01 -0.4 -04 -0.2 -0.3 1.6 1.7 2.0 1.4
02 03 06 05 -0.2 -0.9 -08 04 -0.4 -1.1 -1.2 0.7 04
03 -0.04 -0.1 0.1 0.1 0.0 -0.3 0.5 -0.2 0.6 0.6 1.6 0.4
04 04 06 -0.7 -0.5 -0.7 -1.0 -1.0 0.8 -0.25 0.8 -0.9 -0.7
05 0.4 -0.7 -1.0 -05 -0.4 -0.3 -0.03 -0.2 -04 -0.5 05 -0.5
06 0.2 04 -06 0.4 -1.0 -1.0 0.3 0.2 -10 —0.6 0.8 0.3
07 0.6 -1.0 -1.1 -0.5 -0.8 06 -0.2 -0.3 -0.04 0.2 0.6 0.2
08 -0.5 09 -1.2 -0.7 -09 -1.2 0.3 -0.5 -0.7 -1.3 -0.8 0.7
09 02 -0.4 -05 0.4 -0.2 -0.2 -0.02 -0.2 2.4 2.2 1.9 1.7
10 02 04 06 04 -0.7 -0.7 -0.1 -0.5 0.3 0.1 0.4 0.3

2The means for country 10 are calculated only up to 1982 (instead of 1984).
With precision up to the rounding errors.
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2A.2. Labor supply in CMEA countries: Growth rate wy,, of employed persons LM in
the material sphere, 1986-2000 (in %).

USSR Bulgaria CSSR Hungary Pol Romania
(16) (1) (12) (14) (75) (16)
0 0.05 1986: 0.6 0.33 1986-87: -0.17 1986—89: ~0.50 1986—87: 0.06
1987: 0.34 1988-93: -0.16 1990-94: ~0.49 1988: 0.03
1988-90: 0.33 1994-99: ~-.0165 1995-99: ~0.47 1989: 0
1991: 0.40 1990: -0.03
1992-97: 0.33 @: —0.165 @: ~ 0.49 1991: -0.05
1998: 0.39 1992: -0.07
1999: 0.32 1993: -0.10
1994: -0.12
@g: 0.36 1995: 0.14
1996: -0.16
1997: -0.17
1998: -0.19
1999: -0.21
g: —0.15

2A.3. Labor supply in developing countries: growth rate wy of economic active popula-
tion L, 1982-2000 (in %).

Latin Mezico,
Asia America Braal, N. Africa,

Oil- without without Argen— Middle

ezporters India India Africa M,B,A tina East

Year (11) (121} (34) (13) (14) (15) (18}
1982 2.14 2.09 1.67 2.67 3.35 2.78 3.27
1983 2.36 2.37 1.66 2.60 2.78 2.57 2.71
1984 2.30 2.16 1.63 2.28 2.70 2.77 2.64
1985 2.16 2.41 1.61 2.48 2.63 2.56 3.00
1986 2.63 1.91 1.69 2.42 2.56 2.75 2.92
1987 2.39 2.31 1.62 3.07 2.92 2.68 3.24
1988 2.42 1.98 1.63 2.52 2.83 2.73 2.75
1989 2.20 2.22 1.60 2.68 2.36 2.54 2.29
1990 2.31 1.76 1.58 2.40 2.31 2.59 3.36
1991 3.01 2.53 2.07 3.40 3.38 2.96 2,53
1992 2.56 2.34 2.03 3.09 2.91 3.09 3.52
1993 2.71 2.28 2.02 3.19 3.18 2,79 3.40
1994 2.71 2.23 1.95 2.90 3.08 3.02 2.30
1995 2.77 2.06 1.91 2.82 2.99 2.63 3.22
1996 2.37 2.14 1.88 2.74 2.26 2,76 2.49
1997 2.38 2.10 1.87 2.67 2.84 2.50 2.74
1998 2.57 2.05 1.81 2.43 2.15 2.62 2.37
1999 2.32 2.01 1.78 2.54 2.70 2.46 2.60
'] 2.46 2.16 1.77 2.72 2.17 2.66 2.85
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Appendix 2B. Forecast of Money Supply

2B.1. OECD countries: rate of growth of money supply, M2, (%).

Observed means Forecast

Country 1961-84 1971-84 1976-84 1985-2000
01 USA 8.1 9.0 9.5 9.0
02 FRG 9.5 8.2 6.6 6.5
03 Japan 14.8 12.6 9.4 9.0
04 France 13.1 13.5 11.4 11.0
05 UK 11.5 15.7 14.5 11.0
06 Italy 16.2 17.8 16.8 16.0
07 NL 11.2 11.3 9.4 9.0
08 B/L 9.3 10.0 7.8 7.5
09 Canada 12.0 13.5 12.2 12.0
10 Rest of

OECD 12.8 14.4 13.9 13.0

2B.2. Developing countries rate of growth of money supply, M2, (%): forecast
1982-2000. [For oil exporting countries (Group 11) we do not estimate M2 since we
determine the price level in another way; see Annex 2.]

Latin Mezxico,
Asia America Braz=l, N. Africa,
without wsthout Argen— Middle
India Indsa Africa M,B,A tina East
(12 1) (34) (13) (14) (15) (18)
18 15 20 45 45 22

2B.3. Rate of change of OECD import price (in $) of mineral oil and fuel (P$MFL W1,
see Annex 2) (%): forecast 1987-1999.

1982 83 84 85 86 87 88 89 90 91 92 938 94 95 96 97 98 99
-0.7 -109 -5.0 -15.0 -40.0 -5.0 0.0 1.0 2.0 3.0 3.5 4.0 4.2 4.4 4.5 4.5 45 45

2B.4. Rate of growth of the nominal wage rate, CMEA countries (%): forecast
1986-1999. .

USSR Bulgaria CSSR GDR Hungary Poland Romania
(16) (71) (72) (73) (74) (75) (76)
1986-89:12

5.5 5.0 4.0 4.0 8.5 1990-99:10 7.5
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Appendix 2C. Forecast of the Rate of Depreciation
of Capital (%), OECD Countries, 1985—2000

We estimated the rate of depreciation by a “back to normal” formula; see Annex 2.
Therefore, there is a smooth change of this rate, and we only give the rates for some
years.

Rest of

USA FRG Japan France UK [Italy NL B/L Canada OFECD
Year (o1) (02) (03) (04) (0s) (o6) (07) (08) (09) (10)
1982 5.89 3.91 5.66 4.68 4.77 3.39 2.62 2.68 4.80 2.47
1985 6.26 3.91 5.82 4.53 491 3.36 2.67 2.73 4.99 2.58
1988 6.08 3.91 5.84 4.52 485 3.37 268 2.75 5.00 2.67
1991 5.95 3.91 5.86 4.52 481 3.38 269 2.76 5.00 2.73
1994 5.86 3.90 5.87 4.51 4.78 3.39 269 2.77 5.00 2.78
1997 5.79 3.90 5.88 4.51 4.76 3.39 2.69 2.78 5.00 2.81
1999 5.75 3.90 5.88 4.51 4.75 3.39 2,69 2.78 5.00 2.83
$1985-1999  5.95 3.90 5.86 4.51 4.81 3.38 269 2.77 5.00 2.73

The rates of depreciation assumed for the CMEA and the developing countries are held
constant for the forecasting period; see Tables 2.2 and 2.8 in the text.
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Appendix 2D. Forecast of the Ratio (%) of Secondary Factor
Imports to Total Imports, 1985—-2000
(= pp, see Annex 2)

2D.1. OECD countries.

Rest of

USA FRG Japan France UK  Italy NL B/L  Canada OECD
Year® (01) (02) (03) (04) (05) (06) (07) (08)  (09) (10)
1982 15.79 16.56 42.15 14.47 12.20 22.44 16.97 15.66 9.18 13.60
1985 14.47 16.44 43.37 13.82 11.71 22.59 17.39 15.50 7.73 13.44
1988 14.34 16.32 43.00 13.60 11.52 2243 17.29 15.36 7.53 13.22
1991 14.25 16.23 42.73 13.44 11.38 22.32 17.21 15.26 7.39 13.23
1994 14,18 16.17 42.53 13.32 11.28 22.23 17.15 15.19 7.28 13.17
1997 14.13 16.12 42.39 13.23 11.20 22.17 17.11 15.14 7.21 13.12
1999 14.11 16.10 42.31 13.19 11.16 22.14 17.09 15.11 7.17 13.10

¢1985-1999 14.25 16.32 42.72 13.43 11.36 22.13 17.21 15.26 7.39 13.23

2The introductory explanation of Appendix 2C applies here analogously.

2D.2. CMEA countries. (This ratio is kept constant; see text note 5.)

2D.3. Developing countries. (These ratios result from a solution of a submodel; see
Chapter 6.)

Latin Mexico,
Asta America Brazl, N. Africa

Oil- without without Argen— Middle

ezporters India India Africa M,B,A tina East

Year (11) (121) (34) (13) (14) (15) (18)
1982 3.56 18.01 41.54 11.39 11.72 17.76 16.68
1985 4.40 16.23 42.19 10.26 12.23 17.95 15.67
1988 6.02 14.28 56.28 10.26 16.21 17.64 18.06
1991 5.84 12.22 60.18 10.22 16.62 18.22 19.71
1994 5.83 10.23 62.58 10.32 16.18 19.59 20.34
1997 5.94 8.36 64.67 10.33 15.58 20.04 20.61
1999 6.04 7.14 65.85 10.32 15.20 20.41 20.74

#1985-1999 5.74 11.04 59.59 10.28 14.63 18.87 19.27
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Appendix 2E. Observations and Forecasts of the
Rate of Technical Progress (%) for
Different Scenarios

2E.1. OECD countries.

b b

Observed means Scenarios
Hi or
Country Ha®  1961-84  1971-8f  1976-84 Optimistic ~ Medium  Pessimistic
01 USA Hi 0.85 0.45 0.30 0.85 0.55 0.30
Ha 1.20 0.70 0.40 1.20 0.80 0.40
02 FRG Hi 2.90 2.30 2.05 2.80 2.25 175
Ha 4.10 3.30 2.90 4.00L 3.20 2.50
03 Japan Hi 4.00 2.50 1.75 3.20 2.45 175
Ha 5.60 3.50 2.40 4.50 3.40 2.40
04 France  Hi 3.10 2.45 2.10 3.00 2.45 2.00
Ha 4.30 3.40 3.00 4.20 3.40 2.80
05 UK Hi 1.20 0.85 0.65 1.20 0.95 0.65
Ha 1.80 1.30 1.00 1.80 1.40 1.00
06 Italy Hi 3.85 2.05 1.20 3.15 2.00 1.20
Ha 4.80 2.60 1.50 4.00 2.50 1.50
07 NL Hi 2.30 0.95 0.25 1.75 0.95 0.25
Ha 4.20 1.70 0.50 3.20 1.70 0.50
08 B/L Hi 3.05 2.50 2.20 2.65 2.20 1.90
Ha 4.80 3.90 3.50 4.20 3.50 3.00
09 Canada  Hi 1.10 0.00 -0.60 1.00 0.45 0.00
Ha 1.70 0.00 -0.90 1.50 0.70 0.00
10 Restof Hi 2.75 1.70 1.15 2.25 1.60 1.00
Canada Ha 4.20 2.60 1.80 3.50 2.50 1.50

*Hi = Hicks neutral; Ha = Harrod neutral. If w, = rate of technical progress in the Hicks-
neutral sense and w*, the same in the Harrod-neutral sense and a = production elasticity of la-
bor, we have the relation: v*, = w, / a.

bAll figures are rounded to 0 or 5 in the second decimal place.

2E.2. CMEA countries: rate of (Hicks-neutral) technical progress. See Table 2.2 in the
text.
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2E.3. Developing countries: rate of (Hicks-neutral) technical progress (medium
scenario, %).%

Latin Mexico,
Asia Amenica Braxl, N. Africa,
Oil- without without Argen— Middle

exporters India India Africa M,B,A tina East
Year (11) (121) (34) (13) (14) (15) (18)
1982 -1.643 0.50 0.50 -0.793 1.0 1.443 2.0
1985 ~1.015 0.70 0.50 —0.484 1.0 1.504 2.0
1988 -0.072 1.00 0.50 -0.021 1.0 1.596 2.0
1991 0.871 1.30 0.50 0.441 1.0 1.689 2.0
1994 1.500 1.50 0.50 0.750 1.0 1.750 2.0
1997 1.500 1.50 0.50 0.750 1.0 1.750 2.0
1999 1.500 1.50 0.50 0.750 1.0 1.750 2.0
$1985-99 0.750 1.26 0.501 0.380 1.005 1.680 2.0

2For the groups of developing countries we estimated an average rate of technical progress for
the period 1960-1974 (or 1975, ..., 1979 for some groups) and an average rate from the end of
the first period until the end of the reference period (1983); see Figure 2.6. This latter rate was
substantially lower than the first. The reason for this procedure was that we could not get re-
liable estimates of a continuous time trend for this rate, whereas a break in the development of
this rate yields significant estimates. For the forecast we assumed that a rate in between will
be reached again after a while; see Figure 2.6 for the special linearity assumptions made in this
respect. For India, some Latin American countries and North Africa and the Middle East,
there was no significant difference between the two periods.

For the other scenarios similar tables exist. We reproduce only the average values
1985-99:

Scenario (11) (121) (34) (13) (14) (15) (18)

Optimistic 1.79 191 0.97 0.90 1.19 1.97 2.22
Pessimistic -0.23 0.74 0.50 -0.10 1.00 1.44 2.00
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Appendix 2F. Forecast of the Investment Ratio,
Medium Scenario (%)

2F.1. OECD countries.

81

Rest of

USA FRG Japan France UK  Ialy NL B/L  Canada OECD
Year® (o1) (02) (03) (04) (05) (06) (o7) (08) (09) (10)
1982 16.90 19.62 31.17 21.24 17.02 18.76 17.36 17.59 21.86 21.97
1985 19.48 19.71 30.36 20.19 18.27 18.74 17.84 17.07 20.00 22.25
1988 19.08 19.92 30.72 20.63 18.19 18.92 18.21 17.86 20.67 22.45
1991 18.79 20.08 30.99 20.95 18.14 19.05 18.48 18.44 21.17 22.60
1994 18.57 20.19 31.179 21.18 18.10 19.14 18.67 18.86 21.53 22.71
1997 18.42 20.28 31.32 21.35 18.08 19.21 18.82 19.17 21.79 22.79
1999 18.34 20.32 31.39 21.43 18.06 19.25 18.89 19.33 21.93 22.83
#1985-99 18.78 20.08 30.99 20.95 18.14 19.05 18.48 18.49 21.17 22.60

*The forecasting equation is reproduced in Annex 2. We give the figures for only some years;
the others may be interpolated.

2F.2. CMEA countries: the investment ratios are kept constant in the forecasts; see
Table 2.2 in the text.

2F.3. Developing countries.?

Latin Mezico,
Asia America Braxnl, N. Africa,

Onl- without without Argen— Middle

ezporters India Indsa Africa M,B,A tina East

Year (11) (121) (34) (13) (14) (15) (18)
1982 33.00 25.00 20.00 22.00 16.00 20.00 25.00
1985 27.00 22.00 29.50 18.00 12.00 17.00 18.00
1988 23.06 24.35 21.65 20.93 15.05 19.29 20.53
1991 24.72 25.24 22.69 22.54 16.59 21.37 22.52
1994 24.93 25.40 22.88 22.81 16.84 21.78 22.84
1997 24.98 25.46 22.96 22.93 16.94 21.93 22.95
1999 25.00 25.49 22.99 22.98 16.98 21.98 22.99
#1985-99 24.77 24.78 22.20 212.84 15.89 20.61 21.75

®The investment ratio of the developing countries declined substantially since the middle of the
1970s. We assumed that this decline will continue for a while (until the debt problem has
been settled), but that afterwards a certain fraction of the old investment ratio will again be
reached asymptotically. For details, see Chapter 5; for an illustration, see Figure 2.9 in
Chapter 2.

NOTE: For the optimistic and the pessimistic scenarios, similar tables exist. The aver-
age values are shown in Table 2.8 in the text.
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CHAPTER 3

Economic Growth and Structural
Change of OECD Countries

Hermann Ross

Summary

In this chapter we present the estimates of production functions for OECD coun-
tries and define the different scenarios for the driving forces of economic growth.
They form the basis for the solution of the world model and determine our fore-
casts. In addition we estimate other functions (to explain the velocity of money,
the rate of interest and structure of production) and present forecasts for these
variables.

3.1. Introduction: The Group of Industrialized
Market Economies

The industrialized market economies considered in the model include 20 coun-
tries (with Belgium and Luxembourg treated as one country; see Annex 1 at the
end of this volume). With the exception of South Africa all of them are members
of the OECD. The countries were selected with respect to their share in world
trade at the end of the 1970s. The 20 countries covered 60.6% of world exports
and 72.3% of world imports (without intra-CMEA trade) reported for 1980 in
the Direction of Trade Statistics (DOTS) of the International Monetary Fund.
Nine countries which covered 56.5% of all exports and 59.8% of all imports in
1980 are treated separately. The other 11 countries are aggregated and treated
as one economic unit [1].
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3.2. The Production Function and Technical Progress

As was explained in Chapter 2 we use a linear homogenous Cobb-Douglas pro-
duction function which we write as

Y=(r-L)*-KP-R".a, a+f+v=1 (3.1)

where Y = production, 7 = index of technical knowledge, L = labor input, K =
stock of fixed capital and R = imported raw materials. 7 is used here in the
notation of Harrod-neutral technical progress. This ensures that in equilibrium
growth (with the rate of growth of K and R being equal to the rate of growth of
Y) the rate of technical progress is equal to the rate of growth of labor produc-
tivity. If @ = 2/3, the rate of technical progress, 7, in Harrod-neutral notation is
50% higher than the rate of technical progress in Hicks-neutral notation
(f=1 > w, = w/a, where w, is the growth rate Z/z of a variable z).

We measure imported raw materials as the imports of goods in the SITC-
Sections 2, 3 and 4 (i.e., inedible crude materials, except fuels; mineral fuels,
lubricants and related materials; animal and vegetable oils, fats and waxes).

As was pointed out in Chapter 2 our conception of production is not gross
domestic product, but total production minus domestic secondary inputs. In
accordance with statistical practice we use a Paasche price index for total pro-
duction.

Labor input is the product of the number of people actually employed and
the number of average working hours per year (“actually worked” if such figures
are available, “paid for” otherwise). Capital stock series have been calculated as
the accumulated net fixed investment at constant prices starting with some
estimated initial value for 1950.

Technical progress is not directly observable. It must be identified from
other measurable variables. First we used a method suggested by Solow. We
shall present these results. For the Bonn-IIASA model we use another, related
approach.

Solow (1957) estimated technical progress as a discrete approximation to a
Divisia index. The derivative of the logarithm of the production function with
respect to time yields

w, = (wy — awy, — fwyg — ywg)/a (3.2)

If marginal productivity theory holds, the income shares (or cost shares) of the
factors should be equal to the elasticities of production with respect to the
corresponding factors of production.

We calculated the income shares for all countries and found that they are
in most cases nearly constant. As an example, see Figures 3B.1(a)—(h) in Appen-
dix 3B (where MRAW = R in the production function). They exhibit small
cyclic fluctuations which may be explained by the business cycle and an increase
of the cost share for raw materials in 1973/74 and 1979/80. Mean values for
1962-1983 are listed in Table $A.1 of Appendix 3A.
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We used income shares corrected for changes in the number of self-
employed persons (see also Eismont and Ross (1985)]. Our labor data include
employed and self-employed persons whereas the statistical figures on wages do
not include labor income of self-employed persons. This income is included in
profits and entrepreneurial income. To correct this we assumed the average
labor income per working hour to be the same for wage earners and self-
employed persons. The series for labor cost LCC™ and capital stock KCC"
which we used are therefore defined by

LCC™ = WG"/ WES (3.3)

1 -WES

Kcenr = Q" — WG -
@ WES

+ KC" (3.4)

where WG™ = nominal wage, WES = wage earners’ share, Q™ = nominal profit
and entrepreneurial income and KC" = nominal depreciation.

Technical progress (or the increase of total factor productivity, as it is also
called), if calculated by Solow’s method, shows a similar trend for all countries in
the 1970s and early 1980s, especially if one looks at five-year moving averages of
the growth rates instead of yearly rates. In Figures 3B.2(a)—(h) of Appendix 3B
yearly rates of (Harrod-neutral) technical progress and five-year moving averages
are shown [2]. It is interesting to observe that the moving average of w,_reaches
a local minimum around the year 1958. After that a period of high growth of
technical progress starts. There is a first interruption around the years 1965/67
in most countries followed by a new peak around 1970. In the United States this
peak is missing. The rate of technical progress in the USA was already in decline
since the late 1960s. All other countries followed this trend during the 1970s.

We fitted a linear trend through the values of technical progress obtained
in this way (but with imported raw materials included) for the years 1962-1983.
The results are given in Table 3A.1 of Appendix 3A. The trend is always nega-
tive, but there are differences between countries. The USA and the UK showed
a rather low level of technical progress (3.3 and 2.6% in 1960) but only a slight
decline on the average (—0.15 and —0.05% per year, respectively). Japan, Italy
and the Netherlands realized the highest level of growth rate in 1960 (11.2%,
9.2% and 7.7%, respectively) but also the highest decline on the average (—0.49,
—0.42 and —0.35% per year). The Federal Republic of Germany, France,
Belgium/Luxembourg, Canada and the group of other industrialized market
economies showed a medium growth of technical progress in the beginning
(about 6% in 1960) and a medium decline (about —0.2% per year).

Table 3.1 shows the average yearly growth rates of production, labor pro-
ductivity and technical progress between 1962 and 1977. The extent to which
the increase in labor productivity is explained by technical progress for the
period is smaller than the 88% value obtained by Solow (1957, p. 316) for the
United States for 1909-1949, but similar to his result for 1909-1929. OQur results
for the USA are very close to those to be expected for equilibrium growth.
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For the Bonn-ITASA world model we estimated technical progress and the
elasticities of production in a slightly different way. In this project we are only
interested in the trend. Therefore we estimated the system:

Yt = [exp(w.,.+ % t) . t . Lt]a M Kf . Rt” - a (3.53.)

LCCP = LCCP | + o - [(LCCP + KCCP + RY)
(3.5b)
— (LCCY, + Ki ) + REY )]

KCCP = KCCP_, + §- [(LCCP + KCCP + R
(3.5¢)
— (LCccy | + KCCp_, + R} )]

simultaneously under the restriction a + §+ v=1. The reference period is
1963-1983. This specification of the index of technical knowledge yields a linear
time trend of the rate of technical progress: w, = @_+ 6 - ¢, which conforms to
the observations for 1962-1983 (see Figure 3B.2in Appendix 3B). The results of
the estimate are listed in Table 34.3 of Appendix 3A and (for comparison) also
in Table $.2. The differences from the first approach are small, ¢f. Table 3.1.
For the elasticity of production with respect to raw materials we get values
which are larger than the average factor shares. This is due to a slight increase
of this share in the reference period and the greater weight given to the last
observations when series with a trend are estimated with an additive error term.

3.3. The Development of the Driving Forces
of Economic Growth

The driving forces for the development of an economy are the rate of growth of
labor input w; , the investment ratio s, the rate of depreciation d and the rate of
technical progress w,. For reasons which were explained in Chapter 1, we
assume the following development of these driving forces.

3.3.1. The investment rate

The ratio of real gross fixed investment to real gross domestic product declined
in most countries since the late 1960s. It differed from country to country. As a
rule, this ratio lay between 15% and 25%, with the exception of Japan where the
ratio is exceptionally high [up to 36% in 1973, see Table SA.4 in Appendix 3A
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and Figures $B.3(a)—(h) in Appendix 3B|. In almost all countries we observe a
similar pattern: the trend of the rate of investment increases during the 1950s
and the 1960s and decreases in the late 1960s or the early 1970s. The upward
trend was broken before the oil price increase of 1973/74 in several countries
(e.g., UK, Italy, Netherlands and Belgium/Luxembourg).

For the medium scenario the rate of gross fixed investment was assumed to
approach the mean value of the decade 1975-84, 5:

St =A- st—l + (I—A) -5 (3.6)

The adjustment speed parameter A was set to 0.9. This implies that an initial
difference (5, — 5) in 1984 will be reduced to roughly 50% of that value in 1990
and 20% in 2000.

For the optimistic and pessimistic scenarios we fixed the final values & at
25% above and below the value for the medium scenario. The values are listed
in Table 3.2.

This method may be slightly favorable for Japan and somewhat pessimistic
for the USA and the UK. The results are given in Table SA.4 of Appendix 3A
for some selected years and graphically demonstrated in Figure $B.38 of Appendix
3B.

3.3.2. The rate of depreciation

The rate of depreciation d was rather constant for most countries [see Table
8A.5 of Appendix 3A and Figures $B(a)—-(h) of Appendix 3B]. There are some
exceptions to the rule: in the Japanese economy d increased from 6.7% in 1950
to approximately 10% in 1964-1969 and decreased afterwards. The US rate of
depreciation increased from about 5% until the early 1970s to above 6% in
1983/84. For Canada we observe a decline from about 6% in the early 1960s to
about 5% in 1984. A higher rate of depreciation slows down the accumulation of
capital, but it increases technical progress by sorting out older and less efficient
capital goods. This is not made explicit in our model.

For all scenarios we assumed the depreciation rate of each country to
approach its mean value of 1975-1984, d, asymptotically:

dg=X-d_;+(1-2)-d, A=09 (3.7)

Asymptotic results are shown in Table 8.3; figures for the rate of deprecia-
tion are given in Table 34.5 of Appendix A and graphically represented in Fig-
ures 3B.8(a)-(h) in Appendix 3B.

Since the USA and the UK have a relatively low rate of investment but a
relatively high rate of depreciation, their capital stock will grow relatively slowly.
The accumulation equation
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implies a growth rate of the capital stock of wgy; = s - ¥,_;/K, ;| — d. A growth
rate of capital stock of 3% (4%) in the UK in the next few years would require a
20.8% (23.5%) rate of investment with a depreciation rate unchanged at 4.7%, or
a depreciation rate of 3.7% (2.7%) with the investment rate unchanged at 18%.

3.3.3. Labor input

Only in four countries was total labor input (in billion working hours) higher in
1984 than in 1960 (see Table 3.4).

Table 8.4(a). Growth rate of labor input, 1960-1964, for selected industrialized market
economies.

Labor input 1960 1984 Average growth rate (%)
USA 132.0 192.7 1.6

Japan 108.0 124.1 0.6

Canada 12.5 22.0 24

Other industrialized

market economies 87.5 94.0* 0.3

21982 value.

Table $.4(b). Yearly change in labor input, 1960-1984, for selected industrialized mar-
ket economies.

Labor input 1960 1984 Yearly change (%)
FRG 55.6 42.8 -1.1
France 45.2 42.6 -0.25
UK 56.0 50.8 04
Italy 41.2 32.1 -1.0
Netherlands 10.6 10.5 -0.0
Belgium/Luxembourg 7.8 6.6 -0.7

All other countries experienced a decrease of labor input on the average
[see Table 3.4(b)]. But also in these countries labor input showed a transitory
increase in the middle of the 1960s and in the beginning of the 1970s.

Labor input (LAB) can be factorized into

LAB = POP - LP'POP - ER - HW W - 52/1000 (3.9)

where POP is the population, LP°POP is the share of labor force in the popula-
tion (potential labor participation rate), ER is the employment rate, and HW W
is the average number of working hours per week. LABF = POP - LP"POP is
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the labor force and LABF - ER is the number of employed persons [see Table
84.6 in Appendix 3A and Figures 3B.{(a-h) in Appendix 3B|.

These factors contributed to the rate of change of labor input in the follow-
ing way:

(1) The population increased in all countries in the period 1960-1984.
) The potential labor participation rate increased in all countries, on average,
with the exception of the FRG and Italy.
(3) The employment ratio decreased sharply after the beginning of the 1970s,
with the exception of Japan.
(4) The average number of working hours per week decreased continuously in
all countries.

Table 8.5 shows the determinants of the average growth rates of labor
input (in percentages) for all countries in the period 1961-1984. We estimated
growth rates for the four determinants of labor input for the years 1985-2000, or
we took them from other sources. Growth rates of population were taken from
UN forecasts (DRPA statistics).

The potential labor participation rate LP’POP was assumed in the long
run to approach the high level of about 49%, similar to that of Japan and
Canada. We restricted the labor participation growth rate to no more than 1% a
year. The results are given in Table 3.6.

We assumed that the employment rate ER will increase slowly until the
year 2000. Table 3.7 shows the “required” growth rate of ER which would yield
an employment rate of 100% in the year 2000. We did not take this growth rate
of ER but some lower value, called the “assumed” growth rate. By this method
we restricted the employment growth rate to less than or equal to 0.5%.

We assumed that the general trend of declining working hours per week will
continue. In detail, we assumed that the average rates of decline during the
years 1961-1984 will stay unchanged in the future.

These assumptions on future labor input are summarized in Table $.8. A
comparison of the second and the fourth row shows that the increase of the labor
participation rate is to a large extent cancelled by the decrease in hours worked
per week. But considering the increasing population and the reduction of unem-
ployment, we arrive at rather high growth rates of labor input. These assump-
tions on future trends of labor supply are represented in Figures $B.{(a-h) in
Appendix 3B.

3.3.4. The rate of technical progress

For reasons explained in Chapter 1, we assume that the declining trend of tech-
nical progress will be reversed in the future. For the optimistic scenario, this is
modeled as a return to approximately the average level of 1961-1984; for the
medium scenario, as a return to approximately the average level of 1971-1984;
and for the pessimistic scenario, as a return to approximately the average of
1976-1984. If outside information was available or our own judgment pointed in
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another direction, we adapted these figures a little. This may be seen from
Appendix 2E in Chapter 2. We do not reproduce these figures here.

3.4. Solution of Isolated Country Models:
Future Growth Rates

The forecasts for OECD countries which follow from the solution of the total
world model were reviewed in Chapter 2. They are reproduced in Annex 3. We
also solved the country models separately by making some simplifying assump-
tions on total imports and imports of raw materials for each country [3]. The
average growth rates of GDP for the years 1983-1999 which result from these
solutions of isolated country models are reproduced in Table 3.9.

Table 3.9(a). Average growth rates derived from individual country models and from
the solution of the interdependent world model. Average growth rates of GDP,
1983-1999, were estimated by individual country models.*

Scenarso USA FRG Jap Frae UK Ita NL B/L Can  Other
Optimistic 3.1 4.4 6.9 4.8 24 5.1 4.2 4.6 35 5.5
Medium 2.7 39 5.0 4.1 20 37 30 3.8 3.0 4.5

Pessimistic 2.1 2.7 2.6 3.1 1.5 1.7 1.5 2.6 1.5 2.8

*Estimated by 100 - [(z¢g/%gq)1/17— 1].

Table 8.9(b). Average growth rates of GDP, 1985-1999, estimated by the interdepen-
dent world model.®

Scenario USA FRG Jep Fra UK Ita NL B/L Can  Other
Optimistic 2.8 3.9 5.5 3.7 1.6 44 35 3.8 3.5 4.0
Medium 2.2 2.8 4.1 2.8 1.1 29 21 2.8 2.5 2.9

Pessimistic 1.6 1.9 2.9 1.9 0.5 1.8 0.9 1.9 1.7 1.7

*Estimated as the arithmetic mean of the growth rates 1985-1999.

Of course, these growth rates differ from those of the solution of the inter-
dependent world model, cf. Table 2 in Annex 3. Averages are given in Table
8.9(b). It is surprising that the growth rates of all OECD countries are reduced
by considering the international interdependence of all countries (including the
developing ones). This seems to be due to the special way in which we isolated
the countries from each other; see Ross (1986). We put an upper limit on the
import ratio which does not depend on price ratios. But there might also be
other reasons for the upward bias of isolated country models of the type used in
the Bonn-ITASA research project.
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3.5. The Rate of Inflation

The price level p of GDP is explained by a generalization of the classical quan-
tity theory:

M2

. M2 3.10
P=vGDP (3.10)

where v = velocity of money M2 = money supply (in our analysis we use the
money concept usually referred to as M2, but include saving deposits, as is done
by the IMF in the IFS). If v is constant, the rate of inflation is equal to the
difference between the growth rate of money supply and the growth rate of GDP.

The velocity of money in the industrialized market economies was not con-
stant in the years 1960-1984, with the exception of Belgium/Luxembourg and
the group of other industrialized market economies; see Table 3A.7 of Appendix
3A and Figures 8B.5(a)-(h) of Appendix 3B. In the UK [Figure 3B.5(e)] the
velocity of money started to decrease in 1970 but turned back to an even higher
level in the high-inflation period of 1974-1981. For the USA there is an increas-
ing trend of v. In all other countries we observe a decrease of the velocity of
money which was stopped or even reversed in the early 1980s.

The velocity of money reflects short-term effects as well as the long-term
changes in the marginal propensity to hold money. This propensity depends on
business customs, techniques of payments, the level and distribution of wealth,
the rate of interest, the capital coefficient, the foreign debt ratio and other vari-
able. We specified the equation for the velocity of money as:

Af

" GDPJ

0= ay- Gy + ag- (k—K_3) + a3 - (F—7y_3) + a4 + a5 (3.11)

where £ means the logarithm of z, k = capital coefficient K/Y, = = labor pro-
ductivity ¥Y/L and A™ = accumulated foreign trade surplus. The estimated
results are reproduced elsewhere [4]. Some comments must suffice here.

In general the approach worked quite well. The coefficients a, is always
negative, if it is significantly different from zero, and the same is true for a,. As
the capital coefficient was increasing in all countries during this period, the
coefficient a, partly explains the declining velocity of money. If the capital
coefficient can be interpreted as a measure of relative wealth, then a higher
wealth in a country will imply a higher propensity to hold money. The negative
coefficient a, indicates that trade surpluses (accumulated) slow inflation and
trade deficits speed up inflation. The dynamic behavior of the equation is satis-
factory. If we assume constancy of the capital coefficients, balanced trade and
3% growth of labor productivity, we get the asymptotic values for the velocity of
money shown in Table 3.10.
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Table $.10. Asymptotic velocity of money.

USA  FRG Jap Fra UK Ita NL B/L  Can  Other
v 2.14 1.93 1.29 2.14 2.72 1.30 1.95 2.02 2.23 1.50

This holds a reasonable relationship with the observed values (see Table
8A.7in Appendix 3A).

The forecasts of the growth rates of money supply (M2) are related to the
historical averages (see Table 2.1 in Chapter 2).

The resulting “rates of inflation” are reproduced in Table 82 of Annex 3 for
the past as well as for the future. Table $.11 shows forecasts of the rate of
inflation for the years 1990 and 1999 for the OECD countries for the different
scenarios.

Table 8.11. Forecasts of the rate of inflation.

Scenario USA FRG Jap Fra UK Ita NL B/L Can Other
Optimistic
1990 5.3 2.2 4.6 6.4 10.5 11.5 7.3 3.8 8.3 7.9
1999 5.8 1.0 3.7 6.7 98 105 6.1 34 8.0 8.3
Medium
1990 6.3 34 6.0 8.0 11.0 130 85 4.6 9.3 9.1
1999 7.7 2.5 49 79 104 126 7.7 44 9.2 9.7
Pessimistic
1990 7.3 4.5 7.3 9.4 116 142 95 5.4 10.2 10.5
1999 104 4.1 6.2 9.3 11.1 141 93 5.6 10.3 11.2

These results indicate that inflation is not a matter of the past if the rate of
growth of money supply stays within the order of magnitude of the past (see
Table 2.1 in Chapter 2). Money has to grow at a lower rate if inflation is to stay
at the low levels which are nowadays current.

3.6. The Nominal Rate of Interest

Interest rates influence the exchange rates and capital flows between countries.
This in turn influences foreign trade and the foreign debt situation and therefore
the domestic price level. Unfortunately, this part of the research program could
not be connected with the world model for reasons explained in Chapter 2. We
had to use a simpler approach for exchange rate determination. Nevertheless,
rates of interest are explained by our model.

We do not differ between different asset markets and their special rates of
interest. Only one average rate of interest, z, is considered. It is measured as an
average of the short-term money market rate, the government bond yield and the
discount rate.
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It is well known that the nominal interest rates of all countries are highly
correlated. The interest rate of the USA plays a leading role. Therefore we
estimated, for all other countries, the equation

SA N
Zt—al Zt__l'*'az wpt+03-zt +a _1
’ St—4
(3.12)
ae Atn a
® |eppp| °

The term s;/s,_, is an indicator of the change of investment activity which
will influence interest rates. A;’/GDP} is the ratio of cumulated trade surplus to
nominal gross domestic product which should decrease domestic interest rates
(deficits should increase z). Indeed the coefficient ag turns out to be always
negative and such that the rate of interest z increases about 0.2 to 0.5 percent-
age points if the ratio of foreign debts to GDP increases by one percentage point.
The coefficient a, connected with the rate of inflation w, is rather low whereas
the coefficient a; for the US interest rate zUSA is always very high.

The figures for RC? and for DW indicate that this approach takes into
account the most important determinants [5]. One of them is the interest rate of
the USA. For the USA we used the same approach, but set a; to zero. The
estimated results are quite good. The dynamic behavior of the equation is
acceptable, too. If, in the long run, the inflation rate is constant at w,, the
investment rate s is also constant and the foreign debts are zero, then the US
rate stabilizes at

ae

= .ﬁP.{_

=0.73 - @P + 4.48 3.13
1-a, 1—a, o ( )

With an inflation rate of 5% the nominal rate of interest would stabilize at
8.13% and the real rate of interest at 8.13% - 5% = 3.13%, which is considerably
smaller than the rate of profit which follows from the marginal productivity
theory (for K/Y = 3 and 8 = 0.25, it follows that z = 0.25/3 = 8.3%).

Under the same assumptions the nominal rates of interest for the other
countries would stabilize at the values shown in Table 3.12.

Interest rate forecasts are given in Table 3A.8 of Appendix 3A. The
optimistic scenario yields lower interest rates eventually than the medium
scenario, which in turn produces lower rates than the pessimistic scenario with
the notable exception of France, where the opposite is true. This needs further
research.
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Table 8.12. Asymptotic nominal rates of interest.

FRG Jap Fra UK Ita NL B/L Can Other
z 7.1 8.5 7.4° 9.8 8.6% 7.7 8.5 9.6 6.8

2Additional assumptions: 8; = 20.0 for France; no change in the exchange rate for Italy.

3.7. The Structure of Production

There are a number of structural variables which are determined by the model:
the capital coefficient, the import and export share in GDP, the share of con-
sumption in GDP, labor productivity, the capital/labor ratio, and others. These
variables are related to the structure of production and may be used as explana-
tory variables to forecast structural change. By “sectoral structure of produc-
tion” we mean the share in GDP of real value added to different sectors of the
economy. Tables $A.9(a) and (b) in Appendix 3A show the size and the stability
of the shares of real value added and nominal value added.
We specified a log-linear function to explain the shares of real value added:

B=r"(K/L)® (X/V)® - (M/Y)™. s . a4 (3.14)

where § = real value added share of the sector, # = labor productivity, K/L =
capital/labor ratio, X/Y = export share, M/ Y = import share, and s = gross
investment ratio. The estimated results are reported elsewhere [6]. They are
quite satisfactory for the great majority of cases, but certainly need some more
work in some cases. The results are reproduced in Table 36 of Annex 3 and com-
mented upon in Chapter 2.

3.8. Conclusion

We think that the models developed for OECD countries are able to simulate the
actual behavior of the most important aggregates of these economies in a satis-
factory way, if the driving forces are estimated correctly. This, of course, is the
Crux.

Notes

[1] The method of aggregation is reported in Ross (1986). The data bank used is
described in detail in Ross (1985). National accounts data have been taken from
OECD publications, employment figures from ILO and OECD publications and
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monetary items from the International Financial Statistics (IFS) of the Interna-
tional Monetary Fund.

For details, see Eismont and Ross (1985).

For details, see Ross (1986). Basically, we related real imports to real GDP.
Thus the international price competition has been neglected.

See Ross (1986), Appendix A, Table 9.

Details may be seen in Ross (1986, Appendix A, Table 10).

See Ross (1986, Appendix A, Table 12).
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Appendix 3A. Model Parameters (tabulated)

Country codes:

01 = USA 06 = Italy

02 = Federal Republic of Germany 07 = Netherlands

03 = Japan 08 = Belgium and Luxembourg

04 = France 09 = Canada

05 = UK 10 = Other industrialized market economies

Table 8A.1. Average cost structure and trend of the Divisia Index of (Harrod-neutral)
technical progress (%).

1® b 3¢ 44 5¢
Country a; B3 3 W’'T “60” b3
01 0.731 0.252 0.017 3.3 —0.15
02 0.687 0.262 0.051 5.9 —0.18
03 0.725 0.213 0.062 11.2 ~0.49
04 0.705 0.246 0.049 5.7 —0.15
05 0.698 0.247 0.054 2.6 —0.05
06 0.774 0.158 0.068 9.2 —0.42
07 0.647 0.253 0.100 7.7 —-0.35
08 0.657 0.234 0.109 6.2 —0.18
09 0.688 0.284 0.028 5.1 —0.28
10 0.699 0.248 0.053 6.8 —0.29

®Labor share using K,L,R 1962-1983 average. bCapit.al share using K,L,R 1962-1983 average.
“Raw imports share using K,L,R 1962—-1983 average. dInt.ercept.: growth rate of technical prog-
ress in 1960. ®Slope: yearly change of growth rate of technical progress.

Table SA.2. Parameters of the production function (%).

1® 2° 3¢ 44 5
Country ag B3 Y3 W’r “60” b3
01 0.706 0.259 0.035 2.5 —-0.11
02 0.644 0.240 0.115 59 —0.15
03 0.717 0.143 0.140 10.3 —0.40
04 0.717 0.209 0.073 6.3 —0.17
05 0.684 0.255 0.061 3.0 —0.10
06 0.791 0.109 0.100 9.8 —0.43
07 0.553 0.317 0.131 9.7 —0.47
08 0.634 0.187 0.179 6.8 —0.17
09 0.648 0.320 0.032 6.8 —0.35
10 0.647 0.251 0.102 7.6 —-0.32

*Elasticity of production with respect to labor. bEla:zticity of production with respect to capi-
tal. “Elasticity of production with respect to imported goods. “Rate of technical progress in
1960. ®Yearly change of the rate of technical progress.
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Table 8A.8. Parameters of production functions (values in parentheses are t-values).

Country @ 8 o W, 6
01 0.706 0.259 0.035 2.465 —0.106
(33.88) (13.20) (3.58) (7.15) (4.40)
02 0.644 0.240 0.115 5.866 —0.154
(26.92) (8.93) (7.38) (17.81) (6.41)
03 0.717 0.143 0.140 10.284 —0.404
(18.47) (5.01) (4.90) (12.41) (7.30)
04 0.717 0.209 0.073 6.327 —0.174
(66.35) (18.61) (5.68) (27.95) (10.05)
05 0.684 0.255 0.061 3.001 —0.103
(27.88) (9.59) (4.65) (8.02) (3.55)
06 0.791 0.109 0.100 9.807 —0.427
(27.14) (4.62) (7.83) (16.57) (10.03)
07 0.553 0.317 0.131 9.701 —0.474
(16.74) (10.60) (7.36) (19.17) (12.08)
08 0.634 0.187 0.179 6.794 —-0.173
(20.33) (7.45) (6.11) (10.93) (3.70)
09 0.648 0.320 0.032 5.834 —0.347
(20.58) (11.70) (2.57) (17.61) (12.97)
10 0.647 0.251 0.102 7.614 —0.316
(39.11) (16.62) (8.80) (19.48) (11.24)

Table 8A.8. Continued.

Country Constant Dw R2C SEE Est.
01 1.370 1.17 0.99 18.054 63-83
(21.57) FIML
02 1.702 0.80 1.00 10.106 63-83
(18.80) FIML
03 —0.217 0.65 1.00 2.747 63-83
(1.79) FIML
04 2.019 1.32 1.00 12.415 63-83
(50.85) FIML
05 0.248 1.37 0.97 1.590 63-83
(5.81) FIML
06 0.548 0.90 0.98 2.400 63-83
(11.50) FIML
07 1.213 0.71 0.99 3.122 63-82
(12.04) FIML
08 3.413 0.78 0.98 53.761 63-83
(22.81) FIML
09 1.015 1.29 1.00 1.855 63-83
(14.40) FIML
10 0.620 1.39 0.99 5.055 65-82
(12.72) FIML
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Table SA.4. Ratio of gross fixed investment to GDP (%).

Forecast

Country 1960 1968 1976 1984 1992 1999
01 18.528 19.700 17.229 19.642 18.707 18.338
02 24.422 22.603 20.260 19.620 20.121 20.319
03 22.411 30.656 31.717 30.206 31.057 31.392
04 19.222 23.500 23.025 20.014 21.031 21.432
05 16.793 20.989 19.020 18.295 18.127 18.061
06 25.192 24.235 19.765 18.663 19.083 19.248
07 21.760 26.865 19.320 17.693 18.551 18.890
08 21.428 23.041 22.150 16.740 18.597 19.329
09 22.727 22.282 23.573 19.717 21.302 21.927
10 22.117 24.558 24.085 21.968 22.640 22.828
Note: 1960-1984 observed, 1992-1999 assumptions for the medium scenario.

Table SA.5. Rate of depreciation (%).

Forecast

Country 1960 1968 1976 1984 1992 1999
01 5.023 5.039 5.291 6.331 5.915 5.751
02 3.899 4.041 3.956 3.912 3.9056 3.902
03 8.807 10.083 6.195 5.814 5.863 5.882
04 4.444 4.367 4.724 4.531 4.513 4.506
05 4.537 4.561 4.446 4.933 4.800 4.748
06 3.757 3.656 3.442 3.358 3.382 3.391
07 2.581 2.661 2.684 2.669 2.687 2.694
08 3.420 3.336 2.909 2.719 2.765 2,783
09 5.968 5.775 5.254 4.994 4.998 4.999
10 2.232 2.659 2.547 2.466 2.749 2.828

Note: 1960-1984 observed, 1992-1999 assumptions for the medium scenario.
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Table 34.9(a). GDP: Structural composition of real value added in 1960-1982."

Country AGR MIN MAN EGW CON IND SRV

01 35 2.7 24.8 2.4 5.6 355 61.0

USA 0.5 0.2 1.0 0.1 0.9 1.6 1.8
14.3% 7.4% 4.0% 4.2% 16.1% 4.5% 3.0%

02 3.2 1.8 37.1 2.3 7.5 48.7 48.1

FRG 0.5 0.7 1.8 04 1.0 2.6 2.9
15.6% 38.9% 4.9% 17.4% 13.3% 5.3% 6.0%

03 7.3 0.8 28.7 2.0 8.9 40.4 52.4

Japan 3.0 0.2 4.0 0.1 0.7 4.3 1.5
4.1% 25.0% 13.9% 5.0% 7.9% 10.6% 2.9%

04 6.6 14 29.0 1.7 7.9 40.0 53.4

France 1.5 0.5 1.3 0.3 1.0 4.3 1.8
22.7% 35.7% 4.5% 17.6% 12.7% 3.8% 3.4%

05 2.7 2.8 27.4 2.7 7.7 405 56.8

UK 0.1 1.0 1.9 0.4 1.0 1.7 1.6
3.7% 35.7% 6.9% 14.8% 13.0% 4.2% 2.8%

06 8.9 2.4 28.2 48 9.5 449 46.2

Italy 1.3 0.2 2.3 0.4 1.7 1.2 0.7
14.6% 8.3% 8.2% 8.3% 17.9% 2.7% 1.5%

07 5.2 0.1 28.2 2.1 7.8 38.2 56.6

Neth 0.4 0.0 1.7 0.5 14 1.7 1.5
1.7% 0.0% 6.0% 32.8% 17.9% 4.5% 2.7%

08 39 1.3 26.5 2.5 7.6 37.9 58.3

B/L 1.0 0.7 1.8 0.7 0.8 1.5 1.0
25.6% 53.8% 6.8% 28.0% 10.5% 4.0% 1.7%

09 5.9 4.1 21.8 2.4 8.0 36.3 57.8

Canada 1.0 04 1.2 0.5 0.5 14 2.0
16.9% 9.8% 5.5% 20.8% 6.3% 3.9% 3.5%

10 8.1 2.7 26.2 2.3 9.3 40.6 51.3

Other 1.3 0.1 0.8 0.3 0.9 1.2 1.5
ind. 16.0% 3.7% 3.1% 13.0% 9.7% 3.0% 2.9%

®Explanation: In 1960-1982, 3.5% = the average share, 0.5 = the standard deviation of the
share, and 14.3% = the variation coefficient.
AGR = agriculture, MIN = mining and quarrying, MAN = manufacturing, EGW = electrici-
ty, gas, water, CON = construction, IND = total industry — MIN+MAN+EGW+{CON, SRV
= services.
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Table 34.9(b). GDP: Structural composition of nominal value added in 1960-1982.>°

Country AGR MIN MAN EGW CON IND SRV
01 3.1 2.4 26.0 2.5 4.8 35.6 61.3
USA 04 0.6 2.3 0.2 0.2 1.9 2.1
12.9% 25.0% 8.0% 8.0% 4.2% 5.3% 3.4%
02 3.7 1.5 39.6 2.5 7.8 51.4 44.9
FRG 1.1 0.5 1.8 0.2 0.8 2.7 3.7
29.7% 33.3% 4.5% 8.0% 10.3% 5.3% 8.2%
03 7.1 0.9 33.0 2.5 8.0 44 4 48.5
Japan 2.7 0.4 2.3 0.4 1.0 1.8 4.1
38.0% 44.4% 7.0% 16.0% 12.5% 41% 8.5%
04 71 1.1 30.4 1.9 7.5 41.0 52.0
France 2.1 0.4 2.1 0.1 0.8 2.7 4.5
29.6% 36.4% 6.9% ° 5.3% 10.7% 6.6% 8.7%
05 2.8 2.7 29.7 3.0 6.5 41.9 55.3
UK 0.5 1.5 35 0.2 0.6 2.9 3.3
17.9% 55.6% 18.5% 6.7% 9.2% 6.9% 6.0%
06 9.0 2.4 27.7 5.4 8.0 43.5 475
Italy 2.2 0.2 1.4 0.6 0.3 0.9 1.9
24.4% 8.3% 5.1% 11.1% 3.8% 2.1% 4.0%
07 6.1 0.8 30.9 2.4 7.6 41.6 52.3
Neth 1.5 0.6 2.9 0.1 0.6 3.4 4.8
24.6% 75.0% 9.4% 4.2% 7.9% 8.2% 9.2%
08 4.2 1.2 30.6 2.7 7.2 41.7 54.1
B/L 1.5 0.7 2.7 0.4 0.6 2.6 3.8
35.7% 58.3% 8.8% 14.8% 8.8% 6.2% 7.0%
09 5.0 4.4 23.5 2.9 6.4 37.2 57.8
Canada 0.9 0.8 2.4 0.4 0.6 1.5 2.3
18.0% 18.2% 10.2% 13.8% 9.4% 4.0% 4.0%
10 8.9 2.6 26.8 2.6 8.9 41.0 50.0
Other 2.3 0.8 1.1 0.1 0.6 0.9 2.9
ind. 22.8% 30.8% 4.1% 3.8% 6.7% 2.2% 5.8%

® Explanation: In 1960-1982, 3.1% = the average share, 0.4 = the standard deviation of the

share, and 12.9% = the variation coefficient.

PAGR = agriculture, MIN = mining and quarrying, MAN = manufacturing, EGW = electrici-
ty, gas, water, CON = construction, IND = total industry = MIN+MAN+EGW+CON, SRV

= services.
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Appendix 3B. Model Parameters (graphed)
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CHAPTER 4

Economic Growth and Structural
Change of CMEA Countries

Rumen Dobrinsky

Summary

This chapter deals with two main topics: first, an historical perspective on
economic growth and structural change in the European CMEA countries in the
period 1960 to 1985 is given; second, different scenarios for the future are
presented and analyzed. The driving forces of economic growth are analyzed in
greater detail. Three scenarios of the driving forces are designed on the basis of
the observed past trends and the actual long-term policies of the countries.
Some ez ante simulation results are also reported and discussed.

4.1. Introduction

One part of the Bonn-IIASA Research Project is devoted to the analysis and
forecast of economic growth and structural change in the seven European CMEA
countries: Bulgaria, CSSR, GDR, Hungary, Poland, Romania and the USSR.
(Throughout this chapter, the countries are ordered alphabetically.) Some of the
main results of this study are reported in this chapter, concentrating on the fac-
tual aspects of the analysis and forecast.

The specific methodological aspects of the approach applied with respect to
the CMEA countries are described in more detail in Chapter 6. It should be
mentioned that the CMEA country models were constructed in accordance with
the System of Material Product Balance accounting system (MPS), and there are
some differences in the macroeconomic indicators used for the analysis and fore-
cast of CMEA countries as compared to the market economies. The actual data
base for the CMEA countries which was used in the project was compiled on the
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basis of contributions from many collaborating groups. This data base is
described in more detail in Dobrinsky (1986a).

Several comments should be made in order to clarify our attitide with
respect to the results reported in this chapter and, especially, with respect to the
forecasts. Although this chapter concentrates on the numerical results of our
studies, we do not think that the figures, taken at face value, should be con-
sidered as the main outcome of this research. The models produce forecasts only
in combination with the expert knowledge of the analyst working with them, and
the result is a conditional forecast of the future which depends on the vision of
the driving forces of long-term development, as introduced by the analyst. This
is how we suggest that the three forecast scenarios (which are discussed later in
the chapter) be interpreted. We shall try to illustrate the potential of the models
as analytical tools rather than pretend to a strong predictive power in the abso-
lute sense.

4.2. Economic Growth and Structural Change in the
CMEA Countries, 1960 to 1985

4.2.1. An overview of the main developments

Economic growth has always been a problem of major importance in the
economic policy of the socialist countries. Historically, most of them started
from a rather low level of economic development, and their main goal for quite a
long period was to achieve fast growth through rapid industrialization, high
investment rates and full utilization of domestic resources,. In the period under
consideration, the European CMEA countries in general successfully managed to
follow these policies and achieved rates of economic growth which were among
the highest in the world (Table 4.1). This was especially manifested in the 1960s
and in the first half of the 1970s, when several countries hit the 10% level of
annual NMP growth rates in some years.

Table 4.1. Growth rates of NMP (%).

Period
Country 1961-1985 1961-1970 1971-1980 1981-1985
Bulgaria 6.6 7.7 7.0 3.7
CSSR 4.0 4.4 4.6 1.8
GDR 4.5 4.4 4.8 4.4
Hungary 4.5 5.5 5.0 1.6
Poland 4.3 6.1 5.2 —0.8
Romania 7.9 84 9.2 4.3
USSR 5.5 7.3 4.7 3.5

However, in the second half of the 1970s the rates of economic growth
started to decline. This tendency continued and was even more accentuated in
the first half of the 1980s. A more detailed analysis of the driving forces of
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Figure {.8. Sectoral structure of NMP in the CMEA countries, 1960-1982.
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economic growth will follow in the next section. Here we would only like to men-
tion some of the factors which brought about this decline in the rates of
economic growth.

First of all, the sources of extensive growth which had played an important
role in the previous subperiod were nearly exhausted: there was almost no
growth in the labor supply (a consequence of the demographic development) and,
as a result, subsequent expansion of production became more difficult. Growth
in the utilization of domestic natural resources could not be sustained, either
because of depletion or by rising extraction costs due to unfavorable natural con-
ditions. Other unfavorable factors in the most recent years were the deteriorat-
ing terms of trade and large foreign debts in some countries.

The overall effect of these developments can be traced in the long-term
behavior of such synthetic indicators as “labor productivity” and “output/
capital ratio”. The trends in these indicators in the seven countries in the period
1960-1985 are given in Figures 4.1 and 4.2. In these plots labor productivity is
measured by NMP produced by one person employed in the material sphere, and
the output/capital ratio is measured by NMP produced per unit of fixed assets.
Both indicators are presented in index form, with the value of 1960 taken as 1.0.
The labor productivity index, as may be expected, follows the NMP growth
almost identically. More interesting is the development of the output/capital
ratio. In most countries, until about the middle of the 1970s, this ratio showed
an increasing trend which, on a macro level, suggests increasing efficiency of the
fixed assets. Only in the case of Bulgaria and the USSR was the trend decreas-
ing, but at a rather moderate rate. However, starting from the middle of the
1970s this trend changed and the output/capital ratio started to decline in all
countries with the exception of the GDR, where it remained more or less at a
constant level.

The development of the production structure in the CMEA countries mea-
sured in constant prices by sectors of economic activity in the period 1960-1982
is shown in Figure 4.8 [1]. In accordance with the MPS, six (macro-) sectors of
economic activity in the material sphere are treated separately: Agriculture and
Forestry, Industry, Construction, Wholesale and Retail Trade, Transport and
Communication, and Other activities of the material sphere. The residential
sixth sector, which is usually insignificant in value terms, is not shown in the
plots (according to statistical practice in the USSR, this sector is not separated
at all). In the plots the names of the sectors appear in abbreviated form.
Although there were differences in the patterns of economic development fol-
lowed by the countries, there was one common feature in the dynamics of struc-
tural change of all countries: the increasing share of industry at the expense
mainly of a declining share of agriculture. This feature is revealed to a different
extent in the various countries, depending on the starting development level, the
natural conditions and the economic tradition, as well as on the economic poli-
cies pursued.

Thus, by the beginning of the 1960s, the GDR and the CSSR had already
reached a relatively high level of industrialization reflected in the high level of
the industrial sector’s share and continued this line quite smoothly. In both
countries the share of industry in NMP during 1960-1982 increased by about
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10% [2] while the share of agriculture decreased by about half. In the USSR,
Hungary and Poland the shares of agriculture for this period also decreased by
about one half, but the starting level at the beginning of the 1960s was higher.
This change in the shares of agriculture in the three countries was accompanied
by a more considerable increase in the shares of industry. In the USSR the
shares of industry increased by about 20%, in Hungary by about 15%, and in
Poland by about 18%.

Most substantial structural change took place in Bulgaria and Romania.
Historically, these countries were industrially underdeveloped, their economies
relying strongly on agriculture. In the postwar years they followed a policy of
rapid industrialization which, in the period under consideration, brought about
major shifts in their production structure. The shares of industry in the NMP of
the two countries doubled while the shares of agriculture decreased to about one
third of the initial level.

In all countries the other three sectors did not undergo such substantial
changes and in most cases manifested a slowly increasing trend. Some excep-
tions were the trade sectors in Bulgaria, the CSSR and Hungary, which experi-
enced considerable fluctuation, and the construction sectors in Poland and
Romania, which started to decline in the second half of the 1970s.

The dynamics of the sectoral shares highlights only one side of the process
of structural change with respect to production. This picture can be completed
by the dynamics of the real NMP produced in the different sectors of the econ-
omy. Average growth rates in the production sectors of the European CMEA
countries for the period 1961-1982 are presented in Table 4.2.

Table 4.2. Average growth rates of NMP (%), by sectors of economic activity,
1961-1982.

Sector
Agriculture Wholesale Transport

and Industry and retail and
Country Jorestry (total) Construction trade communication
Bulgaria 14 10.9 9.3 12.3 11.0
CSSR 0.7 4.7 4.2 4.8 4.1
GDR 16 5.2 4.7 4.2 3.8
Hungary 14 6.4 5.0 6.7 5.5
Poland® 1.2 6.2 3.7 5.0 6.5
Romania 3.0 12.8 8.1 7.5 10.9
USSR 1.2 8.0 5.5 6.0 6.9

*The growth rates for Poland refer to the period 1961-1985.

As can be seen from the figures, during the period under consideration the
countries that experienced the highest overall NMP growth rates underwent the
most substantial economic structural change as well, and vice versa.
Throughout this period all countries completed the process of industrialization of
their economies, and those which had gone through that stage earlier stabilized
this development. By the beginning of the 1980s all European CMEA countries
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were approaching a similar economic structure, which is in line with the CMEA
policy for equalizing the levels of economic development in the member coun-
tries.

4.2.2. The driving forces of economic growth and structural change

In this section we present a brief analysis of the main driving forces of economic
growth and structural change in the CMEA countries during the reference
period, following the general approach of the Bonn-IIASA Project. Here we con-
centrate only on the numerical results of this analysis. The underlying general
methodology is given in Chapters 1 and 2, and the specific methodological
aspects concerning the CMEA countries in Chapter 5.

We start with a general analysis of the factors of growth.

We describe the production technology by a Cobb-Douglas production
function, which in the case of the CMEA countries relates total domestic
material output Y* [3] to the production factor: L (number of employed persons
in the material sphere), K (fixed assets in the material sphere) (4], IMp (imports
of raw materials and intermediate products). The level of technical progress (or,
of total factor productivity) 7 is taken in its explicit Hicks-neutral form (w, is the
growth rate of 7).

a Q s 1 3
Y¥=ogr_  (1+w) L 'K *IMR?, Y oy=1 (4.1)
1=1

This assumption about the production technology implies that the growth
rates of the variables are related as:

wys = w, + oy W, + ay wg + azuwpg (4.2)

where wy., wy, and Wi, are the growth rates of Y*, L, K and IMp, respec-
tively.

Each of our four terms on the right-hand side of (4.2) can be interpreted as
the contribution of each of the four main “factors of growth” to the growth rate
of the total domestic material output wy+. Such an analysis for the seven Euro-
pean CMEA countries for the period 1961-1985 is provided in Table 4.8. Besides
the values for the whole period, figures for three subperiods are given (1961-70,
1971-80, 1981-85).

For each period the values of wys, w,, a;wy, aywy and oWy, are given
in the average annual percentage growth rates for the period and also the
“share” of each of the four components of wy« is shown (as a percentage of wy:).
These “shares”, or “weights” indicate the actual contribution of each the four
“factors of growth” to wy« [5].
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Several main tendencies can be traced from the figures in Table 4.8. In
most countries the growth of employment has played an almost negligible role in
the growth of total output both in absolute (a;w;) and in relative (percentage of
wys) terms. The general trend of the absolute term is declining, due to the de-
clining (sometimes zero, or negative, in the most recent years) growth rates of
employment in the material sphere.

Table 4.3. Analysis of the factors of growth.

Contribution to wy
T L K IMR
% of % of % of % of

Country Period Wy w, Wys QW Wys QW Wys wIMR Wys

Bulgaria 1961-85 7.2 1.7 24 0.3 4 3.1 43 21 29
CSSR 4.3 1.3 30 0.2 5 1.9 44 09 21
GDR 4.4 20 45 0.0 0 1.7 39 0.7 16
Hungary 5.1 14 28 0.0 0 2.0 39 1.7 33
Poland 4.5 1.0 22 0.4 9 19 42 1.2 27
Romania 79 24 30 0.0 0 4.2 53 1.3 17
USSR 5.7 1.1 20 0.4 7 3.7 65 0.5 8
Bulgaria 1961-70 9.0 23 26 0.3 3 3.3 37 31 34
CSSR 5.0 19 38 0.3 6 1.5 30 1.3 26
GDR 4.8 22 46 0.0 0 1.5 31 1.1 23
Hungary 6.6 23 35 0.1 2 1.6 24 2.6 39
Poland 6.5 25 39 0.8 12 1.5 23 1.7 26
Romania 9.1 32 35 0.0 0 3.8 42 21 23
USSR 7.3 23 32 0.4 5 4.1 56 0.5 7
CSSR 4.9 15 30 0.1 2 2.4 50 09 18
GDR 4.5 20 44 0.1 2 1.8 41 06 13
Hungary 5.5 16 29 0.0 0 2.4 44 15 27
Poland 5.0 0.7 14 0.2 4 2.6 52 1.5 30
Romania 89 26 29 0.1 1 4.8 54 14 16
USSR 5.0 05 10 0.4 8 3.8 76 0.3 6
Bulgaria 1981-85 4.7 0.4 0.2 2.8 1.3

CSSR 1.8 —-04 0.2 1.8 0.2

GDR 3.7 1.8 0.0 1.7 0.2

Hungary 1.5 -0.7 0.1 1.8 0.3

Poland —06 -—15 0.0 1.2 -03

Romania 3.6 0.2 0.0 4.0 —0.6

USSR 4.1 0.1 0.3 3.0 0.7

The contribution of “fixed assets accumulation” (a,wg) to the growth of
Y* in all countries is quite high both in absolute and in relative terms. The de-
clining tendency in the absolute value of a,w; is not so pronounced as the de-
clining tendency in the growth rates of output (starting from the middle of the
1970s) which even results in an increasing relative contribution of a,wy in wys.
However, this development is accompanied by a decline in the absolute efficiency
of fixed assets in most of the countries, as indicated in Frgure {.2.
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In many countries the periods of high economic growth were accompanied
by even higher growth of foreign trade. During such periods (especially in the
1960s) the “imports component” (azwp,) had quite a high value in both absolute
and relative terms. However, when the slowdown of the economic growth
started, just the reverse tendency occurred. This was especially manifested in
countries with higher level of foreign indebtness.

It can be seen from Table 4.3 that the factor which contributes most
significantly to changes in rates of economic growth is the rate of technical prog-
ress, or total factor productivity w, [6]. The slowdown of economic growth at
the end of the 1970s and in the beginning of the 1980s in most countries is linked
to a significant decline in the value of w,. The only exception is the GDR, where
there was almost no drop in the level of w, in both absolute and relative terms
and, accordingly, no slowdown of the general rates of economic growth (some
drop in the value of wy+ in the first half of the 1980s can be related to decline in
wIMR'

The actual figures for w,, one of the main driving forces of economic
growth, during the period 1961-1985, are presented in graphical form in Figure
4.4. Note that the values until 1980 are the five-year moving averages, whereas
from 1981 they are annual values (for this reason there are more fluctuations in
this subperiod). As can be seen, in all countries during the 1970s, the rate of the
total factor productivity started to decline. Some of the causes for this develop-
ment have already been mentioned. We shall add another possible interpreta-
tion. The exhaustion of the factors of extensive growth requires adaptation of
the planning and management systems of the countries and re-orientation of the
main emphasis toward the intensive factors of growth. This process is quite
complex, and its actual results can be assessed only with some time lag. How-
ever, the values of w,_ in the first half of the 1980s indicate that the declining
trend is probably over, and it is likely that w, might increase in the future.

Another main driving force of growth is the investment (savings) ratio.
This determines, to a great extent, the dynamics of the fixed assets. As has been
shown, their contribution to the overall rates of economic growth is quite
significant.

In our models we use as a “savings ratio” the share of gross investment in
the final material product (shown as IG'YD on the plots). Another “savings
ratio” often used in the CMEA countries is the “accumulation rate” — the share
of net accumulation in the NMP used (shown as A"YU). Both these indicators
are shown graphically in Figure 4.5.

During the slowdown period the investment ratio in most cases decreased
too. In some countries this was partly due to the decline of imports; partly this
was related to the general policy of increasing (or, at least, preventing a decrease
in) the level of real consumption.

There is, however, one interesting development in the most recent years in
many of the countries that may be traced on the plots. As can be seen, the
decline in the IG’YD was not so pronounced as that in A”YU. This can be
explained by a change in the investment policy of these countries, namely, to
finance a larger share of the investment outlays from the so-called “amortization
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fund” which is formed on the basis of the norm of depreciation of the fixed
assets.

Some more data about the driving forces of economic growth will be given
when the forecast scenarios are discussed.

4.3. Ez Ante Scenarios and Simulations

4.3.1. Medium- and long-term economic strategies and objectives
of the CMEA countries

A central objective in the long-term economic strategies of the CMEA countries
at the present time is the intensification of production by a massive injection of
scientific and technical acumen in order to achieve higher rates of economic
growth. These are also the key issues of the “Program for science and technical
progress of the CMEA countries till the year 2000”, which was approved by the
41st session of the CMEA in December 1985 (PROGRAM, 1985). This Program
outlines the main directions of cooperation and joint work in the fields of science
and technology: electronics, complex automation, nuclear energy, new materials
and biotechnology. At the same time the Program sets the goal of doubling the
labor productivity in the CMEA as a whole up to the year 2000.

In the period 1985-1986 almost all countries set their five-year economic
goals and outlined some long-term economic policies. Here is a brief summary of
the general strategies, quoted in abridged form from the Economic Survey of
Europe (ESE, 1986, pp. 133-137):

(1) Transition to an intensive, resource-efficient path of economic development,
with relatively high average output growth rates.

(2) Far-reaching structural change, as well as re-equipment of the productive
apparatus.

(3) Reconstruction and re-equipment of many sectors of the nonmaterial

sphere, especially science and research.

(4) Higher investment growth.

(5) Faster growth of accumulation, rather than of total domestic consumption.

(6) Further increases in real income and in overall living standards

(7) Changes in management and planning systems with corresponding adjust-

ment in economic policies.

(8) Increasing participation in the international division of labor.

“Altogether, the underlying strategies contained in the five-year plans,
draft guidelines and related documents open the way for accelerated, more bal-
anced and also more efficient economic growth” (ESE, 1986, p. 137).
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4.3.2. Scenarios for the driving forces of economic growth
and structural change

The analysis of the possible paths of future development on the basis of our
macroeconomic models is performed by constructing scenarios for the “driving
forces” of economic growth and structural change. So the first task is to
“translate” the strategy we want to study into the language of the “driving
force” variables and solve the models for these scenarios.

Three main scenarios have been constructed and analyzed:

(1) A “high” scenario, scenario “A”, which is in line with the strategies for
accelerated growth outlined in 3.1.

(2) A “low” scenario, scenario “C”, which assumes a continuation of the
unfavorable “slowdown” trends of the last ten years.

(3) A “medium” scenario, scenario “B”, which is a “middle-of-the-road”
development between “A” and “C”.

The main driving forces of economic growth which we consider (within the
research scope of the project) are:

The labor input.

The rate of technical progress.
Fixed assets accumulation.

The international division of labor.

(1
(2
(3
(

4

Nt N Nt St

We shall briefly analyze the underlying assumptions for the driving forces
in our three scenarios.

Labor input (L)

The labor input in the CMEA country models is given by the number of
employed persons in the material sphere L. As has already been mentioned, this
value did not change significantly over the last 25 years, even with a declining,
and sometimes negative, growth rate.

For our scenarios we used forecasts of two variables: the total population
in the countries (whenever available national forecasts were used) and forecast of
the share of L in the total population (usually as a time trend). The resulting
values of L were checked with national forecasts, when such were available.

Table 4.4 shows the average historical growth rates of L in 1961-1985 and
the resulting average growth rate from the forecast for 1986-2000 (note that in
the actual forecasts for L the growth rate is not constant!). Only one version of
the labor input L was used in the three scenarios.
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Table 4.4. Average growth rates of L (%).

Period Bulgaria CSSR GDR Hungary Poland  Romania USSR
1961-1985 0.8 0.5 0.1 0.1 0.9 0.1 0.9
19862000 0.05 0.36 0.33 -0.17 0.48 -0.08 0.0

Table 4.5. Average growth rates of w, (%).

Mean value for: Scenarios

1961- 1961- 1971~ 1976- (Mean value for 1986-2000)
Country 1985 1980 1985 1985 “A” “B” “«c”
Bulgaria 1.7 21 1.3 0.9 2.1 1.5 0.9
CSSR 1.3 1.7 0.8 0.2 1.7 0.9 0.2
GDR 2.0 2.1 2.0 1.6 2.1 1.6 1.2
Hungary 14 2.0 0.9 0.1 1.8 0.9 0.2
Poland 1.0 1.6 0.0 -1.9 2.0 1.3 0.6
Romania 2.4 26 1.7 0.6 2.3 1.5 0.6
USSR 1.1 14 0.5 0.3 1.8 1.1 0.4

Rate of technical progress (w,)

The historical trends of w, were already analyzed in Section 4.2.2. In Table 4.5
we give the average values of w, for some subperiods.

As can be seen, during the last decade (1976-1985) the values of w, have
fallen to a rather low level. The strategies for “accelerated growth” described in
Section 4.3.1. assume that there would be a {significant) rise of w, in all coun-
tries. It is more reasonable to expect that w, might rise to some level, which has
already been experienced by the country. So, for our scenario “A” we assume for
1986-2000 an average level of w_which is approximately equal to the mean value
in the period 1961-1980. The “low” scenario “C” is based on the mean values
for 1976-1985 [7]. Scenario “B” is approximately the mean of “A” and “C”.
However, as it can be seen, in most cases “B” is very close to the mean historical
figures for the period 1971-1985.

Fized Assets Accumulation

Two main variables determine the dynamics of fixed assets accumulation: the
gross savings ratio s (IG" YD on the plots in Figure 4.5) and the rate of “sorting
out” of fixed assets d [8]. The higher rates of technical progress discussed above
require modernization and re-equipment of the productive assets and, accord-
ingly, larger amounts of investment outlays. So three scenarios for the “savings
ratio ” have been developed, in line with the three scenarios for w, (Table 4.6).

The “medium” scenario “B” is taken as the average historical value for
1961-1985 (excluding the investment “boom” years in some countries in the
1970s). The “high” and “low” scenarios differ from the “medium” one by two
percentage points (“+” and “—7”, respectively).
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Table 4.6. Gross savings ratio s (IG’YD).

Mean value for Scenarios: mean value for 1986-2000
Country 1960-1985 “A” “B® “c”®
Bulgaria 0.30 0.32 0.30 0.28
CSSR 0.27 0.29 0.27 0.25
GDR 0.26 0.27 0.25 0.23
Hungary 0.29 0.28 0.26 0.24
Poland 0.32 0.30 0.28 0.26
Romania 0.31 0.31 0.29 0.27
USSR 0.27 0.29 0.27 0.25

The rates of “sorting out” d which are used in the model are calculated on
the basis of a “zero-lag” assumption of the implementation of the investment
outlays (all investments of a given year are put into operation within the same
year). The mean values of d for 1961-1982 and the forecast values (one version
for all scenarios) are given in Table 4.7.

In general, the scenario values are based on the mean values in the sample
period; in some cases recent trends have been reflected as well.

The international division of labor

The impact of this factor is modeled by the variable IMp (imports of raw materi-
als and intermediate goods), which directly enters the production function. In
the case of the CMEA countries IMp is considered as a share b, of the total
imports. The historical and forecast values of b, are shown in Table 4.8 (one
version for all scenarios).

The scenarios for b, are based on the more recent development of the
import structure of the countries.

Other factors

Besides the main “driving forces” in the case of the CMEA countries there are
two other “driving” variables which determine some of the future developments.

The “norm of depreciation of fixed assets” ay defines the share of the gross
investment which is aimed at replacement of the old fixed assets, the so-called
“amortization fund” AD.

8088 = AD + et (4.3)
AD = ad . K—l (44)

where 187958 and ™€t re gross and net investment, respectively; K is total fixed
assets. Thus a; defines the proportion by which AD is formed in relation to K.
In the models it is used to determine NMP (by subtracting AD from the value of
final material product Y*).
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Table 4.7. Rate of “sorting out” of fixed assets d (%).

Mean value of d
during period: Bulgaria CSSR GDR  Hungary Poland Romania USSR

1961-1982 2.2 1.3 0.9 1.2 1.7 1.9 1.5
1986-2000 2.3 14 0.9 1.2 0.9 1.7 1.4

Table 4.8. Share of raw materials and intermediate goods in total imports b,.

Mean value of b,

during period: Bulgarta CSSR GDR  Hungary Poland Romania USSR
1961-1975 0.75 0.71 0.75 0.74 0.73 0.76 0.54
1976-1985 0.78 0.72 0.76 0.74 0.72 0.81 0.52
1986-2000 0.78 0.72 0.77 0.74 0.72 0.80 0.52

Table 4.9. Norm of depreciation of fixed assets ag (%).

Mean value of ay

during period: Bulgaria CSSR GDR Hungary Poland Romania USSR
1961-1982 5.3 2.7 1.3 3.0 24 4.8 41
1986-2000 5.3 2.7 1.7 29 1.6 5.0 38

The historical and forecast values of a; are given in Table 4.9 (one version
for all scenarios). As in the case of d, the scenario values are based on the mean
values in the sample period; in some cases recent trends have been reflected as
well.

Finally, the indez of nominal wages of the employed in the material sphere
is the “driving factor” in the dynamics of the general price level in the countries
(together with the index of real wages, which is endogenous). The historical
development and the forecast values of the growth rate of nominal wages w; are
given in Table 4.10 (one version for all scenarios).

Table 4.10. Growth rate of nominal wages, w; (%).

Scenario
Mean value for: mean value for:

1961~ 1961- 1971- 1981~ 1986- 1991~
Country 1985 1970 1980 1985 1990 2000
Bulgaria 6.2 7.1 5.4 4.5 5.0 5.0
CSSR 3.8 4.5 3.3 3.0 4.0 4.0
GDR 4.1 3.8 4.4 4.3 4.0 4.0
Hungary 74 6.5 8.0 8.5 8.5 8.5
Poland 12.3 4.9 13.3 33.8 12.0 10.0
Romania 8.0 7.7 8.2 8.2 7.0 7.0

USSR 4.2 5.8 2.6 3.7 4.0 4.0
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Table 4.11. Ez ante simulation results: average growth rates of important variables,
1986-1999 (%).

Bulgaria CSSR GDR

Indicator “A” “B” “C” ‘A" “B” “C” “A” “B” “C”
NMP produced 6.1 48 3.5 44 2.9 1.7 54 44 3.6
NMP used 64 50 36 40 27 16 43 3.4 2.7
Labor productivity® 6.1 48 35 40 26 1.3 51 4.1 3.3
Fixed assets, total 64 57 49 42 36 3.0 48 43 3.8
NMP produced per

fixed assets, total -03 -08 —-14 —-02 —-06 —-13 06 02 -—0.2
Consumption, total 59 4.9 4.0 3.2 2.4 1.7 3.1 26 2.2
Real imports, total 7.1 5.4 3.7 5.7 4.2 29 44 3.0 1.6

Real exports, total 6.6 5.1 3.6 5.9 4.3 28 7.1 5.7 4.3
Real primary incomes® 42 37 31 33 28 23 36 27 19
Price deflator of NMP

produced 0.7 1.3 1.8 0.7 1.2 1.6 03 13 2.1
Price deflator of total
consumption 1.1 1.6 2.1 0.8 1.1 1.5 04 1.3 2.0

*Defined as NMP produced per employed person in material sphere.
PDefined as income of one employed person in material sphere.

4.3.3. An overview of the main results from the ez ante simulations

A number of ez ante simulations were run on the models of the CMEA countries
both in a “detached” mode (each model running separately) and in a “linked”
mode (linked with the models of the other countries and groups of countries).
Due to space limitations we present here only a selection of the most general and
important results of these simulations. More results concerning the CMEA
countries are available in Chapter 7 and in Annex 3 as well as in Dobrinsky
(1986b). Here we focus our attention on the three basic scenarios described in
the previous section. The simulations reported here were performed on the
linked world model described in Chapter 7.

The most important findings from the three basic simulation runs are sum-
marized in Tables 4.11 and 4.12. Table {.11 reports the major macroeconomic
indicators presented in the form of the average rates of growth for the simulation
period (1986-1999). Table .12 reflects the changes in the structure of produc-
tion in the three scenarios. Since these results are basically self-explanatory we
comment only brieflty on them.

The variables selected in Table 4.11 are those indicators whose performance
was analyzed in this chapter and those which were a subject of the special treat-
ment detailed in Chapter 5. In addition, we have included total imports and
exports in order to have a more complete picture of the overall economic perfor-
mance. However, it should be pointed out that, since the scenarios were run on
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Table 4.11. Continued.

Hungary Poland Romania USSR
dA” ‘B” “C” ‘A” ‘(B” ‘(C” JA” “B” “C” HAD “B” ‘(CD
44 2.7 14 43 3.1 19 7.0 5.2 3.2 5.2 40 2.7
4.7 2.1 05 4.3 2.9 14 7.0 5.0 2.9 5.2 4.0 2.7
4.5 2.9 16 3.8 2.6 14 71 53 3.2 5.2 4.0 2.7

3.9 3.3 28 36 3.2 27 69 6.0 5.1 6.0 5.4 4.7
05 -05 -13 07 -01 -08 0O -08 -—-19 -08 -—-13 -19

4.0 1.6 04 39 2.7 1.5 64 4.9 3.2 5.1 4.2 3.3
7.4 5.0 25 6.7 4.3 1.7 5.0 2.6 0.2 5.5 3.7 1.9
6.6 5.3 41 638 5.4 39 50 3.1 1.0 5.5 3.3 1.0
4.5 3.2 21 38 3.1 20 71 6.0 4.5 4.9 4.0 3.2

3.8 5.2 63 64 7.5 8.7 0.0 1.4 29 0.6 1.4 2.2

4.2 6.0 73 64 7.5 87 01 1.7 3.3 0.8 1.7 2.7

the linked world model, the foreign trade indicators reported here depend not
only on the domestic development in the countries under consideration, but also
on the general world economic performance. In our case all results in scenario
“A” correspond to the “high” or “optimistic” scenario for the world economy;
“B” to the “medium scenario” and “C” to the “low” or “pessimistic” scenario.

In general, scenarios “A” and “B” outline a stable long-term development
in the countries with relatively high rates of economic growth. The principal
long-term economic goals of the CMEA countries discussed in Section 3.1, are
met in scenario “A”. As can be seen, some important economic ratios which are
subject to special attention in the economic policy are preserved in this scenario.
Thus, the real wages of those employed in the material sphere do not grow faster
than labor productivity; and real consumption grows more slowly than NMP
used (this means an increasing share of accumulation in NMP used, which is in
line with the long-term objectives mentioned in Section 4.3.1). The latter also
means a higher investment growth than in the previous several years (also in line
with the targets of Section 4.3.1.). Foreign trade (imports and exports) also in
general grows at higher rates than NMP (increasing imports to NMP ratio),
which corresponds to increasing participation in the international division of
labor (another goal mentioned in Section 4.3.1).

In this scenario there are also positive tendencies with respect to the
output/capital ratio, measured by NMP per total fixed assets. In three countries
(GDR, Hungary and Poland) it increases; in one (Romania) it does not change;
and in the rest of the countries it continues to decline, but at much lower rates
than have been experienced in the last few years.
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Table 4.12. Ezx ante simulation results: sectoral structure of net material preduct.

Scenarios
II'AD ﬂ'BD ﬂC”
Country Sector® 1982 1990 1999 1990 1999 1990 1999
Bulgaria (1) 17.3 18.6 124 19.9 14.3 21.3 16.2
(2) 51.9 49.9 54.1 48.8 52.6 47.7 51.1
(3) 10.0 10.0 10.4 9.5 9.8 9.0 9.3
(4) 8.8 9.5 11.0 9.8 11.2 10.1 114
(5) 8.6 8.7 9.2 8.6 9.0 8.4 8.9
CSSR (1) 8.2 8.7 8.2 9.2 8.6 9.7 9.0
(2) 58.0 55.0 54.3 55.4 55.5 55.8 56.7
(3) 11.2 12.7 129 12.7 13.0 12.7 13.0
(4) 174 18.4 19.7 17.3 17.6 16.3 15.6
(5) 4.9 4.6 4.5 4.6 4.6 4.6 4.7
GDR (1) 8.3 7.0 5.2 6.9 5.2 6.7 5.3
(2) 67.9 68.7 70.7 69.5 71.0 69.8 71.3
(3) 6.1 6.4 6.2 6.1 5.9 5.8 5.7
(4) 10.0 10.1 10.1 10.1 10.1 10.0 10.0
(5) 4.4 4.4 4.3 4.4 4.3 44 4.3
Hungary (1) 16.4 14.3 14.1 15.8 15.4 174 17.4
(2) 49.1 50.6 51.6 51.5 52.8 52.3 54.2
(3) 10.5 11.3 11.6 11.0 11.3 10.8 11.0
(4) 17.5 16.1 14.6 14.0 12.3 11.9 9.2
(5) 5.4 6.1 6.3 6.2 6.6 6.3 6.7
Poland (1) 18.1 16.1 14.0 154 11.9 14.7 9.6
(2) 49.2 50.0 52.1 50.5 53.1 51.2 54.4
(3) 11.0 13.0 12.3 12.8 12.7 12.7 13.1
(4) 15.7 15.2 154 15.8 16.0 15.5 16.5
(5) 4.5 4.5 4.8 4.5 4.8 4.5 4.8
Romania (1) 17.9 16.9 16.6 18.2 16.0 19.2 14.0
(2) 57.1 58.7 59.9 57.7 60.1 56.8 614
(3) 8.6 8.6 8.2 8.0 7.5 7.3 6.5
(4) 7.1 6.5 6.3 6.3 6.2 6.1 6.4
(5) 6.8 7.3 7.2 7.6 7.8 7.9 8.6
USSR (1) 14.8 9.4 6.3 114 6.9 13.6 7.9
(2) 59.6 63.7 66.9 63.1 67.7 62.3 68.3
(3) 10.9 11.5 11.3 10.6 10.3 9.6 9.3
(4) 8.3 8.6 8.6 8.3 8.3 8.1 7.9
(5) 6.4 6.8 6.9 6.6 6.8 6.4 6.6

*Sectors are as follows: (1) Agriculture and forestry, (2) Industry, (3) Construction, (4)
Wholesale and retail trade, and (5) Transport and communications.

Scenario “C” should be regarded as a kind of “warning” scenario. It indi-
cates the likely long-term consequences of a development in which the unfavor-
able trends observed in recent years are prolonged into the future. In many of
the countries in this scenario the unfavorable tendencies deepen and some of the
proportions mentioned above do not match. So scenario “C” is intended rather
to indicate the necessity for a change in the economic policies of the countries
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(and, as was pointed out in Section 3.1, such a change has already been ini-
tiated!) than to project a realistic and sustainable development path.

As for the structure of production in the countries (Table 4.12) the general
trend of increasing the industrial share is present in almost all scenarios. How-
ever, the development in the three scenarios differs from country to country.
Thus, in Bulgaria the higher rates of economic growth imply a relatively higher
share of industry and lower share of agriculture; in Poland it is the other way
round; in the CSSR and Hungary both these sectors “shrink” at higher growth
rates (at the expense of the other sectors); in the GDR, Romania and the USSR
these results differ in the different subperiods.

Notes

[1] It should be noted that in accordance with the national data available in the
CMEA data base (Dobrinsky, 1986a), the base years for constant prices differ
from country to country, namely: Bulgaria — 1980, CSSR - 1977, GDR - 1980,
Hungary — 1976, Poland — 1982, Romania — 1981, USSR - 1973. The production
structure shown in Figures {.11-17 refers to sectoral shares measured in the prices
of these years.

[2] The figures reported here refer to real production shares measured in constant

prices of the indicated years.

]  For the definitional identities, see Annex 2 of this volume.

]  Total fixed assets were used as a proxy, owing to the lack of more detailed data.

| However, in the presence of negative growth rates, as was the case from 1981 to

1985, these “shares” do not have such a clear interpretation, so we do not calcu-
late them for that subperiod.

[6] In terms of the assumed production technology, changes in the level of 7 mean
shifts of the isoquants of the production function in the direction of the original
(positive w,) or in the opposite direction (negative w,). These shifts are due to
the combined effect of different factors, technical progress being only one of them.
Technical progress per se can be accepted as the main driving force for positive
changes in the level of 7 (“improvement” in the production technology), but nega-
tive changes can be due to general deterioration of the production environment or
lower degree of capacity utilization. For this reason we prefer to interpret 7 as
“level of total factor productivity”. Whenever “technical progress” is used, it is
also in the sense of “total factor productivity”.

[7] There are some exceptions. The “high” and “low” values for Poland are calcu-
lated as the averages for the other CMEA countries (besides the USSR). The
“high” value of w, for the USSR is based on the mean for 1961-1975.

[8] Note that “fixed assets” and “sorting out of fixed assets” which are used in the
CMEA country models are not directly comparable with “real capital” and
“depreciation of real capital” which are used in the models of market economies.
“Fixed assets” denote assets which are physically available for operation. “Sorting
out” denotes the process of physical liquidation of old assets, and the rate of sort-
ing out refers only to the portion of fixed assets which have been liquidated during
a specific year.
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CHAPTER b5

The Macroeconomic Models of
the European CMEA Countries

Rumen Dobrinsky

Summary

Some specific features of the models of the European CMEA countries are
described in this chapter. Three main aspects of the models are discussed: the
production technology, the structure of production, and the distribution of the
final product. The empirical findings concerning these aspects of the models are
presented, as well as an analysis of the dynamic properties of the model as a
whole.

5.1. Introduction

This chapter reports on the models of the seven European CMEA countries [1]
and outlines some specific methodological aspects of the approach to the model-
ing of the economies of these countries. The factual aspects of the analysis and
forecast are presented in a separate chapter.

The models have been developed following general lines of the Bonn-I1IASA
Project. However, the approach to the CMEA country models differs in some
important details which are due to the different behavior of economic agents in a
socialist economy as compared to a market-type economy. Another cause of
difference is the different accounting system in the CMEA countries whose statis-
tics are based on the System of Material Product Balances.

The actual data base for the CMEA countries which was used in the proj-
ect was compiled on the basis of contributions from many collaborating groups.
This data base is described in Dobrinsky (1986).
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5.2. The Production Technology

The central part of our study is the production technology which, in our case,
following the general approach of the Bonn-IIASA Project, is described by a
linear homogeneous production function of Cobb-Douglas type.

The application of the neoclassical productions, and in particular, the
Cobb-Douglas form, to modeling of a socialist economy has been a subject of
long debate in the economic literature. Also subject to discussion and criticism
have been different aspects of this approach, such as the linear homogenity
assumption (Anchishkin, 1973), the restrictive assumption with respect to the
elasticities of substitution between factor inputs (Klacek and NeSporovi, 1983),
and the necessity to distinguish between a production function for potential
product and a production function for actual product (Klacek and NeSporovi,
1983). These aspects of the debate are of more general character and refer to the
general properties of the neoclassical approach. However, the most controversial
issue has been the “marginal productivity assumption” relating the marginal
productivities of the input factors to their “prices” (or factor costs). This
assumption, which is the foundation of most theoretical and empirical studies in
the western countries has been widely criticized by Marxist economists both in
terms of its theoretical basis (Anchishkin, 1973) and of the possibilities for its
empirical implementation (e.g., Pappe and Ryvkin, 1977).

The general outcome of the debate seems to be positive with respect to
practical implementation; however, in most cases some modification of the tradi-
tionally used neoclassical forms have been suggested. Thus, Anchishkin (1973)
suggests modeling the Soviet economy with a Cobb-Douglas production function
which is not homegeneous to degree one. Simon and Samoval (1981) propose a
“function of economic growth”, in which the production elasticities are functions
of some secondary factors. Klacek and NeSporovd (1983) advocate the translog
and other flexible functional forms and test them on CSSR data. Ershov and
Sadykov (1986) suggest a model of the “limits of the production potential”,
which assumes “switching” of the production technology to different modes of
substitutability of the inputs.

At the same time more traditional functional forms have also been analyzed
[2]. Probably the first attempt to estimate a Cobb-Douglas production function
for the Soviet economy was the works of Mikhalevski and Solov’ev (1966).
Weitzman (1970) estimated a CES production function for the Soviet industry.
Toda (1976) analyzed a CES (and a translog) form with respect to Soviet
manufacturing. Desai (1976, 1985) used Cobb-Douglas and CES forms to
analyze the factor productivity and the elasticity of factor substitution in Soviet
industry. Similar approaches were applied by Toms and Hajek (1970) for
Czechoslovakia; by Brown et al. (1974, 1976) for Hungary; and by Kemme (1984)
for Poland. A Cobb—-Douglas production function was used in a macromodel of
the Bulgarian economy (Econometric Macromodels, 1984).

The central issue and, at the same time, the main problem of concern in all
empirical studies remains the estimation of the production elasticities of the
input factors, and all scholars acknowledge the serious difficulties in the estima-
tion of these parameters [3]. Many of these problems have an objective



Rumen Dobrinsky 145

character; but a simple and straightforward solution does not exist. Thus, the
common approach of unrestricted (with respect to the estimated parameters)
direct estimation of a production function with an explicitly defined shape of the
technical progress variable, using time series data, is actually an attempt to “fix”
the production isoquant curves only on the basis of one point (since it is assumed
that the production isoquants are “shifted” in every observation, only one obser-
vation is available per isoquant). Combined with the usually strong multicol-
linearity of the variables in the regression, this provides an almost insoluble task,
both theoretically and practically [4]. Another problem (and source of estima-
tion difficulties) may be that the actual economy — as depicted by the empirical
data — can diverge significantly from the assumptions of the theoretical model,
which may be very restrictive (e.g., constancy of the production elasticities, con-
stant, even unit, elasticities of substitution, etc.). A further difficulty is caused
by the quality of the data available which is usually not very high.

In our judgment, the selection of the theoretical model and the methods for
its estimation should be based first of all on the goal of the research and on the
assessment of the ability of the theoretical model to serve the goal. This was the
main criterion for selecting the functional form for our technology. Our goal is
to study the long-term growth trends, and for this goal the Cobb-Douglas pro-
duction function seems to be the most appropriate tool, in spite of its implicit
restricitive assumptions with respect to the production technology. Other func-
tional forms (e.g., the translog, or the other flexible forms) may better fit the
goals of analyzing past performance, but can scarcely be used for long-term fore-
casts. (Unfortunately, almost all flexible functional forms are very unstable in ez
ante simulations.)

The production function which we use in the models is specified as

Y* = oy L K™ IMR®

Nea=1 0<e;<1, =123

where Y* = total material output; 7 = the level of technical progress (total fac-
tor productivity); L = the number of employed persons in the material sphere; K
= fixed assets in the material sphere (in our case, approximated by total fixed
assets); and IMp = imports of raw materials and intermediate products.

We assume that the total material output Y* is separable in Y (final
material product) and IMp:

Y* = B, Y IMLP (5.2)

and that Y is also defined by a Cobb-Douglas production function over L and
K:
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Y = yor* LYK, (5.3)
The parameters of (5.1), (5.2) and (5.3) are related as follows:

ay

B=o;+ay 1-B=az; = (5.4)
l1—ay

Further, we assume that the planning board of the economy pursues
different policies on the different levels of the production technology. First, we
assume that on the level defined by equation (5.2) the planning agency follows a
cost-minimization policy with respect to the utilization of domestic resources Y
and imported resources IMp. Taking into account that in nominal terms we
have

Y*-P'Y*=Y-P'Y+ IMy- P'IMp (5.5)

where P'Y*, P'Y and P’IMp are price deflators of the corresponding variables.
This assumption means that we can identify 1-f8 = a3 by the share of
IMp - P'IMp in Y* . P'Y*. This leaves us only with the estimation of ~.

Next we assume that the policy with respect to the final material product
Y [equation (5.3)] is maximization of ¥ and at the same time provision of a cer-
tain level of real primary income (real wages) of those employed in the material
sphere I :

>, (5.6)

where l—, is the desired level of income.
In Appendix 5A, we present the solution to this problem in the case when
the distribution function for the real wages is defined as

91 K
lo=ayl, _;+ azfy - a3¥ (5.7)

where g, denotes real primary incomes of enterprises per unit of fixed assets (see
Appendix 5A for the complete definitions).

The solution to this problem provides the following relation between the
parameters of the production and distribution functions:

Il —a;-l
r 1 vl _ 4 . _Ii (58)
az -4, I-v L
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The economic interpretation of equation (5.8) is that there is a specific rela-
tion between the process of production and primary distribution of Y. From a
practical point of view equation (5.8) can be used to derive additional constraints
on the parameters of the estimated equations which would allow us to obtain
more reliable estimates.

Another problem is the estimation of the technical progress variable 7. It is
a latent variable which, by its nature, changes smoothly over time (see Chapter
1). In estimation the shape of the trend is usually set exogenously and only its
parameters are estimated. However, in the presence of second (and higher) order
variations in the trend of r, the results of such an estimate can be highly
unstable; and this was our experience in estimating the production functions for
the CMEA countries. For this reason we used another approach to the estima-
tion of 7.

In the observations for the output Y* and for the production factors
7, L, K, IMp (which are yearly figures) one can usually distinguish two com-
ponents: a “trend” component F(X), X = {Y*, 1, L, K, IMp} which defines the
long-term growth path of the variables and a “fluctuation” component which in
log form can be defined as Uy = log X/F(X), X ={Y* r, L, K, IMp} and
which can be due to the presence of short-term cycles (such as the investment
cycles), variation on the capacity utilization, etc. Taking into account the nature
of the technical progress variable 7, we can consider that the fluctuations in Y
are only determined by the fluctuations of L, K and IMp, which is equivalent to
the assumption that 7 = F(7) and U, = 0.

This enables us to eliminate 7 from the estimation equation which, after the
substitutions, reads:

Uy::a1U2+a2UK+ a3UIMR (59)

The level of 7 can be calculated residually from (5.1) where Y*, L, K, IMp are
substituted by F(Y*), F(L), F(K), F(IMg). In the actual estimations the trend
functions F(X), X = {Y*, L, K, IMp} were specified as five-year moving aver-
ages.

The estimation of the production function was performed in the form (5.9)
jointly with the distribution equation for real wages (5.7), imposing (5.8) as
parameter restrictions. The full information maximum likelihood method was
used for the estimation. The estimation period was 1960-1982 [actually
1962-1980, because five-year moving averages were used for equation (5.9)]. The
estimated production function and demand function for unit income are given in
Tables 5.1 and 5.2.

We would like to make some points concerning the estimation results.
First of all, due to the specified restrictions the degrees of freedom in the system
are reduced considerably (actually we estimate only three of the six coefficients).
Due to this, the calculated standard errors of the estimated parameters are very
low (and, accordingly, the ¢-values are high). But since we consider this as an
indication of low degrees of freedom and not as a high precision of the estimate,
we do not reproduce these values in the tables.
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Table 5.1. Parameters of the estimated production functions.®

Estimated results Calculated parameters

Country a, a, a; DW R? RZ MAPE ag

Bulgaria 0.361 0.405 0.234 1.53 0.42 0.998 0.78 1.476
CSSR 0.408 0.411 0.181 1.17 0.21 0.997 0.80 3.926
GDR 0.383 0.423 0.194 1.54 0.89 0.998 0.39 2.072
Hungary 0.341 0.416 0.243 1.58 0.55 0.994 0.85 3.486
Poland 0.424 0.401 0.175 0.84 0.22 0.997 1.24 7.972
Romania 0.321 0.501 0.178 1.03 0.67 0.998 0.67 2.168
USSR 0.421 0.514 0.065 1.81 0.10 0.996 0.81 1.048

®Estimated equation: uyr = aqu;, + asuy + ozupy, + € (see text).

Table 5.2. Equations for real wages in the material sphere.”

Country a; a, a; DwW R? MAPE
Bulgaria 0.866 0.161 0.147 1.49 0.996 1.67
CSSR 0.811 0.128 0.072 2.28 0.970 2.84
GDR 0.538 0.448 0.423 2.21 0.995 1.12
Hungary 0.392 0.361 0.177 2.02 0.994 1.83
Poland 0.484 0.358 0.208 2.14 0.992 1.50
Romania 0.315 0.574 0.470 241 0.999 1.09
USSR 0.507 0.519 0.519 1.69 0.999 0.56

®Estimated equation: I, = ayl,_; + a4(Y/L) — az(g,_1K/L) + £ (see text).

The next point is that two values of the goodness of fit are shown in Table
5.1. The first one (R?) refers to the actual R? of the estimated equation (5.9).
At first glance Rf seems to be low in general, but we have to take into con-
sideration that (5.9) is estimated on the residual series uy and in this sense in
most cases it can even be regarded as rather high. R% is the equivalent (recalcu-
lated) goodness of fit of equation (5.1) on the basis of the estimated parameters.
The mean absolute percentage error (MAPE) is also calculated with respect to
(5.1). Both these indicators are quite satisfactory.

The values of 7 which result from this estimation are given in Chapter 4 on
“Economic Growth and Structural Change in the CMEA Countries” in the form
of growth rates (w,).

All parameters of the estimated equation for /. have the correct sign and
order of magnitude. From the estimated equation (5.7) we can calculate the
structural parameters and other characteristics of the distribution system (see
Appendix 5A). In Table 5.3 we present the most important of them: the pro-
duction elasticities and the own short-run quantity elasticities of the factor
remunerations /, and ¢, calculated as sample averages [5].
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Table 5.8. Implied production and quantity elasticities of real factor remunerations.

Own short-run quantity

Production elasticity elasticity (uncompensated)

Country l q, l, q,

Bulgaria 0.37 1.54 -0.17 —0.85
CSSR 0.31 1.50 —0.21 —0.93
GDR 091 1.10 —0.48 —0.58
Hungary 0.87 1.09 —0.63 —0.82
Poland 0.76 1.23 —0.53 -0.79
Romania 1.27 0.78 -0.71 —0.53
USSR 1.12 0.90 —0.51 ~0.49

5.3. The Structure of Production

The structure of production in the CMEA countries is defined by the shares of
output produced in the sectors of the material sphere. Below we propose a possi-
ble approach to the derivation of a specification for explaining the production
sector shares. As our output concept is based on the final material product Y,
we derive the equations explaining the composition of Y:

Y= anl Vi wi=08Y; Zn) Bi=1 (5.10)
1= =1

where 3; denotes the share of sector ¢ in the final material product.

However, the available database (Dobrinsky, 1986) contains only data
about the structure of the Net Material Product (NMP). But, as we show later,
the equation derived can be applied to the NMP sector shares under some not
very restrictive assumptions.

We start our derivation of the functions 3; from the input-output system in
real terms. Let z; be real total production (gross output) of sector j, Yj = real
final product of sector j; |a‘1~[ = the input—output matrix; Cj = total consump-
tion of the product of sector j; A, = gross accumulation of product j; Ej =
exports of 7; MJ- = imports of j; X = total gross output in the economy; ¥ =
total final product; C' = total consumption; A = total gross accumulation; E =
total exports; M = total imports; 3 = 1,...,n.

From this system we can express the final product of sector 1 as:

Yy = E a,~j . IJ' - E aJ-,- © Iy + C' + A' + E" + M". (5.11)
J J
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(5.12)
C; A; M, E;
c . A _ . M_ . E _
ﬂ|:7" ﬂ|—7" ﬂ{"ﬁ', ﬂ|—f'
where (1, sum up to zero; ﬂ'-c, ﬂ{‘, ,B'M, and ﬂ'E sum up to 1.
From (5.10) and (5.12) we can write:
1 C A M E
ﬂ.’=n."7+ﬂ.c'7+ﬂ.‘4'—y+ﬂy'7+ﬂp'7- (5.13)

We shall now analyze the coefficients introduced in (5.12). Consider for exam-
ple, ﬂ'c. We can assume that approximately C;~ a-y;, C~b-Y and, as a
consequence,

BE~d- B (5.14)

where a, b, and d = const, which is quite natural for an equilibrium growth
path. A similar assumption can also be made for ,B'A, ,B'M and ,B'-E. As for 0, it
accounts for the difference between the amount of sector j’s gross output used as
intermediate product in the economy, and all intermediate products used in sec-
tor 1. It depends of the structure of final demand. Therefore

CAME (5.15)

Now substitute (5.14) and (5.15) into (5.13). If we solve this nonlinear equation
for B; we can present the linearized (by a Taylor expansion) solution as:

1 9 A M E
ﬂu’:‘ll'_‘*"12'7+a3'7+a4'_},‘+‘15'7

% + ag (5.16)

This is the form which served as basis for our estimations.

Two more points remain to be made. We use this equation to explain the
structure of NMP, whereas it is derived for the final product. However, this is
only equivalent to the assumption that the amortization fund is distributed
among the sectors proportionally to their final product. Obviously, this is not a
very restrictive assumption. The next point concerns the estimation. If we
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estimate (5.16) directly, we may run into problems because of the linear depen-
dence of (Y, C, A, M, E). In order to avoid this we substitute IG (gross invest-
ment) for A (gross accumulations). From the point of view of the economic
interpretation we even gain from this substitution because the difference between
A and IG is the so-called “change in material assets and stocks” which is subject
to large fluctuations and is not a significant factor of structural change.

The actual estimated results for the production sector functions for the

seven CMEA countries are given in Table 5.4. Some of the estimated parameters
may seem unsatisfactory from the point of view of the precision of the estimation
(the t-values are very low). However, we have not excluded any variable for this
reason, because in the full specification the set of sector functions for a given
country preserve the valuable property of summing up to 1 [6], and this is one of
the main requirements with respect to these functions. The relatively low value
of R? occurs mainly in the cases of low variation of the observed values of B;.
As for the signs of the estimated parameters which indicate the direction of
influence of the explanatory variables, no theoretical considerations indicating a
positive or negative sign stem from our derivation. So it is difficult to make a
comprehensive intercountry comparison, because the signs reflect the different
processes of structural change in the countries.

5.4. Consumption and the Price Index for Consumer Goods

The problems of specification and estimation of a macroeconomic function
explaining aggregated consumption in a socialist economy have not been studied
so intensively as, for instance, the production side, especially as far as the empir-
ical implementation is concerned. Among the well-known works we should men-
tion the attempts of Portes and Winter to estimate an aggregated “consumption
supply” function (1977) and a “consumption demand” function (1978), as well as
their theoretical work on disequilibrium estimation (1980); see also Charemza
and Quandt (1982). As for the price index for consumer goods, probably the
most common is the cost-push approach (W. Welfe, 1985), sometimes incor-
porating disequilibrium techniques (A. Welfe, 1985).

The general approach to the modeling of consumption within the
Bonn-IIASA Project is basically supply-driven, total consumption being deter-
mined residually from the national accounts identity (see Annex 2). However,
we also considered it to be of interest to estimate “consumption demand” func-
tions for the CMEA countries and to test their performance against the perfor-
mance of consumption supply as an indicator of possible disequilibrium tenden-
cies on the consumer goods markets.

We based our approach with respect to consumption demand on the
dynamic version of the linear expenditure system, discussed in Appendix 5A. In
this case we consider the distribution of final material product used [7] - Y, -
among the final demand categories: personal consumption, other consumption,
gross investment, change in material assets and stocks. Or, in a more aggregated
form: total consumption C and gross accumulation A. When we consider only
two items, the theoretical setting and derivations are identical to those given in
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the Appendix. There is a difference only in the interpretation of the system. In
this case the demand system which we consider reflects the behavior of the
economic agents who are responsible for the distribution of the final product in a
socialist economy. We assume that their goal is the maximization of a social
utility function. It is also assumed that the agents represent or act in the
interest of the actual final users in the economy. By aggregation over these
agents we derive the aggregated demand system for the whole economy in which
the total expenditure term is represented by Y,,.

The derived estimable equation for the aggregate demand for consumption
goods (8] is specified in the form

Y,P'Y, A_P'A

“pCc B TPC (5.17)

CZGI'C_1+(12'

where P'Y,, P'C and P’A are the price deflators of Y, C and A, respectively.
The parameters of the estimation a, a,, a; can be interpreted in terms of the
structural parameters of the demand system (see Appendix 5A). In this case
again we have a system of two equations with a budget constraint so the estima-
tion of one equation is sufficient to determine the whole system.

The results of the estimations of the aggregated consumption demand equa-
tions (5.17) for the seven CMEA countries are shown in Table 5.5. From a sta-
tistical point of view they can be accepted as satisfactory (except for some low t-
values). The check of the order of magnitude indicates that all signs are correct
and all parameters are in the plausible range of magnitude.

The expenditure and own price elasticities corresponding to the estimated
demand systems are shown in Table 5.6 (calculated as sample averages). One
comment is necessary here. Equation (5.17) corresponds to a direct demand
function with respect to price-quantity relations. However, as follows from our
theoretical model, it reflects the actual demand of the final users indirectly,
through the performance of the agents who are assumed to act in their interest.
This fact must be taken into consideration in the interpretation of the results in
Table 5.6.

One striking feature of the calculated elasticities is the similarity of these
results across the countries, which might be interpreted as a similarity of the
underlying economic policies. In all cases the expenditure elasticity of gross
accumulation is much higher than that of total consumption, which indicates
that the level of accumulation is affected to a much larger degree by fluctuations
in the level of the final product used. Accumulation is also more price-elastic.

Another interesting feature is that the expenditure elasticities of the final
use products in most of the cases (with the exception of Romania and the USSR)
compare quite favorably with the production elasticities of the real factor remun-
eration (Table 5.8). Although indirectly, this might indicate a link between the
primary and final distribution of output in the economy.

In order to derive an equation for the price index of consumer goods, we
use a theoretical model which is similar to the one discussed in the beginning of
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Table 5.5. Equations for the total

consumption demand

parentheses).? All estimates cover the period 1961-1985 (OLS).
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(r values given in

Country ay a, ag DWw R2C MAPE
Bulgaria 0.504 0.358 0.092 1.98 0.998 1.52
(6.80) (6.27) (1.02)
CSSR 0.669 0.340 0.324 2.36 0.997 1.19
(8.83) (4.75) (3.37)
GDR 0.616 0.377 0.305 1.97 0.999 0.62
(10.66) (7.42) (4.59)
Hungary 0.783 0.209 0.148 1.68 0.999 1.07
(20.44) (5.60) (3.05)
Poland 0.589 0.368 0.242 2.08 0.995 1.31
(11.42) (6.71) (2.98)
Romania 0.574 0.326 0.090 2.42 0.999 1.47
(8.80) (4.41) (0.75)
USSR 0.397 0.493 0.282 1.50 0.999 0.87
(3.47) (5.57) (2.21)
® Estimated equation:
Y, PY, A_ PA
C=a-Cy+ay: c % T T°

For further details, see text.

Table 5.6. Implied expenditure and price elasticities for final use products (C = con-
sumption; A = accumulation).

Ezxzpenditure elasticity

Short-run price
elasticity (uncompensated)

Country C A C A

Bulgaria 0.58 1.70 -0.47 —0.90
CSSR 0.50 2.11 —0.31 —0.66
GDR 0.51 2.44 —0.36 —0.68
Hungary 0.32 2.40 —0.18 —0.85
Poland 0.56 1.96 —0.38 —0.75
Romania 0.51 1.90 —0.38 —0.90
USSR 0.77 1.40 —0.58 —0.70

this section [9]. Consider again our production function in the form (5.2), but
formulated with respect to the total final product X [10]. More generally,
assume that X is a linear homogenous function of “domestic inputs” Y and

imported inputs M [11]:

X = f(Y, M)

(5.18)

Assume also that there exists a cost function K = K(X) which is derived from
cost-minimization conditions.
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The product X is used for consumption (total), accumulation (gross) and
exports:

X=C+A+E (5.19)

The planning agency distributes the output X so as to maximize a social
utility function, which is defined over C and A.

max U = U(C, A) (5.20)

subject to the constraints:

(1) Revenue—cost constraint:
PC-C+PA-A+PE-E-KX)>R (5.21)

where P’E is the price deflator of exports; R is a certain desired level.
(2) Balance of trade constraint:

PE-E-PM-M>8B (5.22)

where P’M is the price deflator of imports; B is also a certain target level.

The desired price levels P'C, P’A and P’E will be those which equilibrate
the three markets to a certain degree b, by, bg, respectively.

C=by-C(PC)
A=by- A(PA) (5.23)
E=bg- E(P'E)
where the right-hand parts are the corresponding demand functions (for simplic-
ity of notation, the interdependences over the prices are omitted). For

simplification of the further derivation, we also assume by = b, = bp = 1.
Imports M are also considered to be defined by an import demand function

M = M(X) = M[C(P'C) + A(P’A) + E(P'E)] (5.24)

If we perform the necessary substitutions we can formulate the following
optimization problem:
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max Up-c, pra, p'E |C(P'C), A(P'A)] (5.25)
subject to:

P’C-C(P'C)+ P'A- A(P'A) + P’E - E(P’E)
(5.25a)
— K[C(P'C) + A(P'A) + E(P'E)] > R

P'E-E(P'E) - PPM-M[C(P'C) + A(P’A) + E(P'E)] > B (5.25b)

If we solve this problem of constrained optimization using the usual Lagrangean
technique, after several transformations (and making some assumptions) we can
arrive at an estimation equation for P’C, which in our derivation had the follow-
ing form (in a linearized version):

. . C A
PC——al-PY+az-—:_1+a3'_A_1
(5.26)
C A . 1
+a4-—+05-—Y+a6-PM+a7-?+as+e

where t is a time-variable.

The expected signs of the coefficients are (+) for a,, a3 and ag; (=) for
a,, as and ag; a; is not determined.

The estimation results for equation (5.26) for the seven CMEA countries
for the period 1961-1982 are shown in Table 5.7. Some variables have been
removed from the regression because of wrong signs or negligible value. We did
not remove variables only because of high standard error of estimation, if they
had the right sign.

Finally, we would like to make some comments on the use of the consump-
tion function in the simulation model. As was pointed out, our general approach
is “supply driven” and the investment ratio is one of the main driving factors.
So, with respect to the ez ante forecasts, the consumption demand function plays
a secondary role. The value of the expected “consumption demand” is compared
to the generated value of “consumption supply”. Since our production techno-
logy actually reflects the production boundary, the value of “consumption sup-
ply” can be treated as the maximum level available at this level of production.
On the other hand the value of “consumption demand” reflects the normally
expected level of consumption. So a resulting discrepancy between these two lev-
els might be regarded as an indicator of possible disequilibrium in the consumer
goods market.
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5.5. The Complete Models and Their Dynamic
Characteristics

A simplified picture of the structure of the complete macroeconomic models of
the CMEA countries is shown in Figure 5.1. The boxes on the figure correspond
to endogenous variables whereas the circles stand for exogenous ones. Although
the foreign trade sector is also partly reflected on Figure 5.1, we shall mainly
focus our attention on the domestic part. The foreign trade equations for the
CMEA countries which were used in the linked world model are presented in
Chapter 7 on “Growth is an Interdependent World Economy: Linking of
National Models with an Integrated System of International Trade”.

Within the domestic part of each country model, there are 10 main
behavior equations:

(1) Production technology which determines total material output Y* [equa-
tion (5.1)].

(2) Real wages of the employed in the material sphere I, [equation (5.7)].

(3) Demand for consumption goods, denoted as Cy on Figure 5.1 [equation
(5.17)].

(4) Price index for consumption goods P’C [equation (5.26)].

(5) Structure of domestic production g; [six equations, specified as (5.16)].

The other endogenous variables including fixed assets K, final material
product Y, net material product NMP, gross accumulation A, gross investment
IG, “consumption supply” C, price deflator of NMP-P’NMP and some others
which are not shown on Figure 5.1 are determined from identities. All important
equations are given in Annex 2.

The main exogenous driving forces are: the rate of technical progress (or,
total factor productivity) w,; the number of employed persons in the material
sphere L, the rate of sorting out of fixed assets d, the investment (savings) ratio
s, the level of nominal wages in the material sphere L. They were analyzed in
more detail in Chapter 4.

The performance of the models was tested in dynamic ez post simulation
for 1965-1982. The mean absolute percentage errors (MAPE) for the four main
behavioral variables resulting from these simulations are shown in Table 5.8
(consumption C in this table is evaluated by “consumption demand”). For a
dynamic simulation these results can be regarded as satisfactory.

The dynamic performance of the models was also checked on the basis of
the dynamic elasticity multipliers. They were calculated as the dynamic
response of the models to a single positive shock of 10% in the level of some
important exogenous driving forces (for the exact formulas, see Chapter 7).

A selection of some of the main results is given in Table 5.9. The table
reports some elasticity multipliers calculated for a single shock in the level of
technical progress 7 and for the level of nominal wages in the material sphere |,
taking place in 1986. The medium scenario (described in other chapters) was
used as the control solution.
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Table 5.8. Ez post simulation test: mean absolute percentage errors of selected vari-
ables.

Country
Variable Bulgarie CSSR GDR Hungary Poland Romania USSR
Y* 1.02 0.87 0.41 1.54 2.55 1.26 1.20
c 1.86 1.05 0.70 1.78 3.01 1.17 1.07
I 2.19 2.32 1.63 1.45 3.58 1.93 1.21
P C 3.03 1.27 2.13 3.81 4.13 1.79 1.42

Table 5.9. Elasticity multipliers: percentage level response of selected variables to a
single, positive 10% shock of 7 and [/ in 1986.

T l
Country Y NMP M Cy o PY PC PC
Bulgaria 1.28 1.56 2.72 1.97 3.35 -0.85 -1.55 0.91
CSSR 1.23 1.43 1.02 0.86 1.94 -0.27 -0.38 0.44
GDR 1.25 1.36 1.01 0.94 1.74 -1.59 -1.97 0.90
Hungary 1.27 1.51 3.69 1.22 4.15 -0.99 -2.90 1.20
Poland 1.26 1.37 2.13 0.85 1.86 -0.90 -0.91 0.95
Romania 1.25 1.50 1.88 0.67 1.81 -1.31 -1.07 1.02
USSR 1.06 1.23 3.45 0.87 1.03 -0.91 -0.98 1.09

The calculated multipliers for r show a similar response of Y and NMP in
the countries. However, the responses of the other variables are more diversified.
Thus, the response of the import demand to the shock in 7 (actually, the latter
can be interpreted as a single shift to a higher rate of economic growth) is quite
high in Bulgaria, Hungary and USSR; it is moderate in Poland and Romania and
low in CSSR and GDR.

It is interesting to trace the induced response of the “consumption
demand” C; and “consumption supply” C. Although the margins are different,
the effect is similar in all the countries: in all cases the induced response of C is
higher than that of C;. This can be interpreted as a positive effect with respect
to the situation on the consumer goods markets.

5.6. Concluding Remarks

The macroeconomic models of the CMEA countries discussed in this chapter
were used for a number of simulations. First, the models were tested as separate
units; later they were linked to the other models of the Bonn-IIASA Project.
The actual results of these simulations are discussed in the other chapters of this
volume.
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Notes

[1] Bulgaria, CSSR, GDR, Hungary, Poland, Romania and USSR (the ordering is
alphabetical).

[2]  Our brief review concentrates only on some studies with empirical implementa-
tion.

[3] See, for example, the recent survey and report on measuring total factor produc-
tivity in CMEA countries in the Economic Survey of Europe (ESE, 1986).

[4] Because of these difficulties some of the authors of the empirical studies quoted
above, although rejecting the marginal productivity assumptions theoretically, use
them in empirical estimates.

[5]  Formulas can be found in Welsch (1987).

[6] It is easy to show that the OLS estimation of the production sector functions in
the form of (5.16) will guarantee that

L a; =0, j=12,.,5 Zaé =1
' J
which, in turn, provides that £ §; = 1.
1

[7] It equals final material product produced less the balance of exports and imports
of goods and material services.

[8] Note that, in accordance with MPS, we deal here only with consumption of
material goods and services.

[9] The “theoretical” setup for the derivation which follows is based on ideas sug-
gested by Dr. H. Welsch.

[10] X exceeds Y* by the value of imported investment and consumption goods which
are not included in the production technology (5.2).

[11] Note that in this case total imports M enter the production function.
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Appendix 5§A. A Theoretical Macromodel of Production and
Primary Distribution in a Socialist Economy

Consider a centrally planned economy where output Y is the “final material
product” (NMP plus the amortization fund), and where it is defined by a linear
homogeneous function of the two factor inputs L (number of employed persons
in the material sphere) and K (fixed assets in the material sphere):

Y = f(L, K). (5A.1a)
In a more general formulation which we use later:

From the primary distribution of income (the third quadrant of the
input—output table) we have the following definitional identity (in nominal
terms)

Y-P'Y=W,+Q, (5A.2)

where W, = total primary income of the employed in the material sphere, Q,, =
gross primary income of the enterprises (including the net profit of the enter-
prises, the sum of indirect taxes collected for the state budget and, the amortiza-
tion fund, since we regard Y as final material product); P’Y is the price deflator
of Y.

Further, we denote

W, =1-1L (5A.3)
Q=9 K (5A.4)

where ! is the nominal wage (primary income) of one person employed in the
material sphere; ¢ is the primary income per unit of fixed assets. Whereas
(5A.3) is a straightforward relation, (5A.4) may seem a bit dubious, especially
because of the presence of indirect taxes in @, which are a matter of state regu-
lation and can hardly be associated with K. In a theoretical setting it would be
more correct to exclude taxes from Y. However, the relevant data for the empir-
ical implementation of this division were missing. However, the other two terms,
and most of all the amortization fund, are directly linked to the value of K.
Furthermore, we can write (5A.2) as

Y-PY=I-L+q-K (5A.5)
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and

Y=I -L+g K (5A.62)

In a more general formulation which we use later, and in accordance with
(5A.1b) we can rewrite (5A.6a) as

where ¢; and ¢, denote the unit primary incomes (factor remuneration). In
(5A.6a)

I = (5.A7)

is the real wage (primary income) of one employed person in the material sphere
(throughout the chapter we use the term “real wage” only in this sense). More-
over,

g, = 7?7 (5.A8)

is the real primary income per unit of fixed assets.

We now make a slight digression. From the setting of equations
(5A.1)-(5A.8) there is only one step to the standard marginal productivity
assumption. Actually, if we interpret lp and g, as “factor prices” of L and K,
and assuming profit-maximizing (or cost-minimizing) behavior of the producer,
from the constrained optimization of (5A.1) we would get 8f/dL =1;
8f/8K = g, which is the usual neoclassical approach.

However, we consider that a step in this direction should not be made when
modeling a socialist economy. The main argument against it is the fact that /,
and ¢, are not and cannot be regarded as “factor prices”, because (especially in a
centrally planned economy) the primary division of income in (5A.2)-(5A.6) only
indicates a distribution relation which is not an element of the process of crea-
tion of the income (5A.1). This fact, which is one of the main arguments against
the marginal productivity theory, has been pointed out by many of its critics.
However little, if anything at all, has been suggested toward a constructive con-
tinuation of this critique in the direction of workable estimation procedures for
the production function (5A.1), based on alternative assumptions.

In what follows we try to suggest a possible approach which could provide
an alternative to the standard marginal productivity assumptions.

We start from the fact that the primary division of income reflects an
income distribution relation. In allocating the available income the planning
agency follows certain criteria: it considers social justice and incentives to work
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by determining the relation between wage income and residual income of the
enterprises (which is mostly used for accumulation). We represent these criteria
in the form of a social utility function defined over the factor remunerations, i.e.,
U(qy,4;). The decision-making process connected with the income distribution
can be modeled as a process of maximizing social utility U(q,,q,) in the presence
of the budget constraint (5A.6). Formally, this is equivalent to the derivation of
demand equations from a utility maximization problem.

As follows from demand theory (see, e.g., Phlips, 1983) the constrained
utility maximization in such a system would yield the distribution functions in
the form

@M= 901(1’1,’52,}’)
(5A.9)

42~ 902(-"’1#’2, Y)

[In these distribution functions the places of “quantities” and “prices” are
inverted as compared to demand functions. However, they are not to be mixed
with “inverse” demand functions in the sense of Anderson (1980). Besides, we
shall speak about “production elasticities” and “quantity elasticities” instead of
the usual “expenditure elasticities” and “price elasticities”.|

Next we consider that the planning agency plans the production (5A.1a)
(the allocation of z; and z,) taking into account that the primary distribution
will be carried out in accordance with (5A.9) and (5A.6a) and on the basis of
other criteria as well. Taking into consideration the existing planning practice,
one possible way to model this decision-making process is the following optimiza-
tion problem. The planning agency maximizes output Y and at the same time
sets the goal to guarantee a certain level of the real wages of the employed per-
son: 7.

max Y = f(z; z,) such that
71,72 ’

(5A.10)

9, = gol(:l:l,zz,Y) > Ty, Ty 2 0

Note that in the case of distribution functions derived from constrained maximi-
zation of a duly specified utility function (as we assume) the budget constraint
will be guaranteed automatically. Since we already have a restriction on one of
the two distribution functions of the system we do not have to include a budget
constraint in the optimization problem and this simplifies the solution
significantly. The Lagrangean function in this case can be defined as:

L = f(z1,22) + X - {3y — »1 (21, 2o, f(z1, 2]} (5A.11)
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If we take the Kuhn-Tucker conditions and make all the necessary transforma-
tions, we get the solution of this optimization problem in the form:

3s01/3s01 _9f , df
dz, ' 9z, 0z, Oz,

(5A.12)

This general relation can be regarded in a way as an analogue to the standard
marginal productivity assumption, applied to a socialist economy. Obviously
(5A.12) is less restrictive because it does not establish the relation between the
marginal productivities as a static proportion, but as a proportion of incremental
changes in the distribution function.

In order to make practical use of this derivation we have to specify the pro-
duction function and the distribution system and analyze the implied relation-
ships between the parameters. For the production function, as we have already
discussed, we assume a linear homogeneous Cobb—Douglas form:

Y=y r* L7 K77 (5.A13)

If we also assume a Cobb-Douglas specification for the social utility function, we
arrive at a distribution system which is formally equivalent to the Linear Expen-
diture System. We used the dynamic version of this system as formulated by
Pollak (1970) and Phlips (1972) and further elaborated by Klevmarken (1981)
and Welsch (1986, 1987). Without going into detail we shall just mention that
the main assumption of this model (interpreted in terms of our system) is that
the actual level of factor remuneration ¢; has two components: a “base” level ¢’
which is proportional to the lagged actual level:

q“' = A" . qi,—l s 1= 1,2 (5A.14)

where A; denotes a habit formation coefficient; and an “excess” component
(g; — ¢;") which depends on the actual income-quantity situation (Y, z, z,).
The resulting distribution equation is:

2
G =Xq 1+ 6 (Y= % 5 A q_1)/3 (5A.15)
i=1

where f3; is the marginal share in Y of unit income s.
After transformation (5A.15) can be rearranged in the following estimable
form with respect to our variables /, and ¢,:
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Y q,—l'K
Ir:al'lr,—1+a2'f_a3' rL
(5A.16)
Y 1,—1'L
qr:bl'rr,—1+b2'?_b3'rK

where the estimable parameters aj;, bj, J = 1,2,3 are related to the parameters of
the structural equation (5A.15) and among themselves as follows:

ay=2XA;-(18)) =2A;-B,= b3
=B =1-B,=1-b, (5A.17)
a3 =X By=2, (1-8) = b

Obviously, since the distribution system is derived with a budget constraint it is
sufficient to estimate only one equation of (5A.16) — the first one, for instance —
in order to determine the whole system.

Taking the marginal productivities from (5A.13) and the quantity deriva-
tives of /. from (5A.16) and substituting them into (5A.12) yields:

I — a4l
A e W T 'S (5A.18)
339y, 1-v [

Equation (5A.18) defines the relation between the parameters of the production
and the distribution functions which can be used during the estimation.
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CHAPTER 6

Economic Growth and Structural
Change in Developing Countries

Istvdn Székely

Summary

Macroeconometric submodels of different groups of developing countries have
been constructed and integrated into the Bonn-IIASA World Model. The sub-
models are designed to reflect the specific characteristics of these economies.
The results of the medium-term scenario analysis indicate the contours of
economic development in the different regions through the end of this century.
A detailed analysis arrives at the conclusion that, if no far-reaching measures are
undertaken, the limit of feasible growth rate differences between the developed
market economies and the developing countries considered in the study lies
between 1.5-2%. This pace implies scarcely any reduction of the existing income

gap.

6.1. Introduction

Previous chapters discussed the different aspects of economic growth and struc-
tural change in developed market and centrally planned economies. In the
present chapter, we continue this analysis by focusing on the specific characteris-
tics of developing economies. The framework we apply to these economies is
similar to the one generally used in the Bonn-ITASA Research Project. However,
there are some special features of this analysis which reflect the different nature
of economic growth and structural change in these economies.
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Due to the limitations of our project, the developing countries are modeled
as a group. The only exception is India, which is modeled separately because of
its dominant size and different growth pattern. The composition of the groups
differs from those of well-known world models. To achieve a reasonable degree
of homogeneity and a manageable size, representative countries were selected in
the different regions and considered as groups. Countries were selected based on
their common cultural and historical backgrounds and on similarities in their
growth patterns. The description of the groups is given in Annex 1 to this
volume.

The chapter is organized as follows. In Section 6.2, the macroeconometric
model used in our analysis is described in detail. In Section 6.3, attention is
directed to the future development of developing countries. Using the results of
a medium-term scenario analysis, the growth prospects of different regions of
developing countries are investigated. Finally, in the Appendix, the estimation
results are presented together with the results of an ez post simulation.

6.2. Models for Groups of Developing Countries
in the Bonn—-ITASA World Model

6.2.1. General description of the models

The structure of the models of the different groups of developing countries is
essentially no different from that of the models specified for the developed
market economies and described in the previous chapters. However, there are
some differences reflecting the specific characteristics of the developing
economies under study. In the discussion that follows, these differences will be
indicated.

A full-scale model of a group consists of 83 equations, of which 29 are sto-
chastic behavioral equations and 54 are identities. It contains 98 variables, of
which 15 are exogenous. The model as a whole is highly nonlinear. In the
Linked World Model, described in Chapter 7, a somewhat tailored form of these
models is used. The simplifications mainly concern the commodity structure of
foreign trade and were necessary to obtain a manageable size for the world
model.

Since there is no natural unit of domestic currency for groups of countries
and since an important economic indicator would have been lost by using dollar
terms, artificial currencies were defined for these groups of developing countries.
The exchange rate of an artificial currency against the US dollar is a weighted
geometric average of the individual exchange rate indices of the national
currencies of the group, where the 1975 values of these indices were normalized
to 1, and the nominal GDPs were used for weighting. The variables in the
model are expressed in terms of these artificial currencies unless otherwise
stated.
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Stemming from the basically supply-oriented nature of our models, the out-
put is determined by a production function. To reflect the interdependencies in
the production process, besides the usual factors of production, imports of raw
and intermediate materials are also incorporated into the specification. In con-
trast to the developed market economies, marginal productivity theory is not
applied in the estimation of the input elasticities. Technical progress is one of
the main driving forces in the model.

Total output is, then, disaggregated into six sectors by sector share func-
tions. This way of determining the sectoral outputs reflects the generally
adopted top-down approach of our model.

The tnvestment ratio determining the level of investment in real terms is
another important exogenous driving force of the model.

The volume of imports is determined by an tmport demand function, which
is based on a dynamic version of the Linear Expenditure System. The total
import demand, then, is disaggregated into four commodity groups by a demand
system based on the same approach. In the Linked World Model, only the
aggregate import demand is determined.

In explaining export flows, the general idea of the model is that exports of
the different countries or groups are determined by the pooled import demand of
the others. This, together with the world market prices in the different commod-
ity groups, determines the nominal demand in each commodity group. Interpret-
ing these nominal demands as incomes allocated to imports of the different com-
modity groups and using again the framework of the Linear Expenditure System,
ezport demand functions are specified for the different commodity groups.
Exports of services are assumed to be proportional to exports of goods, and total
exports are then determined as the sum of the different export items. In the
Linked World Model, again, only aggregate exports are modeled. Specification of
the export demand functions designed for this purpose is given in Chapter 7.

Effective demand meets the level of production by adjusting the level of
consumption.

Turning to prices, the general price level is determined from the Fisher
equation. Money supply is assumed to be exogenous, and the income velocity of
money is endogenized.

The investment deflator is explained by the general price level and by the
import deflator.

As to foreign trade prices, in contrast to the approach for the developed
market economies, price-taking behavior is assumed. This means that both
export and the import prices in the different commodity groups are linked to
corresponding world market prices.

The consumption deflator is left to be determined from the GDP expendi-
ture identity.

Finally, determination of the exchange rate is based on purchasing power
parity theory. In spite of the widely emphasized problems of this approach, we
felt that it best suited the behavior of financial markets in developing countries
and the medium-term orientation of our model.
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6.2.2. Specification of selected equations and the estimation results
The production function

The production function is of Cobb--Douglas type with constant returns to scale.
Technical progress is assumed to be Hicks-neutral with constant exponential rate
of growth, but with a specification that allows different rates of technical prog-
ress for different time periods. The estimated form of this function can be writ-
ten

Y*=aje[agt + az(t—t)d,] K™ L IMgF + v, ay+a5+ag=1 (6.1)

where Y* K, L and IMp are output, capital and labor input and input of
imported raw materials and energy, respectively. Y* is the sum of real GDP and
real imports of raw materials and energy (approximated by the sum of SITC
categories 2, 3 and 4). Since no reliable indicator of capacity utilization is
available, K is taken as gross capital stock. L represents the number of the
economically active population. As to the specification of technical progress, ¢ is
the time trend, ¢, indicates the year when the change in the rate of technical
progress takes place, and d, is a dummy variable (0 until ., and 1 thereafter).
Following from this specification, the rate of technical progress equals a, in the
first subperiod and a, + aj in the second.

Table 6A.1 in the Appendix reports the estimation results of the production
function. The equations were estimated in their original form by the MIDIS
(MInimum DIStance) method. In the case of group 11 (oil-exporting countries),
the real value added of the sector mining and quarrying was deducted from Y*.
This reflects the fact that the production of this sector could not be explained by
a supply-driven approach.

In order to identify the switching point in the rate of technical progress, the
production function was estimated for different time periods but with a constant
and uniform rate of technical progress. The switching point (t,) shown in the
second line of Table 64.1 was set where the estimated rate of technical progress
changed substantially. In the estimation for the whole period, the value of a,
was set at the estimated rate of technical progress in the first subperiod. In the
case of India, groups 14 and 18, there was no indication of change in the rate of
technical progress.

Regarding the estimated values of the output elasticity of capital (a,), it
can be observed that, with the exception of groups 11 and 12, they are quite near
to each other, falling in the range of 0.42 and 0.46. The estimated value for
group 12 is in line with the results of other studies on countries of this group
(see, e.g., Chen, 1979, pp. 62-63). With respect to the output elasticity of
imported raw materials and energy (ag), the results clearly show the importance
of this factor. Except for India, the estimated parameters are larger than 0.1
and, with the exception of groups 11 and 18, they are strongly significant. It is
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important to note that the real imports of raw materials and energy are deter-
mined endogenously in the model.

The structure of production

In the model, six producing sectors are distinguished. Agriculture comprises
ISIC major division 1, mining and quarrying, manufacturing, utilities and con-
struction refer to ISIC major divisions 2 through 5 and services cover major divi-
sions 6 through 9.

The structure of production is explained by a Cobb—Douglas type function,
having the following form:

k|| Ex |
L Y Y Y

where y; is the share of real value added produced by sector 1 in real GDP;
Y, K, IM, EX and I refer to real GDP, real capital stock, real imports, real
exports, and gross capital formation in real terms, respectively; and L represents
the number of the economically active population.

Since this specification does not guarantee the fulfillment of the adding-up
constraint, the estimated sector shares are scaled to add up to 1.

ag

+u (6.2)

_ Y
yi—“1[f

The general price level

The general price level is determined from the Fisher equation by assuming that
the money supply is exogenous:

= My

: (6.3)

P

where M refers to money measured as end-of-period M2 money stock, and it is
expressed in terms of the artificial currency defined for the group. The income
velocity of money is determined by the following equation:

v=-exp|av_y + ay(l + w, ;) + a3 —[;7 + a4+ u (6.4)

where v is the income velocity of money (M2), Y and L are real GDP and
economically active population and w_ refers to the rate of inflation.

The original specification of equation (6.4) also included the interest rate,
but finally it was left out for different reasons. First, reliable figures on interest
rates were available only for some of the countries in our model. Second, in most
of the countries where these figures were available, the interest rates were insti-
tutionally pegged and did not in general reflect financial market conditions. This
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character of the interest rates in developing countries was pointed out by several
empirical studies investigating the money markets in these countries [see, e.g.,
Wong (1977) and Driscoll and Lahiri (1982)]. It was also pointed out in these
studies that the speculative demand for money was negligible in these economies.
The estimation results are shown in Table 64.2 in the Appendix.
For group 11, the general price level is determined by the following func-
tion:

P=0yP, 8P agPpye, T U (6.4)

where p, pys and pgy are GDP, import, and export deflators, respectively. The
estimation results of this equation are also shown in Table 64.2. The parameters
are plausible, and the specification permits correlating the short- and long-run
adjustment of the domestic price level with the export and import prices.

Real imports

The equations describing the import demand of the different groups of develop-

ing countries are based on a dynamic version of the Linear Expenditure System.

The theoretical derivation of the specification can be found in Welsch (1987).
The estimated form of the import demand function can be written

I C EX Y_ipy
IM = a;IM_; + a4 LI as o 4 ay PEX 4+ as L +u  (6.6)
Pipm Pim PiM Piym

where IM, I, C, EX, and Y are real imports of goods and services, gross capital
formation in real terms, real consumption, real exports of goods and services,
and real GDP, respectively, and the price terms refer to the corresponding
deflators. One of the advantages of this specification is that it can reflect the
changes in the expenditure structure of GDP. The estimation results show that,
in the case of developing countries this effect is of great importance since the
increase of the share of gross capital formation has a rather strong influence on
their import demand.
For this specification, the short-run import price elasticity is given by

ESr _ IM—I
My = 1 g

-1
and the long-run elasticity by

M_,
EIIA";I,pIM = [al M _1] /(l—al)
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Table 6A.3 in the Appendix shows the regression results of equation (6.6).
In the last two columns, the estimated values of the price elasticites can be
found. The equations were estimated by the MIDIS method. In all cases, the
import propensity of consumption (parameter a;) was found to be insignificant.
This may be due to the strong multicollinearity among the explanatory variables
and to the rigidity of the import demand for consumption. The other parame-
ters bear the signs required by the theoretical approach and are in general
significant. The widely varying estimated values of the propensities of the
different expenditure items seem to justify our approach of disaggregating the
income term in the import demand function.

Commodity structure of real smports

In the foreign trade part of the model, the structure of exports and imports of
goods is described by four commodity groups: agricultural goods (commodity
group 1) comprise SITC major groups 0 and 1; crude materials (commodity
group 2) make up SITC major groups 2 and 4; mineral fuels (commodity group
3) refer to SITC major group 3; and manufactured goods (commodity group 4)
cover SITC major groups 5 through 9. In the presentation of the model, we shall
always refer to these commodity groups. The commodity structure of the
imports of goods is explained by a demand system also based on a dynamic ver-
sion of the Linear Expenditure System:

IMC p§, 4 M, p
k _ M ~1PIM
IM* = alkIM‘E_1 + a2k——pk — 121 a2k ———pk +u
M " M
(6.7)

4 a a
Ya,=land-——2% = kB iy g 4 k#1
k=1 1—ay; asy

where superscripts k and ! refer to the commodity groups and superscript G
indicates that IM refers only to the imports of goods. Each demand system con-
sists of four equations, but only three of them are estimated. The parameters of
the fourth equation can be calculated from those of the first three.

In the case of group 11 (oil-exporting countries), imports of mineral fuels
could not be explained by this demand system. Since the share of this commo-
dity group in total imports of goods is negligible and of no importance in the
explanation of the production, it is taken as exogenous in the model. In the case
of India, imports of agricultural goods could not be explained by this
specification, either. This is probably due to the fact that the import demand of
India in this commodity group is strongly influenced by the harvest conditions,
and this factor is not reflected in the specification. In the case of group 15, the
lagged effect of the agricultural imports could not be identified and, therefore,
this parameter was set to zero.
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When looking at the results of the estimations in Table 6A.{ in the Appen-
dix, it can be found that the parameters in all cases bear the correct sign from
the point of view of theory and they are in general significant. It is interesting to
compare the different groups of developing countries with respect to the margi-
nal expenditure shares (a,). In doing so, it can be observed that these parame-
ters are quite similar for all groups. The only notable exception is India, which
has a rather different structure of these parameters. Comparing the structures
of marginal expenditure shares of the developed countries in question to those of
the developed market economy (see Welsch, 1986, p. 13), the developing coun-
tries are characterized by very high shares of manufactured goods. When mak-
ing the same comparison with respect to the persistence coefficient [a;/(1 — a,)],
it can be found that the values of these parameters are considerably lower in
developing countries. The only exception is group 12, for which the coefficients
are rather similar to those of the developed market economies.

Real ezports

The export demand functions are specified for the different commodity groups
by:

WT$,k $.k EX?_’Fk $.Fk
ExSk = o EXSF 4 ay $:WT — as 1$ :Ey +u (6.8)
PEX PEX

where k (k = 1,...,4) refers to the commodity groups, EX is the real exports of
the country under consideration, WT is the volume of world trade in the com-
modity group, and py - is the corresponding price deflator. Superscript F refers
to the countries different from the one under consideration. Superscript § indi-
cates that the variables are expressed in US$ terms.

The results are given in Table 6A.5 in the Appendix. In the case of India
and group 15, the exports of mineral fuels (SITC 3) could not be explained in
this way. This is probably due to the fact that their exports were determined
not only by the demand side but by the supply side as well. For group 12, it was
necessary to distinquish between the import demand of the developed market
economies and that of the rest of the world because of the considerable
differences in the marginal expenditure shares. (The corresponding parameters
in Table 6A.5 are a, and aj; a4 stands for the lagged effect originated in the
countries different from the ones in group 12.) The specification of the export
demand function used in the Linked World Model is given in Chapter 7.

Ezport and import prices
The export and import prices of the developing countries in the different

commodity groups are linked to the world market prices by the following equa-
tions:
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a,

pgj’é = a; p%@;’i‘pg p%ﬁ’é_al +u k=1,.4 (6.9)

pif=ap¥h ol v k=14 (6.10)

where pr and p’C  are the export and import prices of the group under con-
sideration and pf, stands for the world market prices. Superscript k refers to
the commodity groups. Superscript $ indicates that the variables are expressed
in US$ terms.

In the Linked World Model, a similar approach was applied to the aggre-
gate export and import prices. The design of these equations is given in Chapter
7.

6.2.3. Ez post simulations

As the models discussed above were developed for ez ante simulations, it is of
basic importance to evaluate their ability to forecast. In the case of dynamic
simultaneous econometric models, as it is widely pointed out, it is not sufficent to
perform statistical tests only on the individual equations. Therefore, we made ez
post simulations to investigate the models in this respect. Since in the next sec-
tion the analysis will be based on ez ante simulations with the Linked World
Model, the results of the ez post simulation presented in Table 6A.6 in the
Appendix refer to the same model [1]. The simulation period was 1966-1981.
Taking into consideration the fact that the simulation period covers the two oil
shocks, the values of the mean absolute percentage error reported in this table
can be rated as satisfactory.

6.3. Growth Prospects of the Developing Countries:
Results of a Medium-term Scenario Analysis

The ultimate goal of the Bonn-ITASA Research Project was to indicate the possi-
ble growth paths of the different regions of the world economy. To trace these
paths, the world model developed in the project was used for a medium-term
scenario analysis. Chapter 2 provided a general description of the design of this
analysis and discussed the main results of the medium scenario. Here, we con-
centrate on the developing countries.

6.3.1. Assumptions of the scenarios

Similar to the procedure applied to other regions, three different sets of assump-
tions were used to define the scenarios. Table 6.1 summarizes these assumptions.
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Table 6.1. The definition of scenarios for developing countries.

Scenario Country group®
and
Variable period 11 12 India 18 14 15 18
Rate of growth of all:
labor input 1986-1990 2.39 2.04 163 262 260 266 2091
(economically 1991-1995 2.75 229 2.00 3.08 3.11 290 299
active population) 1996-2000 2.37 2.08 1.82 260 246 255 2.54
Rate of (Hicks- high:
neutral) technical 1986-1990 169 187 096 0.8 1.18 195 2.22
progress 1991-1995 2.00 2.00 1.00 1.00 1.20 2.00 2.22
1996-2000 2.00 2.00 1.00 1.00 1.20 200 2.22
medium:

1986-1996 0.00 1.00 0.50 0.00 1.00 1.60 2.00
1991-1995 1.31 1.44 0.50 0.66 1.00 1.73 2.00
1996-2000 1.50 1.50 0.50 0.75 1.00 1.75 2.00
low:

1986-1990 -1.03 0.62 0.50 -0.49 1.00 1.44 2.00
1991-1995 -0.02 0.81 050 0.03 1.00 1.44 2.00
1996-2000 0.88 098 050 0.44 1.00 1.44 2.00

Gross investment high:

ratio 1986-1990 29.05 28.29 25.84 2265 1745 23.04 24.73
1991-1995 29.87 28.89 25.80 24.69 19.70 24.82 26.76
1996-2000 30.00 29.00 26.00 25.00 20.00 25.00 27.00
medium:
1986-1990 24.05 25.25 21.50 20.86 14.95 19.22 20.54
1991-1995 24.87 25.35 22.82 22.72 16.76 21.65 22.74
1996-2000 25.00 25.50 23.00 23.00 17.00 22.00 23.00
low:
1986-1990 19.00 20.73 18.62 14.89 10.79 16.13 16.43
1991-1995 20.32 21.85 19.91 17.58 11.89 1853 19.21
1996-2000 21.00 22.00 20.00 18.00 12.00 19.00 19.50

Rate of depreciation all:
1986-2000 2.50 3.3 1.7 2.3 3.2 1.4 1.5

Rate of change of all:
money supply (M2)  1986-2000 - 180 15.0 200 450 450 220

2Group code numbers refer to the following: group 11 = oil-exporting countries; group 12 =
Asian countries excluding India; group 13 = developing African countries; group 14 = Latin
American countries excluding group 15; group 15 = Argentina, Brazil, Mexico; and group 18 =
Middle Eastern and North African countries excluding groups 11 and 13.

The scenarios (called high, medium, and low) differ in their rates of technical
progress and in the gross investment ratios.

As to the gross investment ratio, the assumptions were designed in the fol-
lowing way. In the case of (oil-exporting countries), in the low scenario, the level
reached right after the first oil shock; in the medium scenario, the average level
between the two oil shocks; and finally, in the high scenario, the level reached
after the second oil shock were assumed. For groups 12 and 15, in the low
scenario, the average of the historically observed lowest values; in the high
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scenario, that of the historically observed highest ones; and finally, in the
medium scenario, the average of the remaining observations was assumed. In
the case of groups 13, 14 and 18, the same principle was used for the domestic
savings ratio, but not for the external sources of investment. A substantial
decrease in the latter was assumed. The resulting gross investment ratios (which
are consequently rather moderate as compared with the historically observed
values, but still quite high as compared with those of the developed market
economies) reflect the outcome of these two assumptions. For India (where
domestic saving was the dominant factor in the determination of investment), in
the medium scenario, it was assumed that the level of the investment ratio
reached during the second half of 1970s will be kept up in the long run. In the
high scenario, the observed tendency for the investment ratio to increase was
assumed to continue leveling off at 26%. In the low scenario, the average of the
historically observed values was assumed.

As to the rate of technical progress, in the case of India, groups 14 and 18
(regions where there was no indication of change in this parameter), the
estimated rates indicated in Table 6A.1 in the Appendix were used in the
medium and in the low scenarios; while in the high scenario, a moderate increase
in these rates was assumed. For the other groups (where the estimation results
indicated a substantial decrease in the rate of technical progress after the first or
second oil shock), a gradual increase was assumed, leveling off differently in the
three scenarios. But it was never assumed that any of these countries could
reach those very high levels maintained until the switching points. (These levels
are given by the estimated values of @, in Table 6A.1 in the Appendix.)

The main results of the solutions of the Linked World Model for the
developing countries under the scenarios described above are presented in Tables
6.2 to 6.4 [2].

6.3.2. Growth prospects

One of the most important questions of social and economic development in the
developing countries is the feasibility of accelerated growth. Such accelerated
growth would be necessary in order to narrow the income gap [3] between
developed and developing countries. Narrowing the income gap, it is hoped,
would bring more social justice and equality of opportunity.

The feasibility of such a goal can be investigated from several points of
view. Certainly, there are physical limits to faster growth in the long run, espe-
cially if it is not accompanied by the necessary structural changes. The rapidly
increasing pollution of the environment could also lead to constraints on any
accelerated growth, especially in the developing countries, where the new techno-
logies necessary to reduce pollution substantially are not available. Moreover,
recent structural changes in the world economy have tended to relocate the most
polluting industries and technologies from the industrialized countries to the
developing countries. The availability of mineral resources could also become a
factor limiting economic growth. Changes in the social environment are also
essential conditions for faster economic development in the developing countries.
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Table 6.2. Results of the analysis: high scenario.

Country group®

Variable Period 11 12 India 18 14 15 18
Growth rate of 1986-1990 10.3 5.9 4.5 3.8 5.9 74 7.1
real GDP 1991-1995 8.8 5.9 4.5 4.7 6.2 7.6 7.8

1996~-2000 7.7 5.5 4.4 4.5 5.8 7.5 7.6

Growth rate of 1986-1990 3.7 6.6 10.5 4.5 10.1 12.0 3.9
real imports 1991-1995 8.4 6.8 6.0 4.9 8.2 7.2 8.1
1996-2000 6.9 6.9 5.4 4.9 7.0 6.8 7.9

Rate of change 1986-1990 1.3 0.6 0.8 2.6 0.2 1.7 2.5
of import prices 1991-1995 4.2 3.8 4.0 4.2 3.6 4.0 3.8

(in US$) 1996-2000 4.7 4.3 4.3 4.4 4.3 4.4 43
Growth rate of 1986-1990 11.2 5.4 5.8 2.9 3.4 5.0 3.7
real exports 1991-1995 10.6 6.9 10.0 6.0 6.4 6.7 7.1

1996-2000 7.9 7.3 8.9 7.2 6.7 7.3 7.0
Rate of change of 1986-1990 -8.7 1.2 0.1 1.0 1.4 1.0 0.9

export prices 1991-1995 2.8 3.8 2.6 3.2 4.7 3.5 4.5
(in US$) 1996-2000 4.1 4.2 3.0 3.5 51 3.8 4.9
Trade balance 1986-1990 -0.2 -3.6 -4.8 -29 -3.7 -0.4 -7.8
to GDP 1991-1995 26 -4.0 -5.5 -4.8 -6.3 -1.5 -8.3

1996-2000 31 -3.8 -5.1 -3.7 -6.4 -1.6 -8.4
Trade balance 1986-1990 -1.0 -6.7 -785 -106 -27.1 -54 -55.1
to exports 1991-1995 90 -73 -7T47 -172 -453 -21.6 626

1996-2000 109 6.4 -57.7 -125 -440 -23.5 -63.8
Imports to 1986-1990 28.6 60.9 8.1 36.3 20.3 9.6 16.3
GDP 1991-1995 26.6 62.7 9.2 37.0 23.9 10.1 16.1
(in real terms) 1996-2000 25.9 66.0 9.6 375 25.3 9.8 16.4
Exports to 1986-1990 34.3 55.0 6.2 29.2 14.1 9.1 14.8
GDP 1991-1995 40.1 56.0 7.9 29.8 13.6 8.5 13.9
(in real terms) 1996-2000 41.3 59.7 9.7 328 140 83 136

? For definitions of group code numbers, see note to Table 6.1.

All of these aspects are very important, especially in the longer run, but the
recent development of the world economy suggests that the most serious factors
limiting accelerated growth in the developing countries probably originate from
the international economic environment, which these countries must face. The
scarcity of external financial resources necessary to increase investment and,
through this, achieve a faster rate of technical progress seems to be the most
acute problem in this respect.

Viewing the results of the scenario analysis from this angle, we can associ-
ate the different growth paths of the world economy described by the different
scenarios with the corresponding trade balance indicators. Since we concentrate
on the feasibility of accelerated growth that may ultimately narrow the income
gap, Table 6.5 gives the differences, in terms of annual growth rates, between the
developed market economies as a whole and the different groups of developing
countries with respect to real GDP and real GDP per capita.
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Table 6.3. Results of the analysis: medium scenario.

Country group®

Variable Period 11 12 India 13 14 15 18
Growth rate of 1986-1990 6.6 4.2 3.7 2.5 5.1 6.2 6.0
real GDP 1991-1995 6.8 46 3.6 3.8 5.3 6.7 6.8

1996-2000 6.2 4.2 3.5 3.8 5.0 6.6 6.6

Growth rate of 1986-1990 0.9 5.1 11.3 3.2 8.8 10.2 1.0
real imports 1991-1995 5.8 4.8 6.2 3.4 6.9 6.5 6.1
1996-2000 4.7 4.8 5.0 3.5 5.8 5.5 6.1

Rate of change 1986-1990 1.7 0.9 1.2 3.0 0.5 2.1 2.8
of import prices 1991-1995 5.1 4.7 4.8 5.2 4.4 49 4.5

(in US$) 1996-2000 5.9 5.4 5.4 5.6 5.4 5.5 5.2
Growth rate of 1986-1990 8.5 3.6 2.3 1.1 0.8 3.3 0.7
real exports 1991-1995 8.7 4.6 7.6 3.5 34 4.5 4.1

1996-2000 6.7 49 6.9 4.7 4.0 5.0 4.4
Rate of change of 1986-1990 -8.7 1.5 03 1.2 1.8 14 1.3

export prices 1991-1995 2.8 4.7 3.1 3.9 57 4.3 5.4
(in US$) 1996-2000 4.1 5.3 3.8 44 6.4 4.8 6.2
Trade balance 1986-1990 1.8 -2.2 -3.5 -1.9 -2.0 1.3 -5.7
to GDP 1991-1995 48 -3.4 -5.4 -4.8 -4.9 -0.3 -6.2

1996-2000 50 -36 -5.9 -5.4 -5.6 -0.8 -6.3
Trade balance 1986-1990 6.5 -40 -68.2 —-6.8 -15.8 168 434
to exports 1991-1995 175 -6.2 -94.0 -18.6 -41.1 -5.2 -55.0

1996-2000 183 -65 -91.7 -21.0 -48.0 -12.6 -59.9
Imports to 1986-1990 25.9 60.0 6.5 34.7 17.5 77 14.0
GDP 1991-1995 23.2 60.9 7.9 34.6 20.0 8.4 13.1
(in real terms) 1996-2000 21.9 62.0 8.5 34.1 20.9 8.1 12.8
Exports to 1086-1990 34.0 556 5.3 29.1 13.3 9.3 13.8
GDP 1991-1995 40.3 55.0 6.2 28.0 11.7 8.2 11.7
(in real terms) 1996-2000 41.8 56.0 7.2 28.5 11.0 7.6 10.6

2 For definitions of group code numbers, see note to Table 6.1.

In interpreting the results for group 11 (oil-exporting countries), it should
be borne in mind that, in the model of this group, the production of the oil sector
(the contribution of which to total GDP is extremly high, and the production of
which is almost entirely exported) is demand-driven. As a consequence, the
manageable extent of growth difference is mainly determined by the overall pace
of economic growth in the other regions. Under the most favorable scenario
analyzed in the project, even a very high growth difference of 5-6% seems to be
feasible. In terms of GDP per capita, this would mean a growth difference of
3.4-4.1%. Under the medium scenario, it decreases to 4-5% with respect to
GDP and to 2.4-3.1% with respect to GDP per capita, which should also be con-
sidered high by all standards. Under the low scenario, the corresponding ranges
are 2.5-3.5% and 0.9-1.6% [4]. According to the results, growth differences
larger than these values tend to lead to a deterioration of the foreign trade bal-
ance.
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Table 6.4. Results of the analysis: low scenario.

Country group®

Variable Period 11 12 India 18 14 15 18
Growth rate of 1986-1990 34 32 35 1.2 3.8 5.4 5.1
real GDP 1991-1995 4.0 33 34 2.4 4.2 5.8 6.1
1996-2000 3.7 2.9 3.2 2.7 3.9 5.5 5.9
Growth rate of 1986-1990 -5.6 3.7 10.8 0.7 23 8.7 -2.8
real imports 1991-1995 29 2.7 6.5 2.0 4.9 6.2 4.3
1996-2000 1.3 2.3 5.3 1.6 4.0 35 33
Rate of change 1986-1990 2.0 14 1.7 35 0.8 26 31
of import prices 1991-1995 6.2 5.7 5.9 6.4 5.4 6.0 53
(in US$) 1996-2000 7.7 7.0 7.0 7.5 7.0 7.3 6.6
Growth rate of 1986-1990 4.6 2.1 -1.6 -0.6 -1.6 1.7 -2.3
real exports 1991-1995 5.9 2.2 4.1 0.8 0.0 2.1 04
1996-2000 3.9 2.0 3.1 1.3 0.0 2.1 0.3
Rate of change of 1986-1990 -8.7 1.9 0.5 1.6 2.3 1.7 1.7
export prices 1991-1995 2.8 5.7 3.7 4.7 6.9 5.2 6.6
(in US$) 1996-2000 4.1 6.9 4.9 5.7 8.4 6.3 8.1
Trade balance 1986-1990 33 -12 -2.6 2.0 1.0 2.6 -3.8
to GDP 1991-1995 58 -3.0 -5.1 -2.3 -1.3 0.7 -43
1996-2000 4.7 -39 —6.4 -4.4 -2.5 -0.0 -43
Trade balance 1986-1990 13.3 -2.3 —60.7 7.2 7.7 337 -304
to exports 1991-1995 228 -59 -129.8 -95 -13.1 115 -46.8
1996-2000 200 -79 -173.5 -200 -275 -08 -58.1
Imports to 1986-1990 225 57.8 6.1 29.8 13.3 6.2 11.8
GDP 1991-1995 19.5 57.0 6.5 29.8 14.2 6.6 10.1
(in real terms) 1996-2000 18.0 55.5 7.2 28.6 14.3 6.3 9.1
Exports to 1986-1990 32.1 544 4.5 28.9 12.7 9.3 12.7
GDP 1991-1995 379 51.6 44 26.5 10.1 7.8 9.4
(in real terms) 1996-2000 39.0 49.5 44 249 85 6.7 7.3

® For definitions of group code numbers, see note to Table 6.1.

In the case of the other groups, although the limits of feasible growth
differences correlate positively with the overall rate of growth in the world econ-
omy, this relation does not seem to be so strong.

As to group 12 (Asian countries) the results tend to suggest that under the
medium scenario, this region would be able to keep up a growth difference of
1.5-2% with respect to GDP. Although this growth path would be associated
with a negative balance of trade, it does not seem unmanageable. This pace, in
turn, would mean a growth difference with respect to real GDP per capita level-
ing off at 0.6-1.1% by the end of this century. Under the high scenario, these
values would be increased by about 0.5%.

In the case of India, the alarmingly high foreign trade deficits are clear
signs of the fact that even a gradually declining growth difference of 1.0-0.7%
with respect to GDP (which would actually mean a slowly widening income gap
between India and the developed market economies as a whole) would be hard to
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Table 6.5. Differences in annual growth rates (%) between developed market economies
and groups of developing countries.

Scenario Country group®
and
Variable period 11 12 India 18 14 15 18
Real GDP high:
1986-1990 6.8 24 1.0 0.3 24 3.9 3.6
1991-1995 5.1 2.2 0.8 1.0 2.5 3.9 4.1
1996-2000 4.0 1.8 0.7 0.8 2.1 3.8 3.9
medium:
1986-1990 3.9 1.5 1.0 -0.2 2.4 3.5 3.3
1991-1995 4.0 1.8 0.8 1.0 2.5 3.9 4.0
1996-2000 34 14 0.7 1.0 2.2 3.8 3.8
low:
1986-1990 1.5 1.1 14 -0.9 1.7 3.3 3.0
1991-1995 2.1 1.4 1.5 0.5 2.3 3.9 4.1
1996-2000 1.8 1.0 1.3 0.8 2.0 3.6 4.0
Real GDP high:
per capita 1986-1990 49 1.1 -0.1 -2.2 0.7 2.2 1.6
1991-1995 3.3 1.0 0.2 -1.6 0.9 24 2.2
1996-2000 24 0.9 -0.1 -1.8 0.7 24 2.1
medium:
1986-1990 2.0 0.2 -0.1 -2.7 0.7 1.8 1.3
1991-1995 2.2 0.6 -0.2 -1.6 0.9 24 2.1
1996-2000 1.8 0.5 0.1 -1.6 0.8 24 2.0
low:
1986-1990 -0.4 -0.2 0.3 -3.4 0.0 1.6 1.0
1991-1995 0.3 0.2 0.5 -2.1 0.7 24 2.1
1996-2000 0.2 0.1 0.5 -1.8 0.6 2.2 2.2

®For definitions of group code numbers, see note to Table 6.1.

maintain in the longer run. In interpreting the results of this scenario analysis,
especially in the case of India, a note of caution is necessary. The aggregate level
of the analysis and the demand-oriented modeling export flows prevented our
considering favorable changes in the commodity structure of export supply
different from the historically observed pattern. In reality, development proj-
ects in India are mostly aimed at bringing about such favorable structural
changes. Successful implementations of these projects could, consequently, make
at least a modest beginning toward narrowing the existing income gap. But
according to the results, without these favorable structural changes in export
supply (and, of course, without changes in the pattern of import demand), the
income gap rather tends to widen.

The results for group 13 (African countries) are shocking. Under the most
optimistic scenario analyzed in the study (high scenario), the feasible growth
difference seems to be not higher than 0.5-0.8%. Under the medium scenario
(which is still rather optimistic with respect to the overall rate of economic
growth in the developed market economies), even this growth rate difference
tends to produce a rapidly deteriorating foreign trade balance. The shocking fact
is that this growth path is associated with a very fast increase in the already
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alarmingly wide income gap. The difference in the yearly growth rate of real
GDP per capita between this group and the developed market economies as a
whole would be about -2.1% to -1.8%.

In the case of group 14 (Latin American countries), the results indicate
that even a very moderate breakaway from the growth path keeping up the exist-
ing level of the income gap between this group and the developed market
economies as a whole might produce a rapidly deteriorating foreign trade bal-
ance.

In the longer run, group 15 (Argentina, Brazil, Mexico) seems to be in a
more favorable position. Of course, in view of the present debt situation of these
countries, these favorable growth paths in the longer run are feasible only if the
countries in question can manage to bring down their accumulated debts to a
tolerable level during the next few years — a task easy to assign to a country but
very hard to achieve.

According to the model, it seems unlikely that group 18 (North African and
Middle Eastern countries) can maintain their very high growth rates of the years
after the oil crisis.

To sum up, taking into consideration the results of the three main scenarios
and those of the alternative scenarios described in Chapter 7 and aimed at inves-
tigating similar aspects, a difference of 1.5-2.0% in the growth rates of real GDP
between developed market economies and developing countries [5| seems to be
the limit of feasibility [6]. In terms of our scenarios, this means that if the
developed market economies were to grow along the path described by the
medium scenario, the developing countries as a whole could rather be expected
to follow along the growth path envisaged by the pessimistic scenario, which
would hardly narrow the existing income gap at all. The results also suggest
that some groups of developing countries might be expected to sustain a faster
pace of economic development. Among the regions considered here, group 12
(Asian countries) seems to be in the most favorable position in this respect.

6.3.3. Structural change

Another important aspect of economic development in developing countries is
the pattern of structural change. In Chapter 2, several aspects of this issue were
investigated, among them the structure of production. We extend this examina-
tion by comparing the different groups of developing countries and the results of
the different scenarios. Table 6.6 summarizes the projections of the model under
the different scenarios [7].

According to the model, there seems to be a general tendency for the share
of agricultural production to continue its decline. The only exception is group 13
(African countries), where, under the low scenario, this share is expected to
increase. Another general feature, suggested by these results, is that accelerated
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Table 6.6. The structure of production in different groups of developing countries: share
of real value added to GDP by different sectors (%).

High scenario Medium scenario Low scenarto
Sector/
Country group® 1990 1995 2000 1990 1995 2000 1990 1995 2000
Agriculture:
11 20.8 200 189 219 214 205 24.1 23.0 222
12 148 129 114 158 14.1 12.8 16.4 15.1 13.9
India 339 328 316 370 359 348 403 393 383
13 25,9 25,0 239 279 277 271 301 31.0 31.1
14 12.8 11.7 10.6 13.4 12.6 11.7 14.2 13.8 13.1
15 8.2 6.9 5.7 9.0 7.7 6.6 9.7 8.5 7.5
18 189 170 149 205 190 172 223  21.0 194
Manufacturing:
11 115 11.3  11.1 122 119 117 12.5 12.3 121
12 319 346 370 300 320 338 289 302 313
India 182 183 185 175 178 18.1 166 169 17.2
13 119 122 127 11.0 109 110 10.2 9.5 9.2
14 221 222 223 229 230 232 247 248 25.0
15 29.1 296 297 278 284 285 265 27.2 272
18 16,0 16.0 15.8 16.2 16.1 16.0 16.3 16.2 16.1
Services:
11 51.8 51.8 517 51.3 513 51.2 50.0 50.5 50.6
12 45.1 44.7 44.1 45.7 45.6 45.3 46.3 46.3 46.3
India 405 415 424 383 393 40.2 36.2 370 377
13 450 450 450 446 442 440 448 435 427
14 525 535 544 515 524 53.2 495 50.2 50.9
15 524 526 526 53.1 532 534 53.8 53.9 542
18 506 51.8 53.1 496 505 515 485 49.1 50.0

2For definitions of group code numbers, see note to Table 6.1.

overall economic development would accentuate the changes. In the case of agri-
culture, this means that the high scenario would bring about a faster decrease in
the share of the agricultural sector.

In spite of these and other common tendencies, the directions in which the
different regions of developing countries are expected to develop seem to be
somewhat diverse. In the case of group 12 (Asian countries) and group 15
(Argentina, Brazil, Mexico), manufacturing seems to be the leading sector of the
economy; while in the other regions, services tend to play this role.

In the case of group 13 (African countries), these results also seem to sup-
port the finding that the growth prospects for this group are rather limited. The
very high share of agriculture tends to decrease rather slowly (or actually, under
the low scenario, it even increases). On the other hand, the share of manufactur-
ing seems to remain very low. All this means that this group is likely to continue
to be an exporter of primary commodities and, consequently, to face depressingly
low prices and virtually no growth in demand for its exports.
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6.4. Concluding Remarks

The results of the scenario analysis presented here tend to suggest that the
growth prospects of the developing countries as a whole are rather limited. The
availability of external financial sources seems to be the most serious limiting
factor in the medium run. The growth paths of the world economy envisaged by
the projections would hardly narrow the income gap between developed and
developing countries at all.

The situations of the different regions of developing countries seem to be
rather different. The African countries (as represented by group 13 in our
model) are felt to be in the most critical situation, while some of the Asian coun-
tries (those in group 12) are likely to continue to catch up with the developed
market economies. The projections on the structure of production in the
different regions also seem to support these findings.
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Notes

[1] A general description of the Linked World Model can be found in Chapter 7 and in
Annex 2 to the volume. During the er post simulation, the exchange rates were
taken as exogenous.

2]  Assumptions and results for the other regions can be found in Chapter 2.

3] In the discussion that follows, the term income gap refers to the difference between
the levels of real GDP per capita in the countries in question.

[4]  One reservation should, however, be made with reference to this group. Owing to
the aggregate nature of the foreign trade subsystem and to the features of the
Linear Expenditure System, the framework of which is extensively used in the
design of this subsystem, the projected market share of this group might very well
be overstated. If this is the case, the corresponding figures on the feasible growth
differences are probably considerably lower than those expressed in Table 6.5.

[5] Developed market economies and developing countries as represented by the coun-
tries considered in our model. A study covering the poorest African and Asian
countries not considered here would probably find this difference to be smaller.

[6] A scenario analysis based on the SIGMA system developed at UNCTAD (for a
description of this system, see Chapter 26 in this volume), and described in the
Appendix of Chapter 7, seems to support this finding, too.

[7] It should be mentioned that the shares for group 11 (oil-exporting countries) refer
only to that part of the GDP which is not produced in the oil sector (mining and

quarrying).
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Appendix 6A. Sources, Abbreviations and Model Parameters
Main data sources:

Handbook of World Development Statsstics, UN, 1983.
International Financial Statistics Yearbook, IMF, various years.

List of abbreviations used in the tables:

DW = Durbin—Watson d statistics

FIML = Full Information Maximum Likelihood method
MAPE = mean absolute percentage error

MIDIS = MInimum DIStance method

R2C = corrected R-squares

SEE = standard error of estimate

Country group codes:

11 = Oil-exporting countries

12 = Asian countries excluding India

13 = Developing African countries

14 = Latin American countries excluding group 15

15 = Argentina, Brazil, Mexico

18 = Middle Eastern and North African countries excluding groups 11

and 13
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6A.1. Production functions for groups of developing countries (t-values in
parentheses).”

Country group

Variable 11 12 India 1 1y 15° 18
t, 1978 1979 1974 1974
a; 0.215 0.147 0.312 0.108 0.749 0.241 0.226
(1.43)  (1497) (1079) (17.05)  (19.75)  (2.58) (4.38)
a, 0.031 0.030 0.005 0.025 0.010 0.029 0.022
(3.97) (1.99) (2.05) (2.44)
a, -0.048 -0.025 -0.033 -0.015
(3.75) (5.23) (14.34) (2.86)
a, 0.245 0.344 0.445 0.458 0.457 0.426 0.423
(1.54)  (18.11)  (16.67) (9.13)  (1062)  (3.84) (7.73)
ag 0.535 0.491 0.489 0.436 0.439 0.409 0.457
(3.42)  (22.81)  (21.52) (7.22) (7.86)  (5.70) (9.66)
ag 0.220 0.165 0.066 0.106 0.105 0.165 0.120
(2.37) (5.56) (3.51) (5.62) (7.34)  (3.23) (1.90)
DW 1.45 1.95 1.53 2.23 1.46 2.34 1.21
R2C 0.99 1.00 0.99 1.00 1.00 1.00 0.99
SEE 4.154 0.914 1.125 0.215 0.472 3.178 0.911

"For the specification see equation (6.1) in the text. All calculations performed using

the MIDIS method for the period 1961-1981.
For groups 12, 13, and 15 a, was set to the estimated rate of technical progress until

the switching point (¢,). For a more detailed description of the estimation procedure
see the text.

Table 64.2. Estimation results of the equation for velocity of money (f-values in
parentheses).”

Country group® a, a, a3 a, DWwW R2C SEE Est.
12 0.177 0.185 0.459 1.60 0.93 0.165 62-81
(4.61) (2.08)  (5.69) MIDIS
India 0.223 0.004 0.190 -0.141 2.21 0.94 0.181 63-81
(6.02) (2.10) (273) (1.11) MIDIS
13 0.129 0.325 0.206 1.86 0.89 0.175 65-81
(2.68) (2.69) (3.35) MIDIS
14 0.203 0.002 1.020 0.111  2.00 0.79 0.260 62-81
(7.45) (4.24) (3.21) (0.58) MIDIS
15 0.110 0.174 1.011 1.84 0.76 0.349 62-81
(2.62) (2.56)  (4.02) MIDIS
18 0.322 0.283 -0.093 2.02 0.96 0.091 62-81
(6.69) (2.03)  (1.39) MIDIS

®For the specification see equation (6.4) in the text.
bEstimation results for group 11 (R2C = 1.00, SE = 0.0198, DW = 199):

0.554 01966  0.297
P = 1.081 - Py (5 79) P-1(4.14) PEX(8.32)

(83.30)
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Table 6A.8. Import demand functions for groups of developing countries (t-values in
parentheses).”

Country group

Variable® 11 12 India 18 15 15 18
a, 0.567 0.485 0.531 0.240 0.577 0.665 0519
(5.67) (8.58) (4.63) (2.99) (7.26) (5.15) (6.94)
a, 0.326 0.268 0.279 0.587 0.425 0.198 0.329
(1.89) (3.27) (3.59) (6.43) (5.80) (2.97) (5.48)
a, 0.165 0.459 0.374 0.233 0.400 0.579
(3.69) (6.50) (7.38) (3.44) (2.70) (6.76)
ag 0.014 0.011 0.026 0.041 0.052 0.048
(0.50) (0.96) (1.81) (4.39) (4.40) (4.84)
DW 1.66 1.88 1.39 2.26 2.35 1.71 1.50
Durbin’s m 0.29 0.01 1.56 0.76 0.98 0.57
R2C 0.99 1.00 0.82 0.99 0.99 0.98 1.00
MAPE 4.53 1.61 10.45 3.25 2.41 4.66 2.13
APE:*
short run —0.485 —0.556 —-0.481 -0.771 —-0.456 -0.374 -0.511
long-run -1.119 -1.079 -1.026 -1.014 -1.078 -1.115 -1.056

®For the definition of the variables see the text. Specification:

PDue to insignificance ay in equation (6.6) in the text was set to zero.

I
IM=a;M_; + a1 +a,
PIM

€ APE = average price elasticity.

EX,,
P

— ag Y—l

P
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Table 6A.4. Estimation results for the structure of imports (¢-values in parentheses).”

Country
group Commodityb a, a, ag ay, ag
11° 1 0.569 0.120 0.093 0.068
(5.77) (9.98) (8.91) (5.99)
2 0.760 0.020 0.013 0.011
(7.82) (3.47) (3.21) (2.90)
12 1 0.941 0.095 0.097 0.097 0.103
(29.14) (6.39) (6.24) (6.34) (6.19)
2 0.975 0.050 0.052 0.051 0.054
(25.87) (2.09) (2.10) (2.10) (2.10)
3 0.844 0.170 0.177 0.175 0.185
(21..66) (4.90) (4.77) (4.82) (4.70)
India® 2 0.340 0.214 0.107 0.199
(2.62) (4.08) (1.93) (3.67)
3 0.232 0.536 0.232 0.498
(2.00) (5.55) (2.40) (4.68)
13 1 0.673 0.080 0.053 0.065 0.039
(5.81) (2.72) (2.19) (2.59) (1.38)
2 0.658 0.021 0.016 0.017 0.011
(4.82) (3.73) (3.38) (3.71) (1.66)
3 0.772 0.058 0.042 0.039 0.029
(11.81) (2.05) (1.76) (1.67) (1.17)
14 1 0.767 0.079 0.074 0.048 0.060
(7.80) (3.32) (3.44) (2.79) (2.91)
2 0.922 0.018 0.015 0.011 0.014
(19.05) (3.48) (3.61) (2.81) (3.07)
3 0.494 0.190 0.158 0.178 0.144
(4.32) (5.64) (5.69) (5.83) (5.16)
15 1 0.120 0.050 0.105 0.019
(10.88) (3.17) (7.97) (1.56)
2 0.413 0.047 0.041 0.007
(3.65) (5.63) (5.49) (1.65)
3 0.845 0.031 0.013 0.005
(13.98) (1.85) (1.80) (1.35)
18 1 0.287 0.284 0.165 0.167 0.192
(2.46) (10.93) (4.39) (4.59) (7.16)
2 0.532 0.085 0.034 0.050 0.057
(4.40) (5.03) (2.25) (3.65) (4.12)
3 0.516 0.121 0.0499 0.070 0.082
(4.47) (3.38) (1.86) (2.60) (2.76)

*For specification see equation (6.7) in the text. All calculations performed using the
FIML method for the period 1964-1983.
Commodity groups are as follows: 1 = agriculture, 2 = manufacturing, and 3 = ser-
vices.
“In the case of group 11 and India, the missing commodity group was left out of the
demand system.
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Table 64.4. Continued.

Country Durbin’s
group Commodity® DwW m R2C SEE
11° 1 1.63 0.30 0.99 0.394
2 (1.93) 0.05 0.98 0.189
12 1 2.33 0.78 0.99 0.175
2 1.38 1.56 0.99 0.271
3 2.10 0.42 1.00 0.409
India® 2 1.22 1.62 0.80 0.211
3 2.18 0.56 0.95 0.366
13 1 2.09 0.43 0.95 0.069
2 1.91 0.04 0.98 0.011
3 2.30 0.75 0.97 0.102
14 1 2.90 1.89 0.95 0.130
2 2.20 0.38 0.98 0.028
3 2.11 0.43 0.97 0.155
15 1 1.34 1.50 0.96 0.272
2 1.67 0.28 0.98 0.130
3 2.65 1.52 0.99 0.431
18 1 2.47 1.32 0.98 0.161
2 2.24 0.40 0.94 0.116
3 1.52 1.10 0.89 0.344
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Table 6A.5. Estimation results for the export demand functions in the different
commodity groups (t-values in parentheses).?

Country Durbin’s
group Commodity a, a, as Dw m R2C SEE
11 1 0.915 0.018 0.018 2.53 1.22 0.98 0.094
(10.60)  (1.88) (1.87)
2 0.645 0.061 0.053 1.98 0.04 097 0.212
(3.60)  (4.75) (4.23)
3 0.160 0.769 0.707  2.59 1.33 0.99 6.665
(0.87)  (6.19) (4.33)
4 0.005 1.22 1.57 095 0.622
. (18.95)
12 1 0.010 0.176 1.71 0.58 099 0.321
(2.22)  (9.26)
2 0.701 0.084 0.137 3.32 1.98 1.00 0.150
(6.29)  (6.28) (2.68)
3 0.534 0.011 0.153 2.13 0.25 1.00 0.204
(2.35)  (3.09) (6.01)
4 0.846 0.074 0.197 1.98 0.04 1.00 0.996
(8.92)  (5.03) (5.87)
India 1 0.757 0.012 0.009 1.89 0.09 097 0.120
(4.84)  (1.05) (0.79)
2 0.450 0.005 0.002 1.67 0.31 092 0.074
(3.81) (4.77)  (1.89)
4 0.586 0.008 0.007 1.13 1.74 0.98 0.246
(3.96)  (2.55) (2.06)
13 1 0.651 0.064 0.060 2.37 0.80 099 0.136
(9.63) (5.05) (4.54)
2 0.018 0.004 158 0.56 094 0.126
(2.44) (0.53)
3 0.426 0.007 0.003 2.03 0.02 099 0.109
(2.94)  (3.60) (1.13)
4 0.821 0.011 0.011 267 1.34 085 0.325
(7.47) (2.70) (2.63)
14 1 0.458 0.038 0.024 1.64 0.38 097 0.274
(2.28) (1.48) (0.91)
2 0.854 0.016 0.013 1.57 0.94 095 0.143
(351)  (1.68) (1.09)
3 0.558 0.014 0.008 2.81 1.67 0.99 0.203
(3.84) (3.62) (2.52)
4 0.579 0.012 0.010 2.18 0.43 0.95 0.367
(2.55)  (2.04) (1.85)
15 1 0.084 2.26 0.71 0.98 0.546
(65.78)
2 0.620 0.019 0.014 1.98 0.04 0.98 0.271
(5.23)  (3.37) (2.12)
4 0.834 0.006 0.003 1.43 1.22 0.99 0.307

(5.79)  (1.04) (0.54)
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Table 6A.5. Continued.

Country Durbin’s
group Commodity a, a, az DW m R2C SEE
18 1 0.817 0.010 0.009 1.55 1.07 090 0.088
(1.71)  (1.19) (1.07)
2 0.819 0.027 0.025 237 0.80 0.97 0.096
(16.35) (4.71) (4.10)
3 0.936 0.012 0.011 2.30 0.73 099 0.137
(8.21)  (3.94) (2.89)
4 0.002 1.20 1.65 099 0.079
(60.07)

2For the specification see equation (6.8) in the text. All calculations performed using the
MIDIS method for the period 1965-1982, except for Group 11 commodities 1 and 2
(1967-1982) and 3 (1967-1981).

bVariable a4 results for Group 12 were obtained as follows: commodity 2 = 0.071 (6.14), com-
modity 3 = 0.018 (3.23), commodity 4 = 0.098 (5.67).

Table 6A.6. Ezx post simulations, 1966-1981: mean absolute percentage errors.

Country group

Variables 11 12 India 18 14 15 18
GDP (real) 4.9 1.3 1.2 2.9 1.0 3.9 2.8
GDP deflator 3.1 3.9 6.6 6.9 4.1 3.8 5.2
Investment (real) 49 1.3 1.2 2.9 1.0 3.9 2.8
Consumption (real) 5.9 3.0 1.8 3.1 1.6 6.4 3.8
Imports (real) 7.9 2.5 8.6 5.7 6.6 6.9 7.7
Imports price index 1.7 2.2 7.2 4.5 2.0 3.2 3.0
Exports (real) 9.3 3.5 10.8 7.4 5.2 9.7 11.6

Exports price index 3.2 2.1 5.7 4.7 5.8 6.7 5.6
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CHAPTER 7

Growth in an Interdependent
World Economy: Linking the

National Models
through International Trade

Rumen Dobrinsky and Istvdn Székely

Summary

This chapter analyzes the effects of different national growth patterns on world
trade in real and monetary terms. The world model that underlies our estima-
tions connects the national models via export and import functions in such a way
that total world exports equal total world imports in monetary and real terms.
The results of different simulation exercises are presented.

7.1. Introduction

One specific aspect of the Bonn-IIASA Project is the analysis of the interdepen-
dence of the world economy. It is a well recognized fact that national economies
are more mutually dependent now than ever before and the world economy can
no longer be regarded as a set of autarchic national entities. The interdepen-
dence of the world economy is manifested in a variety of forms from the more
traditional, such as international trade and financial flows, to the more modern,
such as technological transfer. A specific form of economic integration and the
exercising of joint economic policies is the international economic alliance, such
as the EC, CMEA, etc. Interdependence is a reality that cannot be neglected in
the analysis of growth and structural change of the world economy and its com-
ponents. On the other hand, as already mentioned, this very complex
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phenomenon can hardly be modeled completely in a study with the limited scope
of ours.

In this chapter we analyze some aspects of the interdependence of the
world economy in the context of growth and structural change, as reflected by
our general approach. We put our attention here on the linking of the national
models and the foreign trade models since the description of these models per se
and the analysis of domestic factors of growth and structural change are
presented in the special chapters devoted to those topics. Due to the limitations
of our project, we concentrate only on the interdependence of national economic
growth, on the one side, and international trade, on the other. Moreover, since
the country models are basically supply-driven growth models, we can focus
mainly on the effects of different domestic growth patterns on the world trade.
An important aspect of our analysis is the interdependence of growth and struc-
tural change in real and monetary terms, and especially the effect of real growth
on relative foreign trade prices and vice versa.

The tool we are using for these investigations is a world model that
integrates the previously described country (or group) models. For manageabil-
ity, these country models are to a certain extent simplified. The simplifications
mainly relate to foreign trade, and they are discussed in Section 7.2. Since the
model covers the whole world’s trade (with assumptions made about the foreign
trade of the countries not involved in the model), it is designed to ensure that
world exports equal world imports in both real and nominal terms. The general
idea behind and the specification of the subsystem describing the foreign trade
flows, and ensuring that these consistency conditions are satisfied, are also given
in Section 7.2. Finally, in Section 7.3 the results of the different simulation exer-
cises are presented. Since our model is designed for medium- and long-term fore-
casts, the results presented in this section can also highlight the different nature
of short-, medium- and long-term effects. Better understanding of these aspects
is essential for an economic policy aimed at balanced growth.

Knowing the limitations of such models, it is our responsibility to
emphasize not only those aspects where our model can be a useful device, but
also the reasons for a cautious interpretation of the results presented here. First
of all, it should be mentioned that because the world model describes only the
aggregate export-import flows, changes in the (commodity) structure of foreign
trade are not explicitly reflected. The rather simple form of exchange rate deter-
mination used in the model should also be mentioned. All this is to suggest that
the simulation results presented here and the consequences drawn from them
indicate certain tendencies rather than describe exactly the future development
of the world economy.

7.2. The Integrated System of International Trade

7.2.1. Basic propositions

The basic idea of our approach is to reflect the existing interdependence of the
world economy in a simultaneously interdependent world model. Since in our
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approach the country models are linked by their corresponding trade flows, the
appropriate tool for this analysis is an integrated system of international trade
which provides a simultaneous link between generated real world trade flows and
foreign trade prices and domestic developments (growth and monetary changes)
in the countries (or groups of countries). Two basic approaches have emerged
from the past experience: the bilateral (on the basis of trade or trade share
matrices) approach and the pooling approach.|1]

However, our Integrated System of International Trade (ISIT) was
specifically designed to meet some particular requirements of the Bonn-IIASA
Project. The first and, perhaps, the most important point is that our system is
used for long-term projections. Stemming from that fact, though maybe not
apparent at first sight, is the essential requirement for complete internal con-
sistency of the foreign trade subsystem, i.e., total world exports must sum up to
total world imports in both nominal and real terms at any time point. Whereas
in short-term projections one can afford to neglect some aspects of internal con-
sistency, arguing that the generated discrepancies are comparable in size with
the statistical discrepancies arising from the imperfect measurement of the world
trade,[2| in long-term projections in the presence of dynamic relations the gener-
ated discrepancies may become intolerably high if no special measures are taken
to avoid them. (In our work we experienced the validity of this statement.)
Besides, the consistency conditions have to be incorporated as a property of the
linking system in the design stage, and this is by no means a trivial task.

Stemming from the long-term character of our approach, we focused our
attention on the stable or permanent interdependency links, taking the liberty of
sometimes neglecting links that we thought would cause mainly short-term
fluctuations.

Another basic requirement that had to be fulfilled is the simultaneous inter-
dependence of domestic growth and foreign trade: domestic output (GDP or
NMP) of the countries is generated at the same time, exercising its influence on,
and being influenced by, international trade (monetary effects being present as
well). Whereas the domestic part of the country models is basically supply-
driven, we thought it indispensable to incorporate some principles of a supply-
and-demand equilibrium in the system of international trade as a market clear-
ing mechanism to determine the world foreign trade prices.

Last, but not least, is the requirement to produce an easily solvable and
manageable model. The result, described here, is a compromise between these
technical limitations (and available resources!) and the desire for more analytical
power. Due to the limitations imposed, some important aspects of international
trade are not reflected in the linking system. Some elements of the domestic
country models were also excluded from the linked world model. So the system
described in this chapter should be regarded as a prototype model.

Following the general lines of the Bonn-IIASA project, we assume that the
main driving forces for international trade are the primary domestic factors of
growth in the countries or groups of countries. However, we differentiate the
directions of influence of these factors in order to realize the principle of supply-
and-demand equilibrium of international trade, as indicated earlier. Thus,
imports are (mainly) demand-driven, the volume and value of any country’s
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imports being determined on the basis of the projected domestic growth and the
relative price of imported goods. The generated total world (nominal) imports
are then distributed as exports among the countries, the relative export prices
being an essential factor for this distribution. Export prices, in their turn, are
basically supply-driven, the export price functions being in fact inverted export
supply functions (see Chapter 8 in this volume). Import prices are then deter-
mined on the basis of the average export prices of the main trading partners.
[From now on we shall only speak of aggregated imports (exports), meaning the
totals of all countries’ imports (exports) of goods and services. The same refers
to the corresponding price deflators.] So there is a full symmetry in the two sides
of the foreign trade system: the generated import demand is later converted into
exports, whereas the generated export prices are subsequently converted into
import prices.[3] This approach is applied in its pure form to the models of the
developed market economies. Some specific features of the export price determi-
nation of the CMEA and developing countries (or groups of countries) are dis-
cussed later.

The system of international trade is balanced when the total world imports
are equal to the total world exports both in nominal and in real terms, with a
tolerance level of the order of the observed statistical discrepancy. (One of these
conditions may be replaced by the requirement that the general world export
price deflator be equal to the general world import price deflator.) Since our sys-
tem is designed so that the value condition is fulfilled by definition, it remains to
guarantee the volume condition. The role of the equilibrating market clearing
power in our system is played by import prices, which are scaled in such a way
as to provide the required consistency condition.

Another closely related problem is that of currency conversion in the
model. Consistency conditions on the world level can be implemented only in
the presence of a numeraire unit of valuation of world trade. In our model (as it
is usually assumed) this is the US dollar - in current and 1975 prices. The
conversion problem connected to the modeling of US dollar exchange rates is
treated in the following way in our model. Exchange rates (actually, indexes of
the exchange rates) of the developed market economies (and some of the develop-
ing countries) are modeled in accordance with a weak purchasing power parity
(PPP) assumption. In spite of the controversy surrounding this approach, it
does not seem unreasonable for long-term projections. Our analysis of the yearly
exchange rates figures from 1971 (the period of free fluctuation) shows that the
deviation of the exchange rates indices from the true PPP indices is within the
limits of a trend. A similar finding is reported in Klein (1983). However, it must
be kept in mind, that the PPP assumption also means that we shall not deal
with the short- and medium-term regulating role of the exchange rates. (A more
sophisticated approach to the modeling of exchange rates is presented in Chapter
8 in this volume.) As for the exchange rates of the CMEA and some developing
countries, they were estimated as some geometric averages of a PPP index and a
lagged value (see Section 7.2.2).

Given this type of exchange rate and the character of the pricing subsys-
tem, it follows that the main driving forces of structural changes in the foreign
trade prices in our model are: the inflation rate in the USA (following our
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general approach, in the final run it is dominated by the growth rate of money
supply in the USA) and export prices of the developed market economies (espe-
cially the characteristics of their long-term performence).

7.2.2. Specification of the system

The two pillars of the foreign trade system, embodying the principles of supply
and demand, are the import demand and the export price functions.

The tmport demand function is based on a dynamic version of the Linear
Expenditure System. The general form of the equation is:

1 1)
(1.1)
tay EX;D ., II;’[EX,- o, GDP,-,;I- ;’GDP,- .
s 1

where IM denotes real imports; I, C, and EX are real investment (gross capital
formation), real consumption, and real exports, respectively; GDP stands for real
GDP; and P'IM, P’'I, P°C, P’EX and P’GDP are the corresponding price
deflators, all expressed in domestic currency terms. Subscript 1 refers to the
country under consideration. The theoretical derivation of this general form can
be found in Welsch (1987). The specific forms used and the estimation results
for the the different groups of countries are presented in the previous chapters
describing the country models.

The ezport price function for the developed market economies is conceptu-
ally an inverted export supply function:

P'EX; = a; P'"GDP? P'IM® P'IM;* | P'EX;® | + u (7.2)

The theoretical derivation of this specification is based on the profit-
maximizing behavior of a representative firm, described in detail in Chapter 8.
The estimation results for the developed market economies can also be found
there.

For the CMEA and developing countries, price-taking behavior was
assumed:

P'EX} = a,P'EX]_, “P'EX}; ® + u (7.3)

where subscript W1 refers to the developed market economies and superscript $
indicates that the price deflators are expressed in US$ terms. For the oil-
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exporting developing countries, instead of the export prices of the developed
market economies, world market oil prices were taken:

P'EX} = a\P'EX}_, P3PS | % 1+ u (7.4)

The estimation results for the developing countries are reported in Chapter 6.
According to our general approach described above, the subsystem generat-
ing the nominal exzports of the countries and groups is meant to distribute the
pooled import demand. The framework applied is the Linear Expenditure Sys-
tem. Assuming habit persistence and using the same reasoning as in the deter-
mination of the import demand functions, the following form can be derived:

EX'N} = a); PEXSEX}_| + ay, IM'N},

- kg (o440 PPEXEEXE )+ u (7.5)
=1
k#i
n a, - a:
2 g = 1 and 1s = i+ 2,k g,k = ]_,___’n ! ?é k
i=1 1—ay B2k

where IM'N §V is the sum of the imports of the countries involved in the model
plus the net imports of the rest of the world; EX’Ns, EXs, and P’EX® are nomi-
nal and real exports and export price index in US$ terms, respectively; subscript
t refers to the country under consideration; and subscript k to those different
from the one under consideration. The restrictions on the parameters are to
guarantee that the sum of exports equals the sum of imports.

The equations were estimated by the nonlinear FIML method. Due to the
limitations of our software package (IAS Bonn System) the system was reformu-
lated in the following way: in the first step world imports were distributed
among the USA, the FRG, Japan, the rest of the developed market economies,
the CMEA countries as a whole, and the developing countries as a whole; in the
second step the latter three were further distributed among the countries and
groups involved. The results presented in Table 7A.1 in the Appendix refer to
the first step, and those presented in Tables 7A.2 to 7A.4 to the second one.

This export determination guarantees the first consistency condition -
namely, that total world exports in nominal terms EX'N %V are equal to total
world imports in nominal terms IM'N %V

The second consistency condition requires that the total world imports
should equal total world exports in real terms as well:

. ar$ ,
My =3 MR _ ) EXNY EX$, (7.6)
i PPIMY T PEXS
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It is obvious that this condition depends crucially on the relation between
the export and import price vectors. If no special measures are undertaken,
equation (7.6) will not necessarily hold. One possible way out would be to
replace the estimated import price equations by direct calculation of a consistent
import price vector. [4] However, this normally requires the endogenous deter-
mination of the complete trade share matrix and implies pure price-taking
behavior on the import side - two problems that we wanted to avoid. In princi-
ple one could try to estimate the system of import price equations jointly impos-
ing cross-equation restrictions which would guarantee that equation (7.6) holds.
However, given the present state of the art, this hardly seems possible, taking
into account that the system should perform in the structually changing environ-
ment of world trade.

We have chosen another approach to deal with the problem. We introduce
into the system two vectors of import prices:

(1) A vector of prices P’M'-$ which are explained by the average export price of
the countries of origin [see equations (8.28)-(8.29) in Chapter 8]:[5]

P'M§ =a,+ a, PIM}_| + a; PM'EXS + a, PM'EX} | +u (1.7

For the CMEA and developing countries, equation (7.7) is expressed and
estimated in US$ terms which reflects price-taker behavior; for OECD
countries, equation (7.7) is expressed and estimated in domestic currency
which reﬂects a mixture of price-maker and price-taker behaviors (i.e.,
PM’ EX are adjusted by the exchange rates).

The prices P’ M reflect the mechanism of formation of the import
prices, but they do not necessarily satisfy equation (7.6).

(2) A vector of prices P’ IM$ which are scaled in such a way that the condition
(7.6) holds. P’ IM$ are calculated from P’ M by using a scaling factor d,
which is the same for all countries:

P'IM§ = d, - P'M} (7.8)

P'IM,-$ are taken as the actual import prices in the model. The scaling fac-
tor dp is defined as:

1 IM N}
X
P ExS, 7 PMP

(7.9)

It is easy to check that, if the import prices are determined from (7.8) and
(7.9), then equation (7.6) holds:



206 The Future of the World Economy

MY, =% IM N
w= ,
Copms_l v IM’N§
‘Exs, T M
w '
(7.10)
IM’N$
1 [ $
= EX$ = EX
W IMNS T PMS W
i P'ME

The reasoning behind this approach is as follows: from a technical point of
view, we would like to determine the vector of consistent prices (7.8) simultane-
ously in one solution step. However, due to interdependence in the system, a
change in the import prices, such as the scaling, causes repercussions throughout
the whole system, and the solution can be obtained only iteratively. During this
iterative process, the prices P'M,-$ remain little changed, while P'IJ\/I,~$ and the
scaling factor d (its initial value is 1) iterate until consistency is reached. It can
be shown (and this is also borne out by our experience) that, due to the high
degree of simultaneity, the attempt to iterate only one vector of import prices
will not necessarily guarantee complete consistency.

One attractive feature of this approach is that the iterative process can be
simulated within the Gauss—Seidel algorithm, which is used to solve the whole
world model.

It remains to be said that although, at first glance, the price scaling may
seem to be a purely technical operation, it has a fine theoretical interpretation.
Actually, remembering that our import equations reflect import demand and our
export prices reflect export supply, the iterative codetermination of the foreign
trade prices and quantities is analogous to the familar cobweb market clearing
trajectory, only proceeding in a multi-dimensional space. Its performance can be
illustrated graphically with respect to total world imports and exports (real)
IM"y and EX %V and the corresponding prices P’IM %V and P'EX ?V (see Figures
7.1 and 7.2, for simplicity, we omitted the $ sign from the notation of the
figures).

The numbers (1,2,...,n) refer to the iterations. Within each iteration we
have one value of the total world nominal imports IM’N%V which by definition is
equal to the nominal world exports EX'N %V These values for each iteration are
presented by their isoquants. However, when the real parts are not balanced,
the import demand and the export supply are represented by different points on
the isoquants. For example, for iteration 1 these are the points
I' (IM}y, P’IM}y) and E! (EX}, P’EXY,). This determines the scaling factor
d, [see equation (7.9)] and the price vector for the next iteration [see equation
(7.10)]. When the prices change, we get a new value for IM’'Ny, = EX’Ny, and
two new points on its isoquant — I? and E? and so on. During these iterations
the points I', I?,..., define a hypothetical “world import demand” curve (as a
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Figure 7.1. Tterative determination of equilibrium — first version.
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M, M, IM N, = EX’'N, = const.

Figure 7.2. Iterative determination of equilibrium — second versicn.
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price-quantity relation) while El, E?,..., define in a similar way a “world
export supply” curve. These two curves are indicated with the broken lines.
Finally in our movement we reach the equilibrating point of intersection
I"™ = E™, which provides our consistency condition (7.6). The convergence of
this procedure can be proved for our system under some natural assumptions.

Figures 7.1 and 7.2 reflect two possible types of iterative movement with
respect to quantities and prices. However, they both refer to one and the same
initial condition of I' and El. The reverse initial location of I' and E! is also
possible: it is symmetrical to the one shown. As one can see, Figure 7.2 is iden-
tical to the cobweb model.

Finally, we can also interpret the direction of movement within the itera-
tive process (whether we get the equilibrium point to the left or to the right of
the initial isoquant). This depends on the changing structure of the world trade
and reflects the changing relative importance of the countries in the formation of
world trading prices. As follows from the determination of our scaling factor dp,
a movement to the right of the initial curve corresponds to a situation when
countries with relatively high export (and/or import) prices (i.e., those whose
prices grow faster than the world average) ezpand at the same time their share in
the world trade. A movement to the left corresponds to the reverse situation.
The cobweb type of movement will take place when a combination of the above
occurs within subsequent iterations. So the feedback mechanism built into our
iterative procedure and illustrated on the figures actually reflects the spillover
effect of the structural changes of world trade on average trading prices.

The conversion of national currency units to US$ and vice versa is per-
formed on the basis of the US$ exchange rates which, in our system, are modeled
in their index form I’FX;. For OECD (and some developing) countries, a weak
PPP form for the indices of the exchange rates is used:

1+ WP,

PEXi = TEX o T Wby,

(7.11)

where W’'P; and W’'Pyg, are the rates of change of the general price level in
country ¢ and in the USA, respectively.

For the CMEA (and some developing) countries, the indices of the
exchange rates [6] are estimated as some geometric averages of a lagged value
and the expected weak PPP value (but formulated with respect to the average

foreign trade price):

o 14+ WP,

|\[I'FX, ;- |—————— % 7.12
1,—1 1+ W'PgT ( )

I'FX;=a,I'FX; _,

where W'Pf%T is the rate of change of the average prices of foreign trade
(imports plus exports, in US$ terms). This specification reflects a habit per-
sistence in the formation of the actual level of the exchange rates.
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Figure 7.3. General structure of the linked world model.
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To illustrate the empirical work connected with the implementation of our
approach, we present in Appendix 7A the complete estimation results of the
foreign trade subsystem for the CMEA countries which is used in the ISIT.
Table 7A.5 reports on the estimated demand functions, Table 7A.6 the export
price equations, Table 7A.7 the import price equations and Table 7A.8 the
estimated equations for the indices of the exchange rates (the indices of the
conversion factors). The export equations for the CMEA countries are contained
in Table 7A.3.

The general structure of the linked world model is illustrated on Figure 7.3.
The upper part (above the axis) corresponds to the domestic part: the models of
the countries and groups of countries. The lower part (below the axis) is actu-
ally the ISIT. Circles denote variables that are not simultaneously determined
within the ISIT.

There are several important loops in the model. Irnport demand (in domes-
tic currency) IM’N; is converted into US$ terms IM’ N on the basis of the
exchange rate FXDA Then all IMN are summed up to form IM’ N}
(= EX’ N$ w). Total world exports are dlstrlbuted among the countries EX’N;
on the basis of the export prices P’ EX . Then the countries’ exports are con-
verted into domestic currency EX'N; and the latter is one of the explanatory
variables in the import demand equation. The desired export prices P’EX; (in
domestic terms) are generated on the basis of the general price level in the coun-
try P'GDP; and the import prices P'IM; (in domestic terms). P’EX; are then
converted into US$ terms — P’ EX$ The latter as mentioned, drive the distribu-
tion of the tota.l exports and, 51multaneously, explain the formation of import
prices P’ M (unscaled). This link in Figure 7.9 is indicated only schematically
through the general world export price level P’ EX Actually, a more sophisti—
cated link exists in this part of the model in whlch the introduced “average
export prices abroad” PM’'EX; $ are determined individually for each country.
The P’ M$ vector is then scaled” by the scaling factor dp to form the actual
import prices P’ IM$ (in US$ terms), and the latter are converted into domestic
currency P’IM;. The iterative scaling of the import prices (the scaling factor dp
is also endogenously determined) guarantees that in real terms the total world
imports IM%V are equal to the total world exports EX%V.

7.3. Simulation Experiments with a Linked Model
of the World Economy

7.3.1. The model and its ez post performance

The linked model of the world economy is constructed in accordance with the
general principles discussed in the previous section. It comprises the models of
the 24 countries and groups of countries of the Bonn-IIASA Project (with some
simplifications) which are connected among themselves by the ISIT. The model
also computes aggregates of some important variables (e.g., GDP, imports,
exports, etc.) for the world total (actually, the part covered by our model) and
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three subtotals: “OECD total” (the 9 OECD countries treated separately within
the project plus Group 10 which aggregates the rest of the rest of the developed
market economies); “CMEA total” (the 7 European CMEA countries); “Develop-
ing total” or “LDC total” (the 7 groups of developing countries).[7]

All in all, the model contains 1069 endogenous variables (equations) and
332 exogenous variables. Most of the latter are auxiliary variables. Actually, we
use three main sets as scenario variables: rate of technical progress, savings
ratio and growth rate of money supply (for the CMEA countries we use growth
rate of nominal wages).

The performance of the model was tested in a number of ez post simulation
runs. It should be mentioned that due to the rather simplified modeling of the
exchange rates of the OECD countries (which are appropriate for the long-term
but not for the short-term simulations), we decided to exclude the exchange rate
determination from these tests. So the ez post simulation results reported here
are based on a version of the model where all exchange rates are taken exog-
enously as the actual observations.

Tables 7.1. and 7.2 give a very brief summary of the ez post results from a
simulation run for the period 1971-1981. As the performance of some com-
ponents of the model is analyzed in other chapters, we focus our attention here

Table 7.1. Ez post simulation, 1971-1981: mean absolute percentage errors of world to-
tals and subtotals.

Variable OECD CMEA LDC World
GDP (real) 0.5 0.8 2.7 0.3
Imports (real) 1.9 2.4 6.5 14
Exports (real) 2.1 6.1 11.6 14
GDP price index 1.6 1.1 2.0 1.0
Import price index 2.7 1.8 2.0 1.9
Export price index 1.3 2.8 46 19

Table 7.2. Ez post simulation, 1971-1981: mean absolute percentage errors of export
part, OECD countries.

Variable

Country Real ezports Nominal ezports Ezport price indez
USA 4.0 6.9 3.0
FRG 1.8 2.9 1.8
Japan 6.8 6.3 1.7
France 7.4 6.5 2.1
UK 9.2 5.8 4.1
Italy 3.7 34 2.6
Netherlands 7.3 8.1 1.9
Belgium/

Luxembourg 7.9 8.6 2.2
Canada 4.7 6.4 3.0

Rest of DMEs 1.9 2.3 14
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ken lines = simulated).
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mainly on the world totals and subtotals which are calculated in the linked
model (Table 7.1) and on the performance of the exports subsystem which was
designed and estimated especially for this model (this is illustrated in Table 7.2
by the simulation results for the OECD countries). The level of the MAPEs
reported in these tables can be rated as rather satisfactory, taking into con-
sideration the complexity and the large scale of the model as well as the fact that
the simulation period covers the two oil shocks.

A closer insight into the ez post performance is given by Figures 7.4-7.6.
Figures 7.4 and 7.5 illustrate the ez post performance with respect to the OECD
foreign trade aggregates: total imports and exports (real) and the corresponding
price indices. Figure 7.6 presents the simulation results of a very sensitive indi-
cator — the foreign trade balance, in current prices for {a) OECD, () CMEA (¢)
LDC and (d) LDC excluding group 11 (the oil-exporting countries). One can see
that the model was capable of capturing the main developements in this impor-
tant (and difficult to trace!) indicator.

A special simulation run was designed to test the efficiency of the price-
scaling mechanism, which contributes to the consistency of the foreign trade sys-
tem. It was identical to the one discussed above except for the fact that the
price-scaling module was “switched off” during its execution. This test run indi-
cated that the balancing procedure alone substantially improves the ex post per-
formance of the model. Thus, the MAPE for real world exports in the “unbal-
anced” run was 2.8% as compared with 1.4% in the “balanced” run; for real
world imports these figures are 1.7% and 1.4%, correspondingly; for the world
import price index, they are 2.9% and 1.9%, etc. This confirms the importance
of the consistency conditions for the adequate long-term simulation of world
foreign trade.

7.3.2. Interdependence and cross-country effects

As was stated in the very beginning one of our goals is to analyze the interna-
tional propagation of effects to indicate the interdependence of the world econ-
omy. The purest indicators of the cross-country transmission mechanism in a
system like ours are the cross-country multipliers. They are analyzed in this sec-
tion.

Several introductory comments have to be made. In general, the cross-
country multiplier measures the induced response of an endogenous variable of a
country to a change in the level of an exogeneous variable of another country.
The variables where the change is introduced are usually scenario- or policy-
related. Following the general approach of the Bonn-IIASA Project, we have
selected two exogeneous variables for this purpose: the level of technical prog-
ress (one of the most important driving forces of economic growth) and the level
of money supply (the exogenous monetary driving force). Further, we analyze
the effects of two types of changes in these variables: (1) a single “shock” in the
level of the variables taking place in one selected year; (2) a sustained shift in the
growth rate of the variables for the whole simulation period. The latter form of
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change (which reflects a shift to another growth path for the variable concerned)
was specifically chosen taking into consideration the long-term character of our
study.

For most of the variables analyzed, we calculated the dynamic multipliers
in level form (which we denote as m;):

t_ P
mt = u - 100% (7.13)

y
Ye

where yﬁ is the value of y in some control solution; y: is the value in the shocked
or shifted solution. In all cases we used as the control solution the medium
scenario of the linked model (see Annex 3); the shock year (or the initial year of
the shift) was always 1985. As the system is highly nonlinear and dynamic, the
multipliers are calculated from numerical simulations within the system.[8]

From the solution the multipliers m! are calculated in a form of a time
series for the whole simulation period. Although the shape of the multiplier
curve is also of interest, we concentrate mainly on the short-term effect (the
value of the multipliers in the initial year of the shock or shift, i.e., 1985) and on
the long-term effect (the value of m! in the last simulation year — in our case,
1999). All the shock multipliers have been calculated for a 10% shock level in
1985. Accordingly, the values of these multipliers in 1985 divided by 10 will also
be exactly the value of the dynamic elasticity multiplier for this year.[9]

To study the transmission effects in the linked model, we simulate a shock
or shift in one country and calculate the multipliers for all countries. So, actu-
ally, we have two types of multipliers: the “own” multiplier (the induced
response of the country’s own variables) and the “cross-country” multipliers (the
induced response of the other countries’ variables). However, the own multiplier
accounts for both the strictly own response and also for the feedback effect from
the induced response of other countries to the shocked country.

In Tables 7.8 to 7.7 we present some of the calculated dynamic multipliers.
For lack of space, we can show only a selection from these results. We have
chosen to show the measured response of the world system to shocks or shifts in
countries with a relatively high weight in the world economy, such as the USA,
the USSR, Japan, and the FRG. As for the responses, also due to space con-
siderations, we present only the multipliers of our aggregates - OECD, CMEA,
LDC and World - and not the actual country multipliers (except for the own
multipliers, which are also listed). However, one can consider that these aggre-
gated multipliers represent the typical response of a country belonging to the
corresponding area. It should be pointed out that the calculated area multipliers
do not account for the own response of the shocked country when it belongs to
this area. For example, when we introduce a shock in USA, the corresponding
OECD multipliers refer only to the rest of the area: OECD less USA. However,
the World multipliers do account for the own response of the shocked country as
well.



216 The Future of the World Economy

Table 7.8. Dynamic multipliers for GDP (NMP for CMEA): percentage response to
changes in the level of technical progress.

(a) 10% shock of 7 taking place in 1985.

Short-term response (1985) Long-term response (1999)
Shock
oceurs in: Own OECD CMEA LDC World| Own OECD CMEA LDC World
USA 7.27 0.04 001 047 1.86 | 0.06 -0.01 0 005 0.02
FRG 736 001 0 0.25 0.53 | 0.03 0 0 -0.03 -0.01
Japan 851 001 O 0.18 0.82 | 0.02 0 0 0.01 0
USSR 1240 0.01 0 0.04 1.96 | 0.22 0 0 0 0.03
(b) Sustained shift of w, to a higher level from 1985 on.

Short-term response (1985) Long-term response (1999)
Shock
occursin: Own OECD CMEA LDC World| Own OECD CMEA LDC World
USA 0.89 0.01 0 0.06 0.23 20.8 0.3 0.1 1.1 4.7
FRG 2.42 0 0 0.08 0.17 53.8 04 0.1 3.7 4.2
Japan 2.96 0 0 0.06 0.29 63.8 0.3 0.1 4.0 7.4
USSR 1.02 0 0 0 0.16 43.6 0 0 0.1 7.3

Table 7.4. Dynamic multipliers for real imports: percentage response to changes in the
level of technical progress.

(a) 10% shock of 7 taking place in 1985.

Short-term response (1985) Long-term response (1999)
Shock
oceurs in: Own OECD CMEA LDC World| Own OECD CMEA LDC World
USA 10.20 1.08 047 1.38 2.64 |-0.58 -0.38 0.03 -0.25 -0.35
FRG 951 045 0.19 0.50 1.25 |-0.28 -0.09 -0.04 -0.08 -0.10
Japan 10.70 0.32 0.14 0.36 091 |-0.18 -0.02 0.01 -0.03 -0.03
USSR 361 0.06 0.02 0.07 O.IM -0.24 -0.04 -0.02 -0.03 -0.05

(5) Sustained shift of w, to a higher level from 1985 on.

Short-term response (1985) Long-term response (1999)
Shock
oceursin: Own OECD CMEA LDC World)| Own OECD CMEA LDC World
USA 1.28 0.13 0.06 0.18 0.33 20.8 10.3 4.7 7.7 10.9
FRG 3.15 0.12 0.07 0.17 0.41 386 121 9.2 8.8 139
Japan 3.75 0.08 0.05 0.12 0.32 50.6 8.5 7.3 74 12.7
USSR 0.30 001 o0 0.01 0.02 3.6 0.5 0.3 04 0.6
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Table 7.5. Dynamic multipliers for real exports: percentage response to changes in the
level of technical progress.

(a) 10% shock of 7 taking place in 1985.

Short-term response (1985) Long-term response (1999)
Shock
occurs in: Own OECD CMEA LDC World) Own OECD CMEA LDC World
USA 1.80 3.24 1.01 2.59 2.65 0.08 -0.62 -0.09 0.15 -0.35
FRG 1.47 1.33 056 1.49 1.25 | -0.07 -0.10 -0.04 -0.14 -0.10
Japan 0.65 1.04 041 1.08 091 | -0.06 -0.02 0.03 -0.05 -0.03
USSR 0.12 0.19 0.06 0.22 0.19 | -0.03 -0.05 -0.02 -0.05 -0.05

(b) Sustained shift of w,_to a higher level from 1985 on.

Short-term response (1985) Long-term response (1999)
Shock
occurs in: Own OECD CMEA LDC World)l Own OECD CMEA LDC World
USA 0.22 0.40 0.13 0.33 0.33 10.3 13.5 6.1 59 10.9
FRG 0.42 0.41 0.19 0.50 0.41 8.4 14.5 9.4 16.5 13.9
Japan 0.23 034 0.14 0.38 0.32 -3.0 141 8.7 16.5 12.7
USSR 0.01 002 O 0.02 0.02 0.5 0.6 0.3 0.6 0.6

We would like to mention that our system makes it possible to analyze the
international and cross-country transmissions of real-term shocks or shifts into
monetary responses. A synthetic long-term indicator of these transmissions is
the behavior of the cumulated foreign trade balance (CFTB) of the countries.
Due to the possible change of sign in the value of CFTB, the standard multiplier
form (7.13) is not suitable for this indicator. Therefore, we calculate a
discrepancy level for it:

dbprp = CFTB! — CFTB! (7.14)

where CF TB: and CF TBg are the values of CFTB in the shocked and in the con-
trol solution, correspondingly.

Tables 7.8 to 7.6 reflect the induced response of the model to changes in the
level of technical progress (r) in the four selected countries: USA, FRG, Japan
and USSR (the ordering is by the computer codes used in the model). The first
part of each table shows the short- and long-term value of the multipliers
corresponding to a single positive shock of 10% in the level of technical progress
in these countries taking place in 1985. The second part of the tables contains
the multipliers resulting from a sustained positive shift in the growth rate of
technical progress (w,) in the countries. The actual values of w, used for this
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purpose were: USA and USSR - twice the medium scenario value of w, ; FRG
and Japan — 2.5 times the medium scenario value of w,. (The medium scenario
values of w, are available in the relevant country group chapters.) These levels
of w, are close to those prevailing in the corresponding countries during the
1960s.

The calculated cross-country multipliers for GDP (Table 7.8), as might be
expected, are very low. This is a direct consequence of our basically supply-
driven growth models. The measured responses result only from the reaction of
the production functions to the induced changes in the level of imports of raw
materials and intermediate goods in the countries. The only area with a rela-
tively high response is LDC, but this is mainly due to the partially demand-
driven determination of GDP in Group 11 (see Chapter 6).

However, the foreign trade part of the model is much more sensitive to
changes in the level of technical progress in the countries. The dynamic multi-
pliers for imports (Table 7.4) and exports (Table 7.5) indicate a variety of cross-
country effects caused by shocks or shifts in 7. Besides, owing to the dynamic
specification of the foreign trade equations, even the single shocks in 7 induce a
long-term response. It is interesting to note that the sustained positive shift of
w, in FRG and Japan in the long run induces the largest (among the four coun-
tries analysed) increase in the total world trade. If we compare the world export
response in the case of FRG and Japan to that for USA, we can see that in the
latter case the response is mainly concentrated in OECD whereas in the former
it is highest in LDC.

Table 7.6 shows the generated responses in terms of the discrepancy level of
CFTB [10] which, as we mentioned, synthesizes both the real and the nominal
effects. The figures in this table show the pure gain (positive value) or loss
(negative value) of the countries or areas in terms of CFTB in the shocked or
shifted runs with respect to the medium scenarto. In this table, in addition to the
previous ones, we show separately the results for USA and LDC without group
11 since these figures can be considered of special importance with respect to the
overall world economic performance.

A general feature is the different sign of the own long-term effect in the
shocked and shifted scenarios (and this applies to all analyzed countries!). In all
cases the sustained shift to a higher growth rate induces a large negative value of
doprg. The corresponding values for OECD, CMEA, LDC indicate the distribu-
tion of this effect (remembering that the own effect is excluded from the area to
which the country belongs). Note, too, that the short-term responses of CFTB
coincide with the response of FTB itself.

In Table 7.7 we present the multipliers calculated after a shock or shift in
the level of money supply of USA. As we pointed out, the US money supply
plays a special role in our model due to the exchange rate determination. The
shocked level was again 10% above the medium scenario level, taking place in
1985. The sustained shift of the growth rate of money supply was 3% above the
medium scenario value (12% versus 9%). The most important outcome from
these simulations is that both the real and the nominal parts of the model
responded to changes in the level of US money supply. As for the effect on the
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CFTB, it is always negative for USA and positive for OECD (without USA).
For the other areas the results are mixed, but we should note the large negative
long-term effect of the sustained shift on the CFTB for the area LDC without
group 11.

7.3.3. Alternative scenarios

The three scenarios presented in the previous chapters (called low, medium, and
high) were designed to characterize the different possible growth patterns of the
world economy in the future. Assumptions about the driving forces of economic
growth (that is, on investment ratios and on rates of technical progress) in the
different countries and groups of countries were varied together; to put it in
another way, the growth paths of the different regions moved together, leaving
the differences among the growth rates at nearly the same level in the different
scenarios. The results of these scenarios and the consequences drawn from them
might throw some light on the contours of economic growth and structural
change in the world economy to the end of this century. With the scenario
analysis presented in this section, we attempt to broaden and deepen our under-
standing of the nature of interdependency in the world economy.

Effects of changing growth patterns in the developed market economies

It is widely emphasized that the export performance (and, consequently, the debt
situation) of the CMEA and developing countries is very strongly influenced by
the domestic development of the developed market economies. Scenarios A and
B are designed to indicate the size of these effects and the differences among the
relative situations of the different regions. In Scenario A for the developed
market economies, the assumptions of the high scenario were taken, whereas for
the CMEA and developing countries those of the medium scenario. (For
definitions of the different scenarios see Chapter 2). In Scenario B for the
developed market economies, the assumptions of the low scenario were taken.
The results of these alternative scenarios are reported in Table 7.8. For com-
parison, the same results for the (original) medium scenario are also given.

When comparing the results of Scenario A and the medium scenario in
Table 7.8, it can be observed that an increase of 0.8-0.9% in the growth rate of
real GDP of the developed market economies caused an increase of 1.1-1.2% in
the growth rate of world trade in real terms. (Since, due to the specification of
the model, world real exports equal world real imports, by definition the term
“world trade” refers to both of them.) The changes in the rate of growth of
world trade in nominal terms are rather different: while the difference in the
first period is 0.8%, at the end of the simulation period it diminishes almost to
zero. The explanation for this is to be found largely in the fact that the rate of
monetary expansion (rate of change of money supply M2) in the developed



222 The Future of the World Economy

Table 7.8. Results of alternative scenarios A and B (average values in percentages).

Scenarios

A M* B A M* B A M* B
Region 1986-1990 1991-1995 1996-2000
World growth rates
real GDP 40 36 30 41 35 30 41 35 30
trade in real terms 54 43 33 57 44 31 56 44 29
trade in nominal terms 67 59 52 100 96 93 103 102 104
Developed market economies’
growth rates
real GDP 35 27 21 3.7 28 19 37 28 19
real exports 49 3.7 27 52 39 26 53 39 23
real imports 58 45 33 57 42 28 56 42 26
USSR
growth rate of real GDP 4.3 43 4.2 39 39 39 37 37 37

growth rate of real exports 38 29 21 47 36 24 49 36 21
growth rate of real imports 35 3.0 26 47 39 31 55 45 34
trade balance/GPD -01 02 -02 02 00 01 04 01 -01
trade balance/exports -1.3 -29 44 28 02 -25 48 19 -14
growth rate of real exports 50 45 41 58 51 44 62 54 46
growth rate of real imports 42 38 34 47 39 32 56 46 36

trade balance/GPD 06 05 04 08 06 05 10 08 07
trade balance/exports 42 42 37 59 51 42 71 62 53
Oil-exporting LDCs

growth rate of real GDP 76 66 57 76 68 61 66 62 56

growth rate of real exports 96 85 74 96 87 76 70 6.7 6.1
growth rate of real imports 02 -10 -2.2 73 58 42 6.0 47 30

trade balance/GPD 30 18 07 68 49 30 73 50 26
trade balance/exports 105 66 26 222 175 119 239 183 108
Other LDCs

growth rate of real GDP 53 53 5.2 58 58 57 57 56 55

growth rate of real exports 38 30 22 58 46 33 63 49 34
growth rate of real imports 68 64 60 61 54 48 58 51 43
trade balance/GPD -04 07 09 -17 -22 -28 -17 -26 -34
trade balance/exports -26 -43 -59 -10.6 -15.5 —20.7 -10.6 -18.7 -28.0

2M refers to the {original) medium scenario {see Chapter 2).

market economies was kept at the same level. (Although this is generally true
because of the determination of the exchange rates and that of the export prices,
it is of special interest in the case of the USA.)

If we look at the growth rates of real GDP in the CMEA and developing
countries, it can be seen that the patterns are in general not influenced by the
faster growth in the developed market economies. This is a reflection of the
supply-driven nature of the country models. The only exception is the group of
oil-exporting countries because the production of the oil sector is demand-driven.
(For definition of the country groups, see Annex 1.) As to real exports, the pic-
ture is rather different. Both the CMEA and the developing countries benefit
from the faster growth of the world trade. On the other hand, the faster growth
of real exports contributes to the faster growth of real imports. The changes in
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Table 7.9. Results of alternative scenarios C and D (average values in percentages).

Scenarios

c M D ¢ M* D ¢ M* D
Region 1986-1990 1991-1995 1996-2000
World growth rates
real GDP 40 36 30 41 35 3.0 42 35 3.0
trade in real terms 56 4.3 3.1 57 44 33 57 44 3.1
trade in nominal terms 72 59 48 109 96 84 116 102 8.9
Developed market economies’
growth rates
real GDP 2.8 27 2.7 2.8 28 2.7 28 28 27
real exports 50 37 26 51 39 28 52 39 27
real imports 57 45 35 55 42 31 56 4.2 3.0
USSR
growth rate of real GDP 54 43 31 51 39 26 50 3.7 24

growth rate of real exports 40 29 20 48 36 25 49 36 24
growth rate of real imports 40 30 21 50 39 29 57 45 34

trade balance/GPD -0.1 -0.2 -02 01 0.0 0.1 03 01 0.0
trade balance/exports -11 -29 -42 21 02 -13 40 19 -02
Other CMEA countries

growth rate of real GDP 50 38 26 54 40 27 54 40 27

growth rate of real exports 52 45 39 6.0 51 43 66 54 45
growth rate of real imports 55 38 22 50 39 29 5.7 46 3.7

trade balance/GPD 02 05 08 01 06 11 03 08 14
trade balance/exports 1.8 42 66 10 51 91 22 6.2 103
Oil-exporting LDCs

growth rate of real GDP 95 66 4.4 83 68 5.1 7.5 6.2 48

growth rate of real exports 100 85 65 91 87 175 80 6.7 53
growth rate of real imports 26 -10 44 72 58 49 6.0 4.7 36

trade balance/GPD -1.2 1.8 45 10 49 8.0 1.3 50 79
trade balance/exports -50 66 172 39 175 283 49 183 280
Other LDCs

growth rate of real GDP 64 53 45 6.7 58 5.0 6.5 56 4.8

growth rate of real exports 41 3.0 20 58 46 34 6.3 49 3.7
growth rate of real imports 77 64 46 64 54 46 6.2 5.1 39
trade balance/GPD -25 -07 10 -38 -22 -05 -40 -26 -1.0
trade balance/exports -16.3 43 64 -26.4 -155 -3.7 -28.7 -18.7 -7.2

2 M refers to the (original) medium scenario (see Chapter 2).

the foreign trade balance to exports (or to GDP) ratios are considerable. The
strongest influence is on the non-oil-exporting developing countries, where the
difference is some 8% at the end of the simulation period. The USSR manifests a
similar improvement of its foreign trade balance/export ratio, while the other
CMEA countries seem to gain less. A comparison of the real and nominal indi-
cators reveals the importance of the effects of changes in relative export (import)
prices.

The effects of slower growth in the developed market economies (Scenario
B) can also be assesed from Table 7.8. A comparison of the results of Scenarios
A and B suggests that slower growth in the developed market economies affects
the developing countries more strongly than accelerated growth.
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Internal development and external posstion sn the CMEA and developing countries

While we have stressed the importance of the external conditions of growth in
the CMEA and developing countries, we should not lose sight of the importance
of the internal development of these economies. Accelerated growth, in general,
leads to an increase in import demand and, if the external conditions do not
change, to a worsening of the foreign trade balance. With Scenarios C and D we
attempt to assess the extent of this effect. Starting again from the medium
scenario, in Scenario C for the CMEA and developing countries the assumptions
of the high scenario are taken, whereas in Scenario D those of the low one. The
results are summarized in Table 7.9.

The results of Scenario C in Table 7.9 show that the extent of changes in
the growth rates of world real GDP and world trade in real terms are very simi-
lar to those in Scenario A (and the same is true for Scenarios B and D). How-
ever, this does not hold for world trade in nominal terms. Again, this is due to
the internal price determination in the models of the developed market
economies and to the determination of the export prices and exchange rates.
Similarly to Scenarios A and B, the growth of the developed market economies
was not much influenced by the faster growth of the CMEA and developing
countries.

Regarding the effects on the different regions, it can be observed that, with
the exception of the USSR, faster growth in these economies considerably wor-
sened the foreign trade balance to export (or to GDP) ratios. In the case of the
non-oil-exporting developing countries, an increase of 0.9-1.1% in the growth
rate of real GDP leads to a 10-12% decrease in this ratio. The behavior of the
oil-exporting developing countries is similar, indicating that these countries share
this common feature of the developing economies. In the case of the USSR, the
increase in its own import demand is compensated by an even larger increase in
its exports generated in this scenario. This, together with the improvement of
the terms of trade, leads to an increase of 1.8-2.1% in the foreign trade
balance/export ratio. A comparison of the real and nominal indicators reveals
again the importance of effects originating in changes in relative export (import)
prices.

The consequences of slower growth in the CMEA and developing countries
can also be seen from Table 7.9 (Scenario D). Not surprisingly, with the excep-
tion of the USSR, foreign trade balance/export ratios improved substantially.

Taken as a whole, our scenario analysis tends to suggest that the larger the
difference between the growth rates of the developed market economies and the
developing countries, the more dramatically the foreign trade balances of the
latter deteriorate and their debt burdens increase. Considering this general
finding, together with the facts that the external indebtedness in most of the
developing ountries has already reached the limits of manageability and that
most studies known to us project rather moderate growth in the developed
market economies in the next decade, the growth prospects for the developing
countries as a whole do not seem to be too promising, if no substantial changes
take place in the world economy.
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Notes

[1]

[2]
(3]
[4]

(5]

(6]

(7l

(8]

[9]

[10]

Though tentatively, as with any attempt at classification, we could point out that
a representative of the first approach is the well known Project LINK (Wael-
broeck, 1976; Sawyer, 1979). The same approach is also used in some of the UN
studies [e.g.,, UNCTAD’s System for Interlinked Global Modeling and Analysis
(SIGMA) - see this volume, Chapter 26]. The pooling approach has been applied
in the UN-sponsored study of Leontief et al. (1977) and other similar models.

The separate measurement of world exports and imports by aggregating country
data leaves a statistical discrepancy of about 1% of the value of world trade.

A similar approach is applied in the foreign trade models of Project LINK, though
on the commodity level; see Klein (1983).

This is how this problem is tackled in Project LINK, where the import prices are
weighted sums of partners’ export prices, the weights being the columns of the
trade share matrix. See Sawyer (1979).

A simplified version of this equation is used with three aggreg%ted areas: OECD
countries, CMEA countries, developing countries. PM’EX) is the weighted
average of the export prices of these areas, the weights being the columns of an
aggregated trade share matrix (in ezr ante simulations they are kept constant at
the average level of the last five available observations).

For the CMEA countries, these are actually the conversion factors which
“transform” the value of total imports and exports from domestic currency into
US$. These conversion factors are calculated artificially by dividing the two time
series (in domestic currency and in US$).

For short, further on we shall refer to these totals (subtotals) as: “World”,
“OECD”, “CMEA”, “LDC”. On some plots and tables they may be indicated by
their computer codes which are “W0”, “W1” “W2” “W3”  correspondingly. The
abbreviation “OECD total” (or “OECD”) is not very precise because these subto-
tals include the whole Group 10, which incorporates some non-OECD countries as
well.

It should be recalled that in nonlinear systems the values of the multipliers also
depend on the initial conditions, so we do not ascribe generality to the calculated
values of our multipliers.

Remember that the dynamic elasticity multipliers are defined as:

t t t t

t Yg ~ ¥ I, — Z
€y t ) t
’ Ye z,

where :c: and 2:5 are the values of the shock variable in the shocked and in the con-
trol solution, respectively.
The foreign trade balance (FTB) is defined as exports of goods and services less
imports of goods and services, in current US$. The medium scenario solution for
FTB is given in Annex 3.
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Appendix TA. Export and Import Functions

Table 7A.1. Export functions (first step).?

Variable USA FRG Japan Rest of DME CMEA
a, 0.802 0.684 0.800 0.510 0.924
(13.91) (21.91) (13.69) (11.15) (12.71)
a, 0.108 0.145 0.086 0.410 0.035
(3.76) (12.70) (4.46) (12.20) (1.70)
az 0.086 0.130 0.077 0.368 0.031
(3.58) (11.45) (4.22) (10.10) (1.64)
a, 0.094 0.127 0.069 0.328 0.028
(3.50) (11.69) (4.29) (12.61) (1.72)
ag 0.093 0.125 0.074 0.359 0.030
(3.51) (10.04) (4.04) (8.59) (1.70)
ag 0.103 0.139 0.082 0.392 0.030
(3.27) (8.81) (4.08) (14.37) (1.75)
ag 0.089 0.120 0.071 0.339 0.029
(3.53) (9.68) (4.27) (10.87) (1.69)
DW 1.96 1.79 1.22 1.49 1.99
R2C 0.99 1.00 0.99 1.00 1.00
SEE 4.517 1.657 4.454 5.449 2.2186

3Values in parentheses are t-values. The specification of the estimated system is given by
equation (7.5) in the text, but note that the equation for the developing countries as a whole is
not estimated directly. All estimates use the FIML method for the period 1962-1981.

Table 74.2. Export functions for developed market economies (second step).?

Nether- Belgium/
Variable  France UK Italy lands Luzembourg Canada
a, 0.553 0.743 0.591 0.600 0.457 0.697
(18.43) (30.23) (10.34) (20.87) (15.73) (15.49)
a, 0.203 0.105 0.137 0.119 0.144 0.095
(15.21) (10.25) (8.42) (14.80) (17.12) (7.90)
ag 0.168 0.070 0.091 0.080 0.096 0.063
(12.31) (7.89) (9.04) (12.02) (14.77) (7.08)
a4 0.139 0.072 0.113 0.099 0.119 0.079
(9.48) (7.00) (8.23) (13.70) (15.20) (8.05)
ag 0.138 0.072 0.093 0.082 0.099 0.065
(12.13) (8.96) (8.37) (8.80) (8.81) (5.98)
ag 0.108 0.056 0.073 0.064 0.098 0.065
(12.85) (8.26) (8.01) (13.13) (14.82) (7.32)
ay 0.156 0.081 0.105 0.092 0.111 0.051
(9.96) (8.99) (1.12) (10.32) (10.38) (6.65)
ag 0.175 0.091 0.118 0.103 0.124 0.082
(11.59) (9.10) (7.96) (11.64) (12.25) (7.97)
DW 0.65 2.22 2.19 1.08 0.73 0.82
R2C 1.00 1.00 1.00 1.00 0.99 0.98
SEE 1.990 1.211 1.532 1.070 1.844 2.820

3Values in parentheses are t-values. The specification of the estimated system is given by
equation (7.5) in the text, but note that the equation for group 10 is not estimated directly.
All estimates use the MIDIS method for the period 1962-1984.
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Table 7A.8. Export functions for CMEA countries (second step).?

227

Variable USSR Bulgaria CSSR GDR Hungary Poland
a; 0.292 0.899 0.874 0.884 0.941 0.894
(10.50) (139.24) (37.50) (18.75) (23.97) (106.89)
a, 0.643 0.054 0.069 0.080 0.031 0.059
(26.53) (7.98) (7.85) (4.01) (3.07) (6.67)
ag 0.611 0.044 0.056 0.066 0.025 0.048
(26.53) (6.27) (7.08) (4.18) (3.00) (5.57)
ay, 0.603 0.051 0.065 0.076 0.030 0.056
(23.07) (7.25) (7.85) (4.01) (3.07) (6.67)
ag 0.618 0.052 0.066 0.075 0.029 0.055
(21.74) (6.70) (7.20) (4.03) (3.06) (6.23)
ag 0.624 0.053 0.067 0.078 0.030 0.056
(18.32) (7.28) (7.52) (4.01) (3.03) (5.86)
ag 0.611 0.051 0.065 0.076 0.030 0.057
(26.53) (7.98) (7.85) (4.01) (3.07) (6.25)
ag 0.553 0.047 0.059 0.069 0.027 0.051
(15.54) (7.02) (8.30) (3.68) (3.03) (6.08)
DW 1.43 1.99 1.20 1.08 1.90 1.35
R2C 1.00 1.00 1.00 0.99 0.99 0.99
SEE 0.606 0.173 1.158 0.520 0.199 0.393

3Values in parentheses are f-values.
equation (7.5) in the text, but note that the equation for Romania is not estimated directly.
All estimates use the FIML method for the period 1962-1985.

Table 7A.4. Export functions for developing countries (second step).?

The specification of the estimated system is given by

Variable 11 12 India 18 14 15
a; 0.150 0.851 0.529 0.910 0.833 0.900
(4.50) (68.31) (8.71) (480.27) (19.27) (121.06)
a, 0.731 0.105 0.045 0.011 0.028 0.052
(22.99) (7.98) (6.29) (5.31) (3.94) (6.67)
ag 0.695 0.058 0.025 0.006 0.016 0.029
(22.99) (4.36) (4.03) (3.72) (3.13) (4.11)
ay 0.405 0.058 0.043 0.010 0.027 0.050
(8.00) (5.74) (6.29) (5.31) (3.94) (6.67)
ag 0.673 0.096 0.042 0.006 0.016 0.029
(22.99) (7.98) (6.29) (4.47) (4.10) (5.19)
ag 0.627 0.090 0.039 0.009 0.026 0.048
(14.22) (7.33) (6.44) (5.10) (3.94) (6.67)
ag 0.695 0.099 0.043 0.010 0.027 0.045
(22.99) (7.98) (6.29) (4.47) (4.10) (5.19)
ag 0.589 0.084 0.037 0.009 0.023 0.042
(13.62) (6.28) (5.586) (4.70) (3.93) (5.58)
DW 1.39 1.46 0.67 2.20 1.15 1.54
R2C 1.00 1.00 0.99 0.98 0.99 0.99
SEE 2.653 1.442 0.482 0.444 0.483 1.372

3Values in parentheses are {-values.

The specification of the estimated system is given by

equation (7.5) in the text, but note that the equation for group 18 is not estimated directly.
All estimates use the FIML method for the period 1962-1981.
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Table 7A.5. Import demand equations, CMEA countries.®

Country a; a, az Gy Dw SEE Est.
Bulgaria 0.188 0.514 0.857 0.556 1.51 280.318 61-85
(1.47) (5.61) (6.40) (5.13) OLS
CSSR 0.515 0.285 0.474 0.290 2.01 3.719 61-85
(5.72) (3.73) (4.96) (3.43) OLS
GDR 0.424 0.283 0.582 0.279 1.90 1.548 61-82
(3.80) (5.90) (4.17) (5.17) FIML
Hungary 0.403 0.528 0.611 0.545 2.27 7.039 61-85
(3.80) (7.50) (4.39) (6.40) OLS
Poland 0.641 0.217 0.559 0.255 1.61 26.745 61-85
(10.58) (9.30) (4.61) (11.92) OLS
Romania 0.591 0.221 0.428 0.236 1.83 4.716 61-85
(7.88) (6.32) (4.87) (6.13) FIML
USSR 0.749 0.067 0.453 0.071 2.26 2.183 61-85
(4.08) (0.70) (1.54) (0.68) OLS

3Values in parentheses are t-values. Throughout, R2C = 0.99. Estimated equation:

A'N+ CN EX'N Y, - PY

PIM %P % P T

IM=aIM_y,,

where

M = total imports, in domestic currency, constant prices
P'IM = price index of total imports, in domestic currency
C’'N = total consumption, in current prices

A’N = total gross accumulation, in current prices

EX'N = total exports, in domestlc currency, current prices
Y = domestic material output, in constant prices

P'Y = price index of domestic material output

Note that the equations for GDR and Romania were estimated with additional restrictions on
the value of the habit persistence parameters.
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Table 7A.6. Export price equations, CMEA countries.?

Country a, a, az a, Dw R2C SEE

Bulgaria 0.330 0.473 - 1.033 1.85 0.99 0.024
(4.47) (8.90) (190.18)

CSSR 0.314 0.495 - 1.042 248 0.98 0.037
(3.48) (7.44) (125.50)

GDR 0.420 0.347 0.093 1.099 1.66 0.99 0.033
(5.41) (3.29) (3.88) (102.53)

Hungary 0.591 0.147 - 1.033 1.16 0.93 0.036
(5.93) (4.60) (113.71)

Poland 0.642 0.212 - 0.986 0.71 0.91 0.081
(3.06) (1.33) (39.29)

Romania 0.062 0.681 0.138 1.077 1.52 0.97 0.068
(0.54) (4.39) (2.98) (48.44)

USSR 0.200 0.770 0.076 1.112 1.44 0.98 0.072

(1.99)  (6.15)  (1.64) (40.31)

3Values in parentheses are t-values. Estimated equation:
PEXY=PEXS " PEX} ™ PEX}™ a4+ u

where

P'EXS = price index of total exports, in § terms
P‘EXtyl = price index for total exports, OECD total, in $ terms

P’EXfl = price index for total exports, Group 11, in § terms (used as an explanatory vari-
able for some CMEA countries with relatively high exports of oil products)

Note that the equations for GDR and Romania were estimated with additional restrictions on
the value of the habit persistence parameters. All estimates use the FIML method for the
period 1962-1984, except Hungary, for which the period is 1962-1982.
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Table 7A.7. Import price equations, CMEA countries.?

Country a aq as a, Dw R2C SEE

Bulgaria 0.926 0.683 —-0.550 -0.020 2.78 0.99 0.048
(6.52) (6.14) (2.68) (0.81)

CSSR 0.897 0.476 -0.304 -0.024 2.63 1.00 0.027
(9.94) (6.86) (2.29) (1.56)

GDR 0.992 0.639 -0.577 -0.013 2.26 1.00 0.034
(8.49) (7.80) (3.54) (0.53)

Hungary 0.463 0.526  -0.237 0.228 2.05 0.98 0.035
(2.13) (5.95) (1.42) (2.38)

Poland 0.576 1.044 -0.817 0.128 2.87 0.95 0.063
(3.03) (5.79) (5.19) (2.43)

Romania 0.211 1.316 —0.454 —0.068 2.39 0.99 0.059
(0.87) (10.08) (1.56) (1.80)

USSR 0.772 0.894 -0.642 —-0.006 2.71 1.00 0.022
(4.20) (14.97) (2.92) (0.52)

3Values in parentheses are t-values. Estimated equation:
P'IM* = a; P'IMa} | + ay PM'EXY + ag PM'EX3 | + o, + u

where

P'M* = price index for total imports, in $ terms
PM’EX? = average of export prices abroad, in § terms

All estimates use the OLS method for the period 1962-1984.
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Table 7A.8. Equations for the indexes of exchange rates.?

231

Country a; a, ag DwW R2C SEE

Bulgaria 0.535 0.426 1.000 2.29 0.98 0.033
(4.63) (4.09) (104.36)

CSSR 0.325 0.456 1.029 1.80 0.85 0.039
(2.16) (4.28) (93.53)

GDR 0.450 0.468 1.018 2.17 0.99 0.021
(6.21) (7.31) (155.37)

Hungary 0.522 0.488 1.004 1.41 0.77 0.045
(3.01) (3.58) (93.82)

Poland 0.300 0.705 0.994 2.27 0.98 0.061
(7.03) (22.57) (72.67)

Romania 0.640 0.321 1.003 1.75 0.88 0.059
(5.08) (2.71) (76.54)

USSR 0.710 0.244 1.006 1.76 0.90 0.033
(7.79) (3.73) (122.56)

3Values in parentheses are t-values. Estimated equation:

IFX=TFXx_;". lrFx_l : {

where
I'rFx
w'pP
W’ Phr

index of the exchange rate
rate of change of the general price level in the country
rate of change of the average foreign trade (imports + exports) price, in $ terms.

1+ WP

14 W'P;T

All estimates use the MIDIS method for the period 1962-1985, except Poland, for which the
period is 1962-1984.
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CHAPTER 8

Modeling Exchange Rates and Foreign
Trade of Developed Market Economies

Heinz Welsch

Summary

This chapter is concerned with that part of the Bonn-IIASA world econometric
model that deals with exchange rates and foreign trade of developed market
economies. The variables explained are aggregate imports and exports, imports
and exports disaggregated according to commodity groups, corresponding prices,
and exchange rates. The exogenous explaining variables are GDP, nominal con-
sumption, nominal investment, the GDP deflator, the interest rate and the rate
of change of money supply of the countries considered and of the rest-of-the-
world category applicable in each case. The model structure as well as the esti-
mation results and the ez post tracking performance are presented.

8.1. Introduction

Foreign trade and financial flows provide the basic economic linkages between
national economies. Therefore their analysis has to play a major part in the
analysis of economic growth and structural change in the world economy. How-
ever, financial flows (including changes in foreign reserves) are only a mirror
image of trade flows, due to the balance of payments identity. For this reason,
the scope of this chapter will be restricted to the modeling of foreign trade and
one of its major determinants, the exchange rate. In this context, the develop-
ment of aggregate foreign trade refers to the concept of economic growth whereas
variations in the commodity composition of trade flows will be identified with
structural change.
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According to the general principle of the Bonn-IIASA Research Project the
ultimate driving forces behind economic growth and structural change are the
rate of growth of the labor force, the (net) savings ratio, and the rate of technical
change in the individual countries. They determine the internal development of
the economies as characterized by variables such as GDP, consumption, invest-
ment, domestic price level, and interest rates. These variables, in turn, influence
the trade flows between the countries, where their impact is transmitted by
export and import prices and exchange rates. Therefore, the latter variables
have to be modeled, too.

The effect of the ultimate driving forces of economic growth and structural
change on the internal development of the industrialized countries was the sub-
ject of Chapter 3. The present chapter is concerned with aggregate imports and
exports and their commodity composition, the corresponding prices, and the
exchange rates of these countries. In the following section the general structure
of this (partial) model is presented. Section 8.3 deals with the specification and
the estimation results of the behavioral equations, and in Section 8.4 the ez post
tracking performance of the model is demonstrated. The chapter does not con-
tain ez ante simulations because, due to the partial character of the model, too
many assumptions about the variables exogenous to this part would be required.
For ez ante simulations of foreign trade and exchange rates of Developed Market
Economies (DMEs), the reader is referred to Chapter 7, which deals with solu-
tions of (a simplified version of) the complete, interdependent world model.

8.2. General Structure of the Model

One of the basic features of the model of exchange rates and foreign trade of the
DMEs is that it consists of a set of interdependent two-country models. This
means that each country is considered vis-d-vis the rest of the world (or some
important part thereof). With respect to foreign trade this implies that no bilat-
eral trade relations are considered. For exchange rate determination it means
that for each currency only an exchange rate index relative to a basket of foreign
currencies is explained. The indexes then serve as a basis for the determination
of the dollar rates of the individual currencies.

Another important feature is the top-down approach adopted in modeling
foreign trade. This means that in a first step aggregate foreign trade is modeled.
This is then disaggregated into imports and exports of various commodity
categories.

The theoretical basis of the ezchange rate equations used in the model is the
balance of payments approach to exchange rate determination. This approach is
designed to explain the exchange rate in a two-country model in which each
country produces a specific good and has its specific money and an interest-
bearing asset. For each of these items demand functions are specified on the
basis of utility or portfolio optimization, where one of the arguments of these
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functions is the exchange rate. Substituting the appropriate demand functions
into the balance of payments equation yields an equation which can be inter-
preted as an equilibrium condition for the foreign exchange market. The
exchange rate equation is then obtained by solving this condition for the
exchange rate. This approach is used to determine the exchange rate indices
mentioned above.

Regarding aggregate foreign trade in goods and services, the general princi-
ple used is that volumes are modeled by import and export demand functions
whereas the corresponding prices are determined from the supply side. The
import demand functions are based on a dynamic version of the Linear Expendi-
ture System which allocates the income of the country under consideration to
domestic and imported goods. The same approach is applied to the rest of the
world to derive export demand functions. Export prices are modeled by inverted
export supply functions, and import prices are explained by weighted averages of
the export prices of the countries from which the imports originate, and by
exchange rates.

The structure of foreign trade is determined by first separating total import
and export expenditures into expenditures on commodities and services (as a
residual) and then allocating the expenditures on commodities to the various
commodity groups, using again the dynamic Linear Expenditure System. The
corresponding prices are explained by the prices of aggregate foreign trade and
their own lagged values.

In total, the model consists of 24 behavioral equations for each country [1]
and for the summary category of other DMEs. The erogenous explaining vars-
ables are GDP, nominal consumption, nominal investment, the GDP deflator,
the interest rate and the rate of change of money supply of the countries con-
sidered and of the rest-of-the-world category applicable in each case.

The directions of influence among the endogenous variables of the foreign
trade and exchange rate model for DMEs are graphically represented in Figure
8.1. (For the notations used, the reader is referred to Appendix 8A of this
chapter. The behavioral and definitional equations underlying the figure are
given in the subsequent sections.)

8.3 Specification and Estimation of the Behavioral Equations

8.3.1. Exchange rates [2]

For each of the countries considered we define an exchange rate index as
weighted average of its exchange rates relative to all other countries:

n n
FX‘ = E a‘-j FX‘] f = 1,...,n, a‘-j Z O, E aij =1 (8.1)
1=1 j=1

A i#
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P'IM EX

Figure 8.1. Graphical representation of the model structure.

where FX;J- is the price of the currency unit of country j in terms of the currency
of country ¢ and oy is an indicator of the importance of j as a trading partner of
. We assume that the following arbitrage condition is fulfilled (which is in fact
approximately true):

FX,
FX.. ik

9T FXy L k=1.,n, FX;=1 (8.2)

Thus, all exchange rates FXij and hence all exchange rate indices FX; can be
expressed in terms of the exchange rate vis-d-vis one arbitrary currency, say, the
currency of country 1. It follows that only the n —1 exchange rates of all curren-

cies with respect to currency 1, FX;;, ¢ # 1, have to be determined. All the
other exchange rates are then fixed. The exchange rates FX;;, ¢ # 1, in turn,
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can be recovered from the n —1 exchange rate indices FX;, i # 1. This can be
seen by rewriting the last n —1 equations of the equation system (8.1) as follows:

FX FX P b ay, 2o
=« + Qoqg — + ... o, ——
2 21 21 23 FX31 2n Fan
(8.3)
FX FX
FXn = anl Fan + (47 nl + nl

n2 FX21 + ... an,n_l —_Fxn_l’l

Dividing the first equation by FX,,,..., the last equation by FX,,, and rearrang-
ing, the system (8.3) may be written as

FXy —ag3 ... —ag,
A--L —a where 4 = .
FX ’
Cpg —Qpz - FX,
(8.4)
1
FXa1 @21
3 e
FX ’
1 o
FX,,
If |A| # 0 we may solve (8.4) for the reciprocal values of all FX;:
1 -1
— .
X a (8.5)

In the empirical application, all exchange rates are normalized with respect to
the US dollar.

It remains to specify the estimation equations for the ezchange rate indices
as defined by (8.1). As outlined in Section 8.2 they are obtained by substituting
demand functions for the various items of the balance of payments equations.

Using the index ¢ for the country under consideration and the index F for
all foreign countries, the balance of payments equation of country s (expressed in
the foreign currency) can be written as
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1
— Xppp + 5y AKip

p.
XiF F%
'

1

where FX; = price of one unit of currency F in terms of currency i; X & = com-
modities of origin j purchased by country k, Mjk = money of origin 7 held by
country k; p; = price level of country j (in currency of country j), and

7, ke {i,F}.

The arguments of the demand functions to be substituted for X, K; and
M, are available income, the terms of trade pp/(p;/FX;), the inflation rate
disparity 7 = w’pp — w’p, [3], the interest rate disparity p = rp — r,, the growth
rate disparity of real GDP Aw’y = w'yp — w’y;, the disparity in the rate growth
of money supply Aw’m, and the relative creditor or debtor position of country
is A, which is measured by the cumulated balance of trade in goods and services,
divided by nominal GDP.

After these functions have been substituted into (8.6) the resulting equation
is solved for FX;, where use is made of some additional assumptions and some
approximations and linearizations (see Krelle and Welsch, 1985).

The result is

p. ’
FX; = p—‘ (ag + @17 + agp + agp_; + agp_y7 + agAw’y
F

+ aeAw,m + G7A).

This equation states that long-run equilibrium growth (with constant
7, py, Aw’y, Aw’m, A) determines the exchange rate by relative purchasing
power parity. Deviations from it are due to monetary disequilibria, differences in
growth rates and foreign indebtedness.

The equation was estimated for the period 1970-1982, using the method of
OLS. The results are depicted in Table 8.1.

In recovering the dollar exchange rates from the exchange rate indices
according to (8.5), it turned out that the matrix A was sometimes badly condi-
tioned, leading to considerably larger errors in the dollar rates compared with
the exchange rate indices. Therefore, we chose to replace the system of
definitional equations (8.5) by a system of behavioral equations which explain
the dollar rate FX;; by the ratio of the exchange rate indices of country ¢ and
country 1 (= USA) and the ratio of the weighting factors a;/a,;:
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log FX;; = ap + a;log (FX,;/FX,) + ajlog(a;;/a;;), 1#1 (8.8)

These equations provide an approximation to the system of equations (8.5), but
they definitely work better. Their key meaning is that the dollar rate of country
t should reflect the relative strength of currency + and the dollar as expressed by
the ratio of their exchange rate indices, moderated by the strength of the bilat-
eral trade relations (a;/a,;).

The estimation results can be found in Table 8.2 (1970-1982, OLS).

8.3.2. Aggregate foreign trade

Aggregate exports and imports of the DMEs are determined by demand func-
tions.

In choosing among the various specifications of tmport demand functions [4]
to be found in the literature, one usually refers to the criteria of compatibility
with general demand theory and goodness of fit. In addition to these, the recent
literature focuses on the application of statistical specification tests to check the
reliability of these functions.

Following Thursby and Thursby (1984), the import demand specification
that is (in general) most appropriate, according to these criteria, is a log-linear
one where the regressors are the ratio of domestic prices to import prices, a
domestic activity variable and, possibly, the lagged dependent variable.

The problem with this specification in the context of long-term forecasting
models is that it tends to produce a power coefficient of the activity variable
which is larger than one. This is due to the fact that the observed import ratio
generally increased substantially over the last decades. Of course, using this
specification with a power coefficient larger than unity implies that asymptot-
ically the import ratio grows beyond all limits, a very unreasonable property.
Therefore, our task was to find a specification which, besides fulfilling the
requirements of compatibility with general demand theory and statistical reliabil-
ity, gives a good description of the past and shows reasonable long-term
behavior.

This is being achieved by taking into account the budget constraint which
import demand has to fulfill. Moreover, the effect of predetermined demand
components on this budget constraint is explicitly considered.

The basic assumption is that a country allocates its available income to the
purchase of imports (IM) and domestic goods (GDP). Available income of an
open economy consists of the value of domestic and foreign sales (GDP’N and
EX’N, respectively), net transfer and capital income (B'TRF, B’I) and the net
increase in debts (B'C = balance of capital flows). Thus, denoting the import
deflator by P’IM and the GDP deflator by P"GDP, the budget constraint
(which is, of course, equivalent to the balance of payments equation) reads
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P'IM-IM + P°'GDP - GDP = GDP’N + EX'N

(8.9)
+ B°’TRF + B" + B°C
On the other hand, from the national accounts identity we have
PIM.-IM+ P GDP-GDP=C'N+I'N+ EX'N (8.10)

where C°N and I'N denote the value of consumption and investment, respec-
tively. Therefore, instead of the RHS of (8.9) we can use the RHS of (8.10) as
income variable.

We now assume that actual demand for imports is the sum of “free
demand” IM* and base demand, which is proportional to lagged demand [5]:

IM=IM*+XIM_;, A>0 (8.11)

An analogous assumption holds for the demand for domestic goods.

Free demand for imports and domestic goods is determined by maximizing
a Cobb-Douglas utility function subject to the constraint that its value equals
available income minus the expenditures on base demand. The resulting import
demand equation is

CN4+ I'N+ EX’N P GDP

IM=alM_, +b 5Tt ¢ g

GDP_, (8.12)

where IM’N denotes the value of imports and a, b, ¢ are non-negative
coefficients (for details see Welsch, 1987).

In empirical applications of this equation we admit the possibility that
there is not just one decision making wunit allocating its income
C'n+ I’'N + EX’N to imports and domestic goods but that we have consump-
tion goods, investment goods and export goods sectors with different propensities
to import. In this case equation (8.12) becomes

C’'N I'N EX'N
M=qalM , + + Loy, 22 Y
I alM_, + by P IM b2 P IM b3 P'IM
(8.13)
P'GDP
—c 2 EYr apP
¢ P'IM -1

This is the basic import demand equation in our model. The equations
actually used are special cases which are obtained by imposing zero or equality
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restrictions on certain parameters. The estimation results are listed in Table 8.3
(1962-1982, OLS).

The approach to import demand modeling just outlined is also used to
derive ezport demand functions. In order to do this one has to take the view that
all countries different from the one under consideration are lumped together.
Exports of any one country are then determined by a function describing the
demand of all these foreign countries for imports from the country considered.
Equation (8.12) can immediately be interpreted as describing this demand if one
takes the variables included in this equation as referring to the total of foreign
countries.

In order to write down the export demand function explicitly, we introduce
the notation that variables referring to the group of countries different from the
country considered are indicated by the suffix “F”. As the common currency of
this group we choose the US dollar. We assume that the import price faced by
the group is the export price of the country considered (P"EX) divided by the
dollar exchange rate of this country (FX). Then the export function can be writ-
ten as

C’NF + I'NF + EX'NF
P'EX/FX

EX =aEX_| +b

(8.14)

P'GDPF
—¢ —P'EX/FX GDPF _,

It should be noted that the variable EX’NF appearing on the RHS is, of course,
given by the term IM'N/FX.

In the empirical application of this function it turned out to be useful to
split up the income components C'NF and/or I'NF according to subgroups of
the group of countries different from the country considered. Moreover, in the
equations actually used, zero restrictions for some of the coefficients were
imposed. The estimated equation has the form

5% — apx 4y CNFy+ INFy + IMN/FX C’NF,
TRt P'EX/FX T P EX/FX
(8.15)
I'NF; P’GDPF

- GDPF
t o P EXFX T “PEX/FX =

where C’'NF; and I’'NF, refer to DMEs (different from the country considered)
and C’NF3 and I’NF; to developing countries. Consumption and investment of
CMEA countries were not found to be significant. Estimation results are de-
picted in Table 8.4 (1962-1981, OLS).
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Since export and import quantities are determined by demand functions,
we model the corresponding prices in a way which reflects the supply side of
international trade. This means that conceptually ezport price functions are
inverted export supply functions. They can be derived as follows (for a similar
approach see Stevens et al., 1984). Suppose that each country produces a homo-
geneous good (X), which can either be used domestically or be exported:

X=A+EX (8.16)

where A = absorption (= consumption + investment).

A representative firm is assumed to maximize its profit
P°A-A+ PEX-EX - C(A+ EX) with respect to A and EX, where
C(A + EX) is the cost function and P’A, P’EX denote the absorption and
export deflator, respectively. The well-known result in the case of perfect com-
petition is that prices are given by

P’A = PPEX = MC (8.17)

and in the case of discriminating monopolistic behavior by

—1
Pa=[1+ -1 | . Mc,
€A PA
(8.18)
1 -1
PEX=(1 + —=— - MC
€EX,P'EX

where MC denotes the marginal costs and €4 p-4, €gx, P Ex are the price elastic-
ities of domestic absorption and exports. ,

In order to get an estimatable equation for the export price, we have to
specify the marginal cost function and, in the monopolistic case, the markup
term (1 + 1/egy p-gx) in terms of observable variables.

Regarding ﬁlarginal costs it can be assumed that the output X is produced
according to a Cobb-Douglas production function in GDP and imported goods:

X = aGDPP IM'-P (8.19)

This specification could be tracked back to a production function for X,
where the inputs are capital, labor and imports, and a production function for
GDP in labor and capital alone, where both of these functions are linear homo-
geneous and of Cobb—Douglas type and an additional consistency assumption is
required.
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Minimizing the expenditures
C=PGDP-GDP + P'IM - IM (8.20)

with respect to GDP and IM subject to (8.19), substituting the resulting demand
functions for GDP and IM into (8.20) and taking the derivative of this with
respect to X gives the marginal cost function dual to (8.19):

g

, I , 1-
MC = 1 | P°’GDP P'IM
B 1-5

24

(8.20)

=G P’GDPP . p'IM!—F

where & is a function of o and 3.
Inserting this into the second equation of (8.18) yields

-1

1 P'GDPP . P IM'~F (8.22)

PEX =¢a _
EEX,P'EX

1+

Next, the markup term (1 + 1/5EX,P’EX)—1 may be simplified in a specific
way. To do this, it should be noted that the export price elasticity EEX,P'EX
according to the export demand equation (8.15) has the form

_ o X 1 >0 23
CEX,PEX =0 gy —1, @2 (8.23)

From this it can be seen that ey p-px decreases for increasing EX/EX _;. Con-
sequently, according to (8.22), the markup of export prices over marginal costs
also decreases as EX/EX_; increases.

Therefore, we choose to substitute for the markup term in equation (8.22)
the expression (EX/EX _,)®, where 6 is expected to be negative [6]:

EX
EX_,

6
P'EX =é [ ] P'GDP? . p'IM'—F (8.24)

Furthermore, it may be assumed that export prices cannot be adjusted
instantaneously to the current marginal costs. This means that lagged marginal
costs, which are a function of lagged P’GDP and lagged P’IM, affect the export
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price. Thus, equation (8.24) describes the desired price, whereas the actual
export price is given by

EX
EX_,

6
P'EX = d l ] [P'GDPﬂ . PIM-A|" . BT (8.25)

where B is a function of the lagged values of P"GDP and P'IM. We specify B
as follows:

o .
log B=15 Y, A'log P°"GDP_;

R [
=1

(8.26)

o .
4 e Alog PIM_,, Ac(0,1)
=1

which means that the lagged values of log P°"GDP and log P’IM influence log B
with geometrically decreasing weights. Substituting (8.26) into the logarithmic
version of (8.25) and applying the Koyck transformation (i.e., deducting
Alog P’EX_, and solving for log P'EX) gives

log P'EX = ay + a; log[ + aylog P"GDP + a3 log P'IM

EX
EX_,
(8.27)

+ a4 log PPGDP_, + a5 log P'IM_, + aglog P'EX_,

where all coefficients are functions of the basic structural parameters. It should
be noted that the signs of a, and ag are undetermined.

This is our basic estimation equation. In the empirical application zero re-
strictions were used for some of the coefficients. In particular, a; was set to zero
for most countries, which means that in these cases there is no significant
monopolistic power. The estimation results are given in Table 8.5 (1962-1982,
OLS).

Import prices are also supply-determined. They are explained by the aver-
age export price of the countries of origin, adjusted by the exchange rates.
Denoting these adjusted average export prices by PM’EX our basic assumption
on import price determination can be written as

oo .
.P,IM= ao + al PM,EX + a2 E ﬂ' PM,EX_' (8.28)
i=1
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This means that import prices are a linear function of actual and lagged average
export prices of the suppliers, where the weights of the lags decrease geometric-
ally. (In the special case a; = a, the geometrical decrease starts in the present
period).

The reasoning behind this equation is that due to time lags (transportation
and storage time, etc.) it may happen that prices for traded goods enter the
statistics of the exporting country before the corresponding prices appear in the
statistics of the importing country. Depending on which fraction of trade is
delivered within one period and which fraction only later, P'IM is composed of
current and lagged PM’EX. The nature of this composition is clearly a linear
one since no qualitative transformation of goods (production) is involved. (We
abstract from transportation as a process which changes the quality of a good.)

Due to the fact that the assumed lag distribution is a geometrical one,
equation (8.28) can easily be made estimable via the Koyck transformation. This
gives

PIM =0y (1 — p) + ay PM'EX + p(o, — o)PM'EX_| + pP’ IM_,
(8.29)
= ao + al PM'EX + az PM’EX__I + 03 P’IM_l

where a, will be negative for a; > a,. Equation (8.29) is our basic estimation
equation for import prices. The estimation results can be seen in Table 8.6
(1962-1981, OLS).

8.3.3. Structure of foreign trade

A large part of the foreign trade model of DMEs is concerned with the disaggre-
gation of imports and exports according to their commodity composition. Since
aggregate foreign trade, as considered in the previous subsection, includes goods
as well as services we have to separate, in a first step, these two broad categories.
This could be done by using, again, the demand system approach described
above. However, to do this, deflators for trade in services would be required,
which are not available. Therefore, we modify the dynamic Linear Expenditure
System by assuming that for services there are no base quantities, only base
expenditures, proportional to lagged expenditures. Then we get the following
demand equation for total commodity ezports (in expenditure form):

XG'N=a P’XG-XG_,+b EX'N ~ c(EX'N_, — XG'N_,) (8.30)

where XG’N denotes total expenditures on commodity exports, P’ XG and XG
are the corresponding deflator and volume, and EX’N is expenditures on exports
of commodities and services. A completely analogous equation applies to total
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commodity imports. The estimation results for these equations are very good.
We do not reproduce them here due to space considerations.

Our next task is to allocate total commodity export and import expendi-
tures to the various commodity categories. The categories considered are 1 =
AGR = SITCO0 + 1,2 = CRU = SITC 2 + 4,3 = MFL = SITC 3, and 4 =
IND = SITC 5+ ,..., + 9. Again, the dynamic Linear Expenditure System is
applied.

The estimation equations (in expenditure form) for export demand for com-
modity category j € {AGR, CRU, MFL, IND} are [7]:

XJ’N =a P’XJ . Xj,—l + b XG’N — g] Ck P’Xk . Xk,—l (831)

The equations for imports are analogous. The coefficients a, b and ¢; are func-
tions of the structural parameters that characterize each commodity group
within the demand system: the habit persistence parameters A; and the margin-
al expenditure shares #.. These functional relationships imply cross-equation
restrictions for the estimation coefficients a, b and ¢; which were imposed as side
conditions in the estimation procedure. The systems were estimated using the
method of Full Information Maximum Likelihood (FIML), for the period
1963-1983. The R? and DW statistics are given in Table 8.7, while Table 8.8
gives an overview of the implied structural parameters. (Ml,..., M4 and
X1,..., X4 refer to imports and exports, respectively, of the four categories men-
tioned above).

It remains to specify equations for the prices of the commodity categories.
We chose the following specification:

log P°X; =ay + ay log P'EX + ay P’EX_, + a3 log P'X; (8.32)

and the analogue for imports. The estimation results are very good, but we do
not reproduce them, due to space limitations.

8.4. Performance of the Model

To assess the performance of the complete model of exchange rates and foreign
trade of the DMEs, a dynamic ez post simulation was run for the period
1970-1981 (which is the overlapping interval of all reference periods underlying
the estimation).

The system solved comprises the behavioral equations discussed in section
3 and the following definitional equations:

A=A_,+EX'N-IMN (8.33)



The Future of the World Economy

250

61 ove o1°e IT1 S0'¢ 0ge 10°¢ €20 6z'1 622 Mma

0660 €660 6660 6860 0001 L1660 6660 0001 000°T 6660 d 12,4
44} L4 e8’1 360 8¢°% 89°C (4 | LIt 9’1 LL'T Ma

§66°0 686°0 1960 2860 ¥L.6°0 686°0 6160 6260 ¥86°0 9260 d €X
620 s0C 234 [958 602 SL'1 161 el 101 ¢0'¢ Ma

0860 ¥.L16°0 3660 €860 €L6°0 8860 1860 ¥86°0 9860 €860 d X
er'l (434 43§ 19°C VL1 er'e A 120 69°'1 8€°¢ Ma

¥66°0 3860 ¥66°0 1660 €660 3660 S66°0 0¥8°0 966°0 1660 4 [9:¢
V) o4 Tl Ss'1 S1'g vl ST'Z 44! 181 8L'1 4! Ma

66°0 L66°0 6660 1.6°0 $66°0 9660 866°0 €560 966°0 0860 d YN
It aT'1 91 €61 qs'1 4 4 $9'0 ¥l 9’1 9¢'l mMda

¥66°0 8960 986°0 8160 ¥66°0 3660 866°0 166°0 €660 €86°0 d 94
gL0 16°0 191 60¢C JXANS 10'¢ IT'1 ¥0'¢ €8'l LT Ma

¥66°0 €860 696°0 £€66°0 ¥.6°0 €96°0 1860 2660 LL60 986°0 d N
68'1 (244 86'1 16’1 681 8¢°¢ LT 8e €0C ¥s2 Ma

866°0 9660 $66°0 L1660 166°0 9660 6160 0660 6860 1860 d 197}

4310 DPOUDY) wniblag gpUDIIYIIN Ay Mn 20uvsyg uodop DYyd VS

‘WI9YsAs puruIap 9Y) JO SO1Is13vYS 189, L°8 2]40.L



251

Heinz Welsch

G829°0 §22S°0 16€8°0 ¢I0¥ 0 91890 0000°0 S8LYO 98090 08¥vL°0 19160 YXy
08¥6°0 €2€S°0 GL6L0 98190 06L0°0 0920°1 aesyo LE¥S0 6990 0,580 Xy
000070 9098°0 €S16°0 ¢012°0 0000°0 1€02°0 ¢02s0 9S¥L0 98¥9°0 00000 Xy
T1L1€°0 1999°0 Ly66°0 6I9L°0 ¥L61°0 08290 10¥9°0 00000 €816°0 £€96¢°0 Xy
329S°0 L169°0 2SL80 1199°0 G690 6¥26°0 €86L°0 12960 19060 0L29°0 YXg
€L10°0 8C¥1°0 GSL0°0 4949V L6210 0¥10°0 ¢LE00 1€00°0 29800 1S10°0 eXg
1220 ¥290°0 01200 85600 1¥%0°0 1.20°0 88¥0°0 110070 1£€0°0 8861°0 Xy
1661°0 1¢01°0 ¥820°0 LTIT0 LELT0 1¥€0°0 L0210 SL200 9¥20°'0 16ST°0 Xy
LS19°0 8668°0 SLYLO SIvO'1 00000 9LL8°0 95¥¥0 06€0°1 £€8£6°0 8€20°1 Wy
69190 €218°0 GCE8°0 9200'1 L88S0 €92L°0 32090 ¥LS6°0 PI18°0 98¥%8°0 Wy
8LIL°O S0¥6°0 92280 0920°1 ¥9.9°0 0898°0 LYo 09160 66¥6°0 9526°0 Wy
L8180 ¥886°0 ¢126°0 L0s0°'1 26690 €6¥6°0 00000 ¢920°1 L1860 ¢LL60 Wy
LySL0 ¢¥98°0 128L°0 €SL¥0 1869°0 G9¢L°0 98290 €L8¢°0 L2190 €8G50 YWy
62S1°0 L8100 16800 yo¥¥ o 6861°0 16¥1°0 1€91°0 092Z¢0 98L%°0 €02¢°0 Wy
1950°0 G6€0°0 AV S9S¥0°0 L8¥0°0 8690°0 €810°0 6€€2°0 91900 6£50°0 Ny
€980°0 9020°0 0¥s0°0 82€0°0 8€90°0 L¥v0'0 1661°0 6201°0 €160°0 