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Foreword 

Ecologically sustainable development is a condition in which society's use of 
renewable resources takes place without destruction of the resources or of the 
environmental context which they require. One problem for society in such use 
is the inadequacy of the knowledge required to define sustainability limits for 
specific characteristics of the environment. Thus, continuing regional economic 
development, combined with anthropogenic changes at  global scales may inad- 
vertently and unnecessarily obliterate plant and animal populations, impoverish 
forest ecosystems, destroy soil fertility and structure, and contaminate water 
supplies. Therefore, identification of requirements for attaining ecological sustai- 
nability, and the features of renewable resources most vulnerable to side-effects 
of development, provide the ultimate objective of the work we propose. A prel- 
iminary phase of that work was carried out at IIASA and funded in 1987 and 
1988 by the Bundesministerium fiir Forschung und Technologie. The present 
report completes that initial phase. 

Our approach involves assessment of the nature of European environmental 
issues, their scientific basis, and the data needed to define and quantitatively 
model their implications. The areas of study are natural and anthropogenic 
changes in climate and atmospheric chemistry, and the resulting responses of 
renewable resource characteristics of soils, vegetation, and water. The assess- 
ments concentrated on issues selected for their relevance to sustainability ques- 
tions, and were derived from data and hypotheses concerning presently- 
perceptible trends in climatic, pedogenic, hydrologic, and biotic aspects of the 
present European landscape. The work led to recommendations for additional 
data collections and analyses designed to resolve or clarify the issues. 

Our strategy included three sequential stages. The first portion of the 
research was descriptive, aimed at obtaining the data to examine current and 
future (the next 50 to 100 years) anthropogenic environmental problems of 
Europe. The work was initiated with a series of discussions with European 
scientists aimed at defining issues of environmental and political significance (see 
listing of visits and meetings in Appendix). Second, our subsequent analyses 
involved the assembly of data and literature on climate, soils, vegetation, and 
water supplies of Europe. Third, this research was synthesized into six reports, 



each concerned with one or more issues most likely to be important (ecologically 
significant, politically sensitive) in the European future. The results of these 
analyses are provided below. 

Allen M. Solomon, Leader 
IIAS A Biosphere Dynamics Project 

Laxenburg, Austria 

Lea Kauppi, Group Leader 
National Board of Waters and Environment 

Helsinki, Finland 



Preface 

Human activities have induced ecological change for thousands of years. 
Recently, however, these activities have generated global-scale ecological 
changes, threatening the delicate relationship between the earth's ecosystems 
which support life, and the environmental characteristics which are required for 
survival of the ecosystems. At the same time, it is clear that additional global 
development is both desirable and inevitable. IIASA's Biosphere Dynamics Pro- 
ject addresses these long-term and large-scale interactions between human activi- 
ties and the ecological aspects of the environment. Four features distinguish the 
Project: 

(1) The project deals with the subset of environmental issues which are ecologi- 
cal, that is, focussed on the interactions among organisms and the relation- 
ships between organisms and their environment. As a result, the project 
seeks particularly to predict effects of environmental change upon 
unmanaged biotic communities and ecosystems, endangered species, biotic 
reserves, and the like. 

(2) The project is concerned with sustainability and hence, with time scales 
long enough to establish that systems are sustainable. The annual to deca- 
dal time horizon looks several centuries into the past and a century or more 
into the future; this aspect of research in the Biosphere Project includes the 
unanticipated long-term ecological consequences of development activities 
which were undertaken for their short-term benefits. 

(3) The project focus upon sustainable development results in the examination 
of the role played by human activities in ecological and environmental 
problems. The activities of interest are those whose effects cross interna- 
tional boundaries, and whose effects cannot be ameliorated by individual 
countries working independently. 

(4) The project examines biospheric problems, rather than more regional con- 
cerns. We try to "think globally while measuring locally", i.e., to link 
large-scale consequences and implications of development to the causal 



processes at smaller scales at which specific actions and policy choices are 
undertaken, and at which their impacts are experienced. 

Products of these four features of the project have been implemented in the 
current study of Ecological Sustainability in Europe, which examines wide- 
spread, transboundary environmental difficulties involving both ecological and 
political significance in Europe. The objective was to analyze and quantify the 
interactions between human activities and these ecological changes, in order to 
estimate how they might constrain future development. In addition, much of the 
effort is concentrated on delivering scientific research results to end users in the 
arenas of science policy and political action. The success of this effort contri- 
butes significantly to the goals of IIASA's Environment Program. 

B.R. DZk, Leader 
Environment Program 
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Introduction 

The perception among citizens and decision makers of an environmental 
deterioration essentially began with the publication of Rachel Carson's "Silent 
Springn over 25 years ago. Today, a host of recent documents detail a wide 
range of concerns (e.g., Conservation Foundation, 1987; Brown, 1988; WCED, 
1987; NAS, 1988). Two global trends, population increase and energy use, are 
responsible for much of the perceived loss in environmental quality (Conserva- 
tion Foundation, 1987). Obviously, people require resources for food, shelter, 
and living, and the resources required per person increase with the level of tech- 
nological development of the country. Yet, it is less obvious that the annual g l e  
bal resource harvest, which is the direct cause of much of the environmental 
deterioration, will significantly increase when we are required to produce a whole 
new world of farms and cities to feed and house a whole new global population, 
when the current one doubles in about 40 years. 

If intense land use to support a growing global population is the principal 
source of direct environmental degradation, then indirect degradation is caused 
primarily by the use of fossil energy, which has seen a four-fold increase since 
1950 (Brown, 1988). Energy use is the predominant origin of increasing a t m e  
spheric COZ, which has expanded about 25% in the past 140 years, and which 
may reach twice the preindustrial level in the same 40 year period in which g l e  
bal population doubles. Effects on climate (JZger, 1988), and subsequently on 
other renewable resources (White, 1985), of the increased greenhouse gas concen- 
trations in the atmosphere could be devastating. Equally or more important 
may be the related acidification of lakes and soils (NAS, 1986), the loss of p r e  
ductivity in forests (Nilsson and Duinker, 1987), and the increase in pollutant- 
related diseases (Brown, 1988; p. 7). 

The application of these global-scale changes to the European scene 
requires some adjustment. First, consider the direct effects of changing land 
uses. On the one hand, European land used in agriculture has been declining 
over the past several decades and will probably continue decreasing in the future 
(Brouwer and Chadwick, 1988). Also, population is not growing in Europe and 
is unlikely to increase significantly in the next few decades (Wolf et al., 1988). 



On the other hand, population density in Europe is already among the highest in 
the world, and the high level of technological development induces a high per 
capita cost in terms of environmental degradation (Norberg-Bohm et ul., 1988). 
As a result, direct effects on European environmental quality are likely to 
increase in some, though not all, of the ways which are troubling the rest of the 
globe. 

Next, consider the differences between the characteristics of the indirect 
effects of energy use on environmental quality, for the globe and for Europe 
alone. Europe is likely to undergo considerably greater warming than the world 
in general, due to its geographical position at higher latitudes where climate 
changes are expected to be greatest (JBger, 1988). In addition, the emissions and 
effects of atmospheric pollutants related to energy use are as great in Europe as 
in any region of the world (e.g., Alcamo et ul., 1985; Alcamo and Bartnicki, 
1988). Consequent European environmental degradation is likely to either 
exceed that encountered in the world as a whole, or to reach unacceptable levels 
much more quickly than will be reached in the world as a whole. Therefore, an 
assessment of European environmental futures can highlight ecological vulnera- 
bilities and nonsustainable resource use that are not necessarily evident from 
examination of the current literature on global environmental change. 

When we consider all the kinds of environmental issues of potential impor- 
tance to sustainability of development in Europe's future, they seem unending. 
Many of these (but probably, not nearly all) are obvious from trends we can 
detect now. Direct effects of human occupation of the Continent are probably 
most important in terms of soil erosion from land disturbance, ground water con- 
tamination by agricultural pesticides and fertilizers, loss of productive land to 
the accumulation of chemical and bulk wastes, inadvertent air pollution by toxic 
chemicals, forest decline from the release of ozone and other gaseous pollutants, 
and so on. More indirect effects of human activities include the potential warm- 
ing of winters and decreases of moisture in already water-stressed environments 
as greenhouse gases modify world climate. Forest decline as a result of silvicul- 
tural practices and by climate change may be even more important than declines 
caused by air pollutants. The same climate changes are likely to increase sea- 
level, destroying coastal cities and inundating the few estuarine habitats remain- 
ing to European wildlife. Destruction of the global atmospheric ozone shield by 
continuing use of CFCs has severe implications for lifestyles in Europe, as well as 
elsewhere. 

Our assessment of European ecological sustainability will not and cannot 
possibly be comprehensive; instead we focus on only a few issues which are 
selected based on the following criteria: 

The issues or problems are transboundary problems, i.e., those which have 
international causes and which cannot be understood or solved by indivi- 
dual governments acting independently of one another. Specifically, we are 
examining environmental problems which are caused by climate change 
induced by increased greenhouse gases, and problems which result from air 
and water pollution. 



a The issues or problems are geographically and internationally wide-spread 
rather than being limited to one small portion of the European continent. 
A problem even as massive as the eutrophication of the Baltic Sea is still 
limited in concern to coastal areas and the economies of those countries 
which utilize the Baltic. We wanted instead to select problems which had 
widespread significance in Europe. 
The issues or problems are of ecologically functional significance, i.e., they 
cause obvious change in how ecosystems function. Many of the most obvi- 
ous and severe environmental problems in Europe today have little effect 
upon ecological communities. Permanent contamination of drinking water 
supplies, potential nuclear accidents, and so on, are among these. They 
greatly affect the welfare of human communities, but not of unmanaged 
populations or communities of wild organisms. 

a The issues or problems are of obvious political or aesthetic significance, i.e., 
they are important enough that policymakers and citizens demand their 
resolution. Many environmental problems of great ecological significance 
are of little concern to policymakers in Europe. Endangerment of species, 
decreases in European biotic diversity, and landscape dissection by agricul- 
ture are trends of great ecological consequences, but are not important 
enough to society that their prevention is of political concern. 

a The issues or problems involve obvious undesirable consequences to the 
environment; those issues which produce primarily neutral or desirable 
consequences are not relevant to the objectives of this document. Although 
signs of health and vigor in our surroundings are of great interest, the 
present document is designed to examine environmental difficulties; it 
assesses selected concerns, and as such, does not address prosperity. 

These criteria do not necessarily identify the most important environmental prob- 
lems in Europe, but they do identify those most appropriate for our attention. 
The application of these criteria resulted in the analysis of six topics or issues. 

Our initial analysis examined the potential changes in temperature and pre- 
cipitation in Europe with increased atmospheric concentrations of greenhouse 
gases. The question is of obvious transboundary significance; emissions in all of 
Europe could be reduced without measurable effect on atmospheric concentra- 
tions. The issue is widespread, covering all regions of Europe, albeit without the 
same expectation of consequence. The ecological significance of the issue is 
great; organisms, and to a lesser extent, communities are thought to contain lit- 
tle plasticity in their responses to environmental limits; shifts in climatic limits 
to growth are likely to have a profound effect on species vigor. The potential cli- 
mate changes are also of obvious political significance, as demonstrated by the 
recent large number of federally-sponsored meetings, programs and projects to 
define global climate change and its impacts. Finally, the changes are indeed 
thought to produce a plethora of undesirable impacts, from increased 
desertification and loss of marginally productive agricultural lands in southern 
Europe, to losses of water availability in central Europe, and the demise of the 
Boreal forests of Northern Europe. 



The basic difficulty in projecting climate changes which follow from 
increasing concentrations of greenhouse gases is a lack of capability to define 
changes on small spatial scales. General circulation models (GCMs) of the atmo- 
sphere operate on very coarse spatial scales (a grid point every 400 to 1000 km) 
which omit processes responsible for regional precipitation patterns. At the 
same time, there is little agreement upon approaches which use projections of 
future weather patterns based on extant patterns provided by data from avail- 
able weather stations. Therefore, in a second analysis below, we reviewed avail- 
able climate change scenarios based upon GCMs and on extant weather patterns, 
and explored a new method for applying known spatial patterns to define expec- 
tations in the future. 

The remainder of the report is devoted to environmental issues involving 
water, soils, and biota. One hydrological problem in Europe's future is the 
deterioration in water quality derived from the nutrient enrichment of surface 
and groundwaters. The large international rivers and watersheds of Europe 
define the transboundary nature of the issue. Nutrient enrichment is prob- 
lematic throughout Europe, and particularly so in the vicinity of large urban 
populations. The ecological consequences for aquatic life are significant, as evi- 
denced by the reduced diversity of fish species and the declining density of 
aquatic organisms in rivers. The social and political importance of the issue is 
frequently evident, as it was during summer of 1988 when the front pages of 
newspapers described hundreds of tons of trout and salmon dying in North Sea 
fishfarms from algal blooms, and television news showed dead and dying North 
Sea seals, which were assumed to be too weak from the stress of life in polluted 
waters to resist the canine distemper attacking them. Such losses of aquatic life 
are a very undesirable problem. 

A second hydrological issue analyzed below is the question of water availa- 
bility. The problem involving climate shifts translates into a redistribution of 
water resources in Europe and as such, is both a transboundary problem, and an 
issue of widespread significance. The ecological significance of the issue involves 
the dependence of biotic communities upon the right amount of soil moisture, 
delivered during critical times of the growing season. The absence or overabun- 
dance of soil moisture during these critical times can spell disaster to agricultural 
crops, the vegetation, and to the animals which depend upon plant life for food. 
The aesthetic aversion of society to dry, previously flowing rivers is only slightly 
less than the political importance of inadequate drinking water supplies. That 
these consequences of changing water availability are undesirable is self evident. 

A soils problem which fits the five criteria described above is the 
acidification of soils from atmospheric pollutants. Atmospheric pollutants that 
can cause the problem easily cross European borders, and their local impacts 
cannot be ameliorated by efforts expended only within an affected country. 
According to initial analyses, soil acidification is now serious in many regions of 
Europe, and this soon could become the case in many others. Soil acidification 
can force declines in primary and net productivity of forest communities, can 
reduce the density and diversity of soil microorganisms required to decompose 
litter into its constituent plant nutrients, and can not only speed but determine 



the rate of lake acidification, with concomitant loss of biotic resources. The 
aesthetic consequences in terms of dead and dying trees, and the reduction in the 
recreational uses of forestland and lakes, translates into political concern, which 
is also an undesirable consequence of the acidification issue. 

Forest decline is the most pressing of issues which involve biotic interac- 
tions with environmental change in Europe. This is so for many of the same rea- 
sons that make soil acidification a significant transboundary problem of great 
political and aesthetic importance. The specter of now forested landscapes 
becoming permanently treeless generates strong negative feelings among citizens 
and decision makers. The ecological consequences of accelerated tree mortality 
coupled with retarded tree establishment and growth would be severe at  best 
and catastrophic at worst. The presence of forest declines in many countries of 
Europe attest to its wide distribution. 

Where possible, we have attempted to use similar formats in each analysis 
of these issues. Each assessment begins with an introduction which defines the 
nature of the issue in general terms. The definition includes an examination of 
the environmental or resource values at stake, the degree of concern, the source 
of concern, and the reasons for concern. Next, the spatial distribution of the 
issue within Europe is described, followed by an assessment of the past temporal 
patterns, i.e., the nature of the trend of change. 

Next, we delved into causal agents and response indicators related to the 
issue. We have attempted to define the factors which are thought to be responsi- 
ble for each issue, and to examine the evidence for that belief. Insofar as was 
possible, the spatial and temporal patterns produced by the causal agents were 
documented as one form of evidence. Then we looked at the quantifiable 
features of the system in question which could be used in judging the future 
behavior of the system, and the temporal and spatial patterns which emerge 
from mapping these factors. 

The potential future characteristics of the issue were determined, based on 
our knowledge of the causal agents, and the scenarios of change provided by the 
climate analysis, or on decisions already taken by governments to ameliorate the 
problems. In a few cases, we also discussed adaptation and mitigation possibili- 
ties: the magnitude and geography of actions which could be undertaken to 
favorably alter the future intensity or presence of the issue. As a result of these 
considerations, we have defined research recommendations to quantify the 
importance or critical features of the issue, which now is obscured by a lack of 
information. In particular, we have tried to define the models which need to be 
developed and exercised in order to examine the relevant, sensitive system 
responses to changes in causal agents. The data needed to support such model- 
ling, and thus, the kinds of supporting field and laboratory studies required, are 
then defined. 
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CHAPTER 1 

Climate: Approaches to Projecting 
Temperature and Moisture Changes 

Jill Jager 

1.1. Introduction 

Climate scenarios are detailed descriptions of the way in which climate would 
behave in the future, if the knowledge on which the scenarios are based is also 
the only information needed to predict the climate. Since this knowledge is not 
adequate to the purpose, scenarios cannot be construed as predictions. Rather, 
they constitute Uprojectionsn of unknown predictive value. 

In recent years, climate scenarios have mainly been developed for use in 
assessments of the effects of climatic changes on environment and society. There 
are basically two ways of deriving climate scenarios: using computer models of 
the global climate systems (referred to as general circulation models or GCMs) 
or using past climate data to provide analogues for the future. Both of these 
approaches have shortcomings. While GCMs can provide some guidance to pos- 
sible future globally-averaged temperature changes, they cannot produce reliable 
predictions of climatic changes on the regional scale. Reliable climate data 
which can characterize regions, are only available for the past hundred years for 
most of the globe. The magnitude of the climatic changes during this period has 
been small compared with the expected anthropogenic changes in the next fifty 
years so that analogues based on past data cannot be taken as reliable predic- 
tions. 

A further difficulty in the development of scenarios results from incomplete 
knowledge of the causes and nature of climatic change. On a time scale of many 
thousands of years global climatic changes have been forced by changes in the 
earth's orbital parameters. On shorter time scales volcanic eruptions and varia- 
tions of solar activity are known to be climatic forcing factors. However, it is not 
possible to conclude with any reliability what the causes of, say, the observed 



changes of global and regional climate were during the last hundred years. Both 
natural and, probably to a lesser extent, anthropogenic factors played a role in 
this period. During the next fifty years, on the other hand, it appears that 
anthropogenic factors will play a large role and it is impossible to predict how 
natural factors, such as volcanic activity or large-scale changes in ocean circula- 
tion, will affect climate. 

Given the uncertainties both in the methodology of developing scenarios 
and in the understanding of the nature of climatic change, it is clear that 
scenarios for climate cannot be taken as predictions of future changes. Since the 
scenarios do provide internally consistent descriptions of climate, they can, how- 
ever, be used for "sensitivity analysesn to look at the effects of different magni- 
tudes and distributions of climatic change on environment (e.g., forest growth, 
lake levels) and society (e.g., agriculture, coastal engineering). 

The following sections contain discussion of scenarios for the climate of 
Europe, within limits imposed by the caveats expressed above. Sections 1.2 and 
1.3 include empirical and modelling approaches, respectively, and discuss their 
advantages and disadvantages in more detail. This is followed by a considera- 
tion of the implications of unanticipated (surprise) climatic changes. The paper 
concludes with a discussion of the present state of the art of climate scenario 
development and some ideas for future study. 

1.2. Empirical Scenarios 

The approaches used to derive climate scenarios based on observed climate data 
have been discussed in detail recently by Wigley et  al. (1986). There are in fact 
three different approaches to deriving empirical climate scenarios for a warmer 
world (Pittock and Salinger, 1982): 

Using a chosen set of warm years from the recent instrumental record and 
comparing this with the long term mean or a similarly defined cold-year 
ensemble. 
Using regional reconstructions of paleoclimate during past warm periods. 
Using atmospheric dynamical arguments and empirical climate relation- 
ships to develop an educated guess. 

The majority of scenarios have used the first approach. 
The underlying assumption in the development of empirical scenarios has 

been that the main factor that will influence future climate is the global warming 
that results from the increasing atmospheric concentrations of greenhouse gases. 
Thus the scenarios are demonstrating the kinds of climate patterns that existed 
at other times when the earth was at least relatively warm, although the causes 
for this warmth are not necessarily the same as those that will prevail during the 
next fifty years. 



1.2.1. Ins t rumenta l  records 

Figure 1.1, from Williams (1980) shows the difference in temperature between 
the average of the 10 winters in which the Arctic was warmest and the the long- 
term average of the 1900-1969 period. In the years when the winters were warm 
in the Arctic, northern and Central Europe were also warmer than the long-term 
average, while southern Europe including all of the Mediterranean area was 
colder. The sea-level pressure data showed that the lower temperatures in the 
Mediterranean area were a result of increased northerly flow over that area, 
while the warmth in the Arctic was a result of increased cyclonic flow from the 
North Atlantic into the Eurasian sector of the Arctic. 

For the summer season, the differences in temperature between the 10 war- 
mest Arctic summers and the long-term average are smaller than in the winter 
season (Figure 1.2) but there is again an area of lower temperatures in southern 
Europe over the western half of the Mediterranean. Following on the discussion 
in Section 1.1 above, such "scenariosn cannot be taken as predictions of future 
climate but provide information that must be borne in mind in the assessment of 
the effects of climatic change on environment and society: 

Even when the hemisphere as a whole is warmer than average, changes in 
the atmospheric circulation will mean that some areas will be cooler than 
average. 
Magnitude and distribution of changes differ according to season and 
region. 

Wigley et al. (1980) made a similar analysis for the northern hemisphere by 
comparing a composite of the five warmest years in the period 1925-1974 with a 
composite of the five coldest years. The warmest and coldest years were defined 
using the temperature observations of stations in the zone between 65' N and 
80' N. 

Kellogg and Schware (1981) compared the results of Williams (1980) and 
Wigley et al. (1980). Some similarities were found in the results of Williams for 
the winter season and Wigley et al., for the annual averages which basically 
reflects the fact that the winter seasonal anomalies are usually the largest and 
dominate within the annual anomalies. 

Jiger and Kellogg (1983) extended the work of Williams (1980) by consid- 
ering all seasons, not only winter and summer, and by looking a t  runs of five 
consecutive years in addition to the composites of 10 individual years. Figure 
1.9, from JBger and Kellogg, (1983), illustrates the differences between average 
winter temperatures during the five warmest consecutive seasons and the five 
coldest consecutive Arctic seasons. As in Figure 1.1, a positive temperature ano- 
maly appears in the Arctic and northern and Central Europe and a negative 
temperature anomaly in the areas of southern Europe and the Mediterranean. 
Figure 1.4 shows the differences between average winter precipitation during the 
five warmest consecutive Arctic seasons and the five coldest consecutive Arctic 
seasons. While the stippled areas in Northern Europe and over much of the 



Figure 1.1. Surface temperature anomalies for the 10 warmest Arctic winters. Areas of 
cooling are shaded. (Source: Williams, 1980.) 

Mediterranean had more rainfall during the warm Arctic years, much of Spain, 
France, and Central Europe had reduced precipitation. 

Lough et al. (1983) looked at the differences in mean temperature, precipi- 
tation and pressure patterns between the periods 1901-1920 and 1934-1953. 
These are the coolest and warmest 20-year periods in this century based on 
Northern Hemisphere annual mean surface air temperature data. The scenarios 
derived contained marked subregional scale differences from season to season 
and individual season scenarios often had little similarity to the annual mean 
scenario. 



Figure 1.2. Surface temperature anomalies for the 10 warmest Arctic summers. Areas 
of cooling are shaded. (Source: Williams, 1980.) 

The temperature differences for each season and the annual mean are illus- 
trated in Figure 1.5. In spring, summer, and autumn European temperatures 
were warmer during the warm Arctic years. In winter, however, a belt of nega- 
tive values is located at  about 50' N and extends for about 10 degrees to the 
north and south. Lough et al. found by examining the sea-level pressure data 
that this area of lower temperatures was associated with higher pressure and, by 
implication, with an increase in the number and/or intensity of European block- 
ing anticyclones in warm periods, forcing travelling depressions to pass either to 
the north or south. 



Figure 1.3. The differences between average winter temperatures during the five war- 
mest consecutive Arctic seasons and the five coldest consecutive Arctic seasons. Areas 
of warming are indicated by dotted shading and areas of cooling by lined shading. 
(Source: JSiger and Kellogg, 1983.) 

The differences in precipitation found by Lough et al. are shown in Figure 
1.6. For most of Europe spring was drier in the warm period, whereas in 
autumn and winter the warm period was generally wetter. Figure 1.7shows the 
changes in the interannual variability of precipitation between the cold period 
and the warm period. In spring, autumn, and winter Lough et al. found that the 
warm period was associated with increases of interannual variability over consid- 
erable areas. 

Another empirical approach to scenario development has been used by 
Budyko et al. (1978), Groisman (1981), and Kovyneva and Vinnikov (1983). In 
this approach linear relationships are derived between local, seasonally specific 



Figure 1.4. Differences between average winter precipitation during the five warmest 
consecutive Arctic seasons and the five coldest consecutive Arctic seasons. Stippled 
areas had more precipitation, hen-tracked areas were drier. (Source: Jager and Kellogg, 
1983.) 

climate data, and the Northern Hemisphere surface air temperature record 
(17.5-87.5' N) of Borzenkova et al. (1976) and Vinnikov et al. (1980). Wigley et 
al. (1986) point out that the results of this approach depend on the period over 
which the regression equations are developed and that the correlation coefficient 
between local temperature and the Northern Hemisphere temperature will vary 
according to the time period chosen, thus casting some doubt on the validity of 
the correlation coefficient as a forecasting tool. However, the use of linear rela- 
tionships derived from data from defined periods could be useful in scenario 
development - bearing in mind the distinction between climate scenarios and 
forecasts. 



Figure 1.5. Temperature differences, warm period minus cold period. (Source: Lough 
et al., 1983.) 

Namias (1980) looked at anomalies in the 1,000 to 700 (mb) thickness data 
from the Northern Hemisphere for the period 1951-1978, suggesting that these 
data can be used as reliable indicators of hemispheric temperature variations and 
that thickness values may be more appropriate for large-scale circulation studies 
than surface temperature. 

1.2.2. Paleoclimatic records 

As discussed in the introduction, climate scenarios have also been based on 
reconstructions of past climate. Flohn (1977) suggested a number of periods 
that had a warmer climate than now could be used as 'analoguesn : the Medieval 
Warm Epoch, the time of maximum Holocene warmth, and the last (Eemian) 
interglacial. 



Decrease 0.5 to 0s 

Figure 1.6. Differences in precipitation (warm period minus cold period) as multiples 
of the standard deviation. (Source: Lough et al., 1983.) 

Kellogg (1977 and 1978), Kellogg and Schware (1981), and Butzer (1980) 
looked a t  the climate of the early Holocene. This period is thought to  have been 
a globally warmer time with temperatures up to 2" C warmer in many regions of 
the globe. However, as Wigley et al. (1986) and Webb and Wigley (1985) have 
pointed out, the data are incomplete and dating uncertainties have not been 
taken into account sufficiently in existing studies. Figure 1.8 shows the recon- 
struction of the climate of the early Holocene warm period made by Kellogg 
(1977), illustrating the lack of data and in particular the lack of regional detail 
required for further studies of the effects of climatic change on environment and 
society. 



Increase in  variability 

Significant (5% level) 

Figure 1.7. Differences in the interannual variability of precipitation from the cold 
period to the warm period. (Source: Lough et al., 1983.) 

Figure 1.9 shows a much more regionally valid reconstruction, this one 
describing July temperatures in Europe 6,000 years before present, based on pol- 
len data (Huntley and Prentice, 1988). The reconstruction shows that July tem- 
peratures were higher than those of today over most of Europe but cooler than 
at present around the Mediterranean. Huntley and Prentice interpret this pat- 
tern to reflect the combined effects of altered summer insolation and the 
differential heating of the landmass. 

The Medieval Warm Epoch (ea. A.D. 800 to 1200) and the Eemian inter- 
glacial have not been discussed in detail in the literature. Flohn (1980) looked at 
the Eemian period and a t  periods in the more distant geological past when the 
Arctic pack ice did not exist. The latter scenario illustrates possible conditions if 





Figure 1.9. Reconstruction oi the July mean temperature anomaly pattern at 6,000 
BP. The contours show temperature at 6,000 BP minus the present temperatures. 
(Source: Huntley and Prentice, 1988.) 

the global warming were to lead to a complete melting of the Arctic ice. Lamb 
(1982) studied anecdotal evidence (cultivation limits, crop failures, montane 
tree-lines, norse settlements, etc.) of medieval warmth, inferring increases from 
today's climate in fair weather and warmth, growing season length, alpine 
drought, and Mediterranean moistness, and so on. However, the Medieval 
Warm Epoch may well have been restricted to the North Atlantic Basin region, 
and, even over this large area, reconstructed changes in different locations show 
large differences in timing on century and shorter time scales (Williams and Wig- 
ley, 1983). It is, therefore, difficult to use this period for deriving a plausible 
scenario for future European climate. 

1.3. GCM Scenarios 

The use of GCMs to derive climate scenarios has been described in a number of 
recent studies, including Dickinson (1986) and Schlesinger and Mitchell (1985). 
Several scenarios have been based on model runs looking at the effects of a dou- 
bling or quadrupling of the atmospheric C 0 2  concentration. As indicated in the 
introduction, the available models have a number of shortcomings so that it is 
not possible at present to make reliable predictions of regional climatic changes 



that would result from changes in the greenhouse gas concentration of the atmo- 
sphere. 

A major shortcoming is the treatment of the oceans. Models of the atmo- 
spheric circulation have been coupled to two types of simplified model of the 
ocean. In the "swamp oceann the heat capacity of the ocean is neglected so that 
the ocean is always in equilibrium with the atmosphere. However, such a formu- 
lation cannot simulate the seasonal cycle, since the ocean cannot store heat in 
the summer and release it in the winter. The results of model experiments with 
a swamp ocean are useful, nevertheless, for demonstrating some of the mechan- 
isms of climatic change. To simulate seasonal effects atmospheric circulation 
models have either been run with prescribed changes of sea surface temperature 
or have been coupled to models of the mixed layer of the ocean in which the 
depth and horizontal heat transport are generally prescribed as a constant or 
zero. 

Schlesinger and Mitchell (1985) have summarized the present state of the 
art of global climate modelling as follows: 

GCMs simulate the present climate imperfectly, although some of the 
models do reasonably well, at least for the limited climatic quantities con- 
sidered in this chapter ... Yet these models frequently employ treatments of 
dubious merit, including prescribing the oceanic heat flux, ignoring the oce- 
anic heat flux, and using incorrect values of the solar constant. Such 
approximations indicate that the models are physically incomplete and/or 
have errors in the included physics. Furthermore, the state of the art is that 
the C02-induced climate changes simulated by different GCMs show many 
quantitative and even qualitative differences; thus, we know that not all of 
these simulations can be correct, and perhaps all could be wrong. 

Schlesinger and Mitchell suggest that it is necessary now to try to under- 
stand the differences and similarities of the most recent simulations and to 
develop more comprehensive models of the climate system. 

There are basically two ways in which global climate models can be used to 
derive climate scenarios: 

To look a t  the response of the model climate to a perturbation, e.g., a 
prescribed increase of the atmospheric C 0 2  concentration (called an equi- 
librium response experiment). 

a To look at the response of the model climate to a time-dependent continual 
increase in C 0 2  and/or other greenhouse gas concentration in the atmo- 
sphere (called a transient response experiment). 

Since in the real world the concentrations of greenhouse gases are not 
increasing as a step function but continually, the validity of the results of equilib- 
rium response experiments has been questioned (Schneider and Thompson, 1981; 
Thompson and Schneider, 1982). However, the development of models of the 
coupled atmospheric-oceanic system that could be used for such transient 
response studies will not be completed in the near future both because of the 



computational requirements and the need for scientific understanding and data. 
In the process of examining the results of GCMs for their utility in impact 

assessments, Bach (1988) suggested that in order to be useful the models should: 

a Be based on realistic geography and topography. 
Have a high spatial resolution. 

a Have an adequate temporal resolution. 
Incorporate a coupled model of the atmosphereocean circulation. 
Simulate realistically the patterns of the observed climate. 

Bach concluded that none of the existing GCMs meets all of these require 
ments. However, it was decided that the Goddard Institute for Space Studies 
(GISS) model (Hansen et al., 1984) would be the best choice for developing cli- 
mate scenarios for the IIASA project on assessment of the impact of climatic 
variations on agriculture. At the same time Bach emphasized that there are still 
model shortcomings in the treatment of hydrological processes at the surface, 
moist convection, clouds, and boundary layer transport processes. 

Figure 1.10 shows a comparison of observed data with a simulation of the 
present day climate for the area of Europe and North Africa. In the western half 
of this area the differences between the observed and modelled temperature data 
are minimal. In the eastern half, on the other hand, the model underestimates 
the temperatures by as much as 2" C. The simulated annual mean precipitation 
rate shows considerable overestimates over large areas. Bach (1988) points out 
that the discrepancies between observed and simulated data mean that the 
model results must be interpreted with caution. Nevertheless, Bach concludes 
that the model results give at least a general idea of the changes that are possible 
in a greenhouse gas-warmed earth, even though details of changes a t  any given 
location cannot be reliably predicted by any GCM at the present. 

Figure 1.11 shows the changes of surface air temperature that were simu- 
lated by the GISS GCM for a doubling of the atmospheric C 0 2  content. Tem- 
perature increases of between 3 and 7" C were projected in all seasons in Europe. 
Bach found that these changes were all statistically significant at the 5% level 
over the whole area in all seasons. The changes of precipitation rate are shown 
in Figure 1 .I,?. The scenarios suggest a precipitation reduction in the southwest 
and an increase in northern regions in all but the autumn season. However, 
since precipitation is inherently more variable than, say, temperature, the areas 
over which the precipitation changes are statistically significant are smaller than 
in the case of temperature. 

The Max Planck Institute for Meteorology in Hamburg is presently testing 
a coupled global ocean-atmosphere GCM and plans to use this model in the near 
future for climate studies (Hasselman, personal communication 1988). In partic- 
ular, the coupled model will be used to look at the effects of a step-function dou- 
bling of the atmospheric C 0 2  concentration and subsequently for different t ime  
dependent C 0 2  input scenarios. The results of these model experiments would 
provide climate scenarios for Europe that avoid some of the shortcomings of p r e  
vious uncoupled GCM experiments. 



Figure 1.10. Model validation for the European region in terms of the difference 
between the 'controln climate generated by the GISS GCM and the observed climate 
for: (a) mean annual temperature (K) ,  and (6) mean annual precipitation rate 
(mm/day). (Source: Bach, 1988.) 



(a) Winter 

Figure 1.11. Regional distribution of the average surface temperature change (K) 
between the GISS model control case and the C0,-doubling experiment in the European 
region by season. Shading indicates changes that are significant at the 5% level. 
(Source: Bach, 1988.) 
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Figure 1.11. Continued. 



( a )  Winter 

Figure 1.12. Regional distribution of the change in average precipitation rate 
(mm/day) between the GISS model control case and the C02-doubling experiments in 
the European region by season. Shading indicates changes that are significant a t  the 5% 
level. (Source: Bach, 1988.) 



(c) Summer 

( d )  Autumn 



1.4. "Surprisen scenarios 

Although the scientific understanding of the physical basis of climate and 
climatic change has increased considerably in the past two decades, there are 
still large areas of uncertainty which mean that there is a possibility of unex- 
pected environmental changes occurring. This was pointed out recently by 
Broecker (1987), who emphasized that the oceans are a major source of uncer- 
tainty. For example, at a workshop in 1984 (Bennett et  dl 1985) scientists con- 
sidered the process of North Atlantic Deep Water Formation. They pointed out 
that large increases of temperature and precipitation at high latitudes as a result 
of the increasing concentrations of greenhouse gases could shut off or reduce 
deep water formation. If this were to happen, the North Atlantic and European 
regions could become colder while the global climate warms. Further, it was 
emphasized that climatic changes can take place more suddenly than is often 
anticipated and that the geographical distribution of climatic changes may be 
much more complex than suggested by current climate models, which generally 
assume that the oceans will continue to operate in the future in the same way as 
at  present. 

1.5. Transient Changes 

Most climate models have examined the so-called equilibrium response to the 
changes of the atmospheric concentration of C02.  That is, the model is run first 
of all with the present C 0 2  concentration and a second simulation is made with 
a doubled (or quadrupled) C 0 2  concentration and the model is allowed to reach 
equilibrium, i.e., the modelled climate can adjust fully to the changed atmo- 
spheric composition. In reality such a step change in the atmospheric composi- 
tion is not taking place; the concentrations of greenhouse gases are increasing 
steadily as a function of time. Moreover, the large heat capacity of the oceans 
slows down the surface warming so that the surface climate lags behind the equi- 
librium climate for the present greenhouse gas concentration in the atmosphere 
by several or many decades. Schneider and Thompson (1981) and Thompson 
and Schneider (1982) used a simpler climate model to look at  the implications of 
transient effects. Their results suggested that storage of heat in the oceans may 
significantly modify the geographical distribution of climatic change. 

The Goddard Institute for Space Studies (GISS) has made transient runs 
with a GCM. These runs start in 1958 with the atmospheric concentrations of 
greenhouse gases at  that time and the concentrations and equivalent radiative 
forcing are increased from 1958 according to assumptions about rates of growth 
of emissions. Scenarios for impacts studies have been created by combining the 
GCM transient output with a historic time series of climatic data. 

Wigley e t  al. (1986) concluded that on the global scale the transient warm- 
ing to date due to C 0 2  and other greenhouse gases should be in the range 
0.3-1.1' C given all model uncertainties. The observed global-scale warming 
experienced over the past hundred years is compatible with these estimates, but 



Wigley e t  al. concluded that unequivocal, statistically convincing detection of the 
effects of greenhouse gases was not possible. 

1.6. Frequency of Extreme Events 

In addition to considering changes in mean temperature and rainfall, it is neces- 
sary to look at changes in the frequency of extreme events. Mearns et al. (1984) 
have shown that there can be shifts in the probability of extreme high tempera- 
ture events with seemingly small changes of mean maximum temperature. For 
example, they calculated that the likelihood of five or more consecutive days with 
maximum temperatures exceeding 35" C with a 1.7" C increase in the mean tem- 
perature (holding the variance and autocorrelation constant), is about three 
times greater than that under the current climate at Des Moines, Iowa. Such 
changes in the probabilities of extreme high temperature events could have 
important implications for crop yields, energy demand, and animal and human 
morbidity and mortality. Scenarios based on climate model results have not con- 
sidered possible changes in the probabilities of extreme events (droughts, floods, 
heat waves, etc.). Some empirical scenarios have included changes of interannual 
variability (Lough e t  al., 1983) and empirical data could be used to look at the 
potential magnitude of change in the probabilities of extreme events in individual 
seasons and in particular regions. 

1.7. Discussion 

Both climate models and empirical methods can be used to produce scenarios of 
future climate. Both approaches have the advantage of providing a plausible, 
internally consistent description of climate but the scenarios cannot be taken as 
predictions of future climate because of acknowledged shortcomings in both 
approaches. Although it is possible to produce scenarios of such variables as 
temperature and precipitation in map form, impact assessments often require 
detailed information on a very local scale and therefore interpolation is required. 
It is easier to derive this kind of detail from model results. 

The major shortcomings of the modelling approach include poor treatment 
of the oceans, cloud formation, hydrological processes and small-scale 
phenomena. In addition, the applicability of "equilibriumn scenarios has been 
questioned. The empirical scenarios are based on climate data from the past 
hundred years, during which the climatic changes were relatively small compared 
with those that are expected as a result of human activities during the coming 
fifty years. Therefore, it has been suggested that the empirical scenarios based 
on recent observed data are applicable only to the next 10-20 years and not on a 
longer term. Empirical scenarios based on data from the earth's past are gen- 
erally sparser and sometimes poorly dated, so that detailed regional scenarios 
cannot be derived. 



Given the shortcomings of the present methods of scenario derivation, stu- 
dies of the effects of climatic change on environment and society will have to con- 
tinue to be based on scenarios for future climate that are hypothetical but, at the 
same time, plausible on the basis of model and empirical studies. That is, 
"impact studiesn will continue to be conducted as "sensitivity analyses", investi- 
gating, for example, the effect on agriculture, water resources or coastal defenses 
of a temperature change of z" C and a precipitation change of y%. 

Most of the scenarios that have been derived to date have been based on 
the assumption that the main factor that will influence climate during the next 
half century will be the global warming caused by the increased atmospheric con- 
centrations of greenhouse gases. While there is scientific consensus about the 
importance of the greenhouse effect, scenarios should also look a t  the possible 
effects of other natural and anthropogenic factors that could influence climate. 

Since there has been a tendency towards a preoccupation with the globally 
averaged climatic changes resulting from the greenhouse effect, the magnitude 
and nature of regional climatic changes has often been neglected. Clearly, one of 
the main reasons for this neglect is that models can not produce reliable simula- 
tions of regional climatic change. Empirical studies emphasize the point that 
regional changes can have a different magnitude and even the opposite direction 
to the global changes. 

Scenarios of possible future climate in Europe are needed in order to ensure 
that necessary steps can be taken to prepare for or avoid climatic change. For 
this reason, further scenarios should be developed and new approaches tested. 
One approach that could be used for developing climate scenarios for Europe has 
been developed by Pitovranov (1986). The approach is based on an empirical 
relationship between large-scale weather patterns ( G r o s s w e t t e r l a g e n )  in Europe 
and the Northern Hemisphere temperature or the Northern Hemisphere 
equator-to-pole temperature gradient. Scenarios could therefore be derived from 
the changes in weather patterns (and, thus in temperature and rainfall 
as a result of hypothesized changes of the Northern Hemisphere temperature. 
This approach has the advantage of combining empirical data with information 
on the synoptic climatology of Europe. 
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CHAPTER 2 

Climate: Grosswetterlagen Approaches 

Sergei Pitovranov and Jill Jager 

2.1. Introduction 

An empirical approach to scenario development has been analyzed recently by 
Pitovranov (1987 and 1988). The approach is based on the relationship between 
the average temperature of the Northern Hemisphere and the positions of the 
large-scale weather patterns in Europe. These weather patterns are commonly 
referred to by the German word Grosswetterlagen. A Grosswetterlage identifies 
the major trends in atmospheric events over the region during several days of 
essentially similar weather character in the various parts of the region. For 
example, the Grosswetterlagen type HN (see Hess and Brezowsky, 1952) defines a 
situation in which there is a closed anticyclone over the North Sea, which means 
that much of Europe is under a northerly airstream. In contrast, the Grosswet- 
terlagen type TB defines a situation when there is a closed depression over the 
British Isles and southerly airflow over Central Europe. The concept of 
Grosswetterlagen was developed over a period of 30 years in Germany by Bauer 
(1947). The original Bauer classification of 21 types of Grosswetterlagen was 
modified by Hess and Brezowsky (1952) in the light of increased upper air infor- 
mation. Hess and Brezowsky (1952) also combined similar Grosswetterlagen 
(GWL) into 12 Grosswettertypen (GWT) and 3 main circulation regimes (GWR). 

They subsequently prepared a daily reclassification for the period 
1881-1950. The daily Grosswetterlage classification has been tabulated since 
1952 by the German Weather Service. A daily classification of GWL for the 
region extending from 30-70" N and 40" W-40" E for the period 1891-1980 was 
supplied to IIASA by the Koninklijk Nederlands Meteorologisch Instituut. 



2.2. The Relationship Between Hemispheric Temperature 
and Circulation in Europe 

We used a statistical approach to determine the relationship between the fre- 
quencies of Grosswetterlagen (GWL), Grosswettertypen (GWT), and circulation 
regimes (GWR) and the Northern Hemisphere average temperature. Like Vinni- 
kov et al. (1980), we calculated a linear relationship between seasonal frequency 
of GWLs, GWTs, and GWRs and the mean annual surface temperature. 

where AT is the deviation from a five-year running average of the mean annual 
Northern Hemisphere temperatures, ci is a 90-year mean of circulation fre- 
quency, ai is the coefficient of linear correlation, and ti is an error term. 

The correlation coefficient was estimated by least squares, and the 
significance of the coefficient was tested using the students' T-test. The analysis 
showed that for some GWLs, GWTs and GWRs the "null hypothesisn that there 
is no linear relationship is rejected at  the 95% probability level. The results are 
shown in Table 2.1. 

In the first two columns of Table 2.1 values of 90-year (1891-1980) means 
and standard deviations of the frequency of GWTs and GWRs are presented. 
The coefficient of linear correlation between the hemispheric temperature and 
GWT and GWR frequencies are presented in the third column. The sign and 
value of the coefficient represent the direction and amount that GWT and GWR 
frequencies change, when the hemispheric temperature increases by 1' C. From 
Table 2.1 it follows that at  the 95% probability level, relationships between 
changes in hemispheric temperatures and frequency of some GWTs and GWRs 
are significant in some seasons. 

There is a negative correlation between the average Northern Hemisphere 
temperatures and the zonal circulation regime in the winter season. This type of 
circulation represents the normal eastward progression of Rossby waves in the 
upper westerlies at middle latitudes. Hemispheric warming is associated with a 
decreasing frequency of this normal progression of Rossby waves. 

Temperature is directly related to the frequency of meridional/blocked cir- 
culation and to the frequency of Easterly GWT in winter. This result is sup- 
ported by the results of Lough et al. (1983), who showed that the number of 
European blocking anticyclones increases in a warm period. 

In summer, variations in hemispheric temperatures are positively correlated 
with mixed circulation frequencies. Therefore, an increase in hemispheric tem- 
peratures accompanies a decrease of blocking high pressure ridges in Europe dur- 
ing summer months. It should be mentioned, however, that the blocking GWL 
(characterized by a zonal circulation type, a southerly flow in Eastern Europe 
and a blocking anticyclone in the European part of the USSR) has a tendency to 
increase in frequency during warm periods in the Northern Hemisphere, though 
the strength of this relationship is not sufficient to reject the null hypothesis at  
the 95% level. 



Table 2.1. Results of linear regression of frequencies of GWT and GWR 
[see equation (2. I.)]. 

Circulation Standard t Probability 
type Mean deviation a value (two-tailed) 
Winter 

Zonal 22.6 10.7 -10.5 -2.04 0.04 
Meridional/blocked 39.1 13.4 12.6 1.96 0.06 
Easterly 7.4 7.2 7.1 2.03 0.05 

Spring 
Transient 
Northerly 

Summer 
Mixed 27.6 10.3 14.0 2.9 0.01 
High CE 14.3 7.5 8.4 2.35 0.03 
Northerly 12.9 7.2 -12.9 -3.9 0.00 
Easterly 5.7 5.7 -5.7 -2.1 0.05 

Hemispheric temperatures in summer are also positively related to the fre- 
quency of the GWT "High C.E.n, characterized by ridges of high pressure or 
anticyclonic conditions over Central Europe. The frequency of easterly air- 
streams decreases in summer months when the hemisphere is warmer. Finally, 
there is a strong relationship between an increase of hemispheric temperature 
and decreasing frequencies of northerly airstreams in the summer months in 
Europe. 

In spring, in contrast to summer, the frequency of the G WT "Northerlyn is 
positively correlated to hemispheric temperature. High correlation with the tem- 
perature is also observed for transient circulation types in spring. There is no 
significant relationship between variations in hemispheric temperatures and fre- 
quencies of circulation-types in the autumn months. 

2.3. Scenario Development 

The results from the regression analysis were used to develop a climate scenario 
by deriving GWL frequencies which produced an increase of 1" C in hemispheric 
temperatures. The approach follows. For each season the year was selected 
from the period 1891-1980 for which the GWT frequencies are as close as possi- 
ble to the calculated frequencies in a warmer climate. Obviously, it is almost 
impossible to find such seasons with ezactly the same distributions. Further- 
more, statistically significant regression parameters could be established only for 
some GWTs and GWRs (Table 2.1). Therefore, in the search for an analogue 
season in the past, a weighted least squares procedure was applied, in which the 
weights are proportional to the t-values of the regression analysis performed in 
Table 2.1. 



Table 2.2. Frequency distributions of GWT and GWR for a warmer world. 

Winter Spring Summer Autumn 

Sc. An. Sc. An. Sc. An. Sc. An. 

Zonal 12.1 12 18.8 19 22.0 22 22.4 14 
Mixed 26.1 29 22.9 33 41.6 45 23.4 23 
Merid./blocked 51.7 48 49.4 36 28.1 25 43.8 54 
High C.E. 13.9 16 14.2 16 22.7 19 12.9 12 
SW-ly 5.2 0 4.4 1 3.2 7 3.5 10 
NW-ly 7.0 13 4.5 21 15.7 19 7.0 1 
Northerly 10.5 14 28.6 30 0.0 0 10.5 19 
Low C.E. 6.5 0 3.8 0 6.2 6 7.0 9 
Southerly 6.5 0 3.8 0 6.2 6 7.0 9 
SE-ly 6.6 6 4.5 0 9.6 11 8.8 1 
Easterly 14.5 13 4.6 0 0.8 0 6.9 12 
NE-ly 3.7 11 2.2 6 9.0 4 3.0 6 
Ww 3.4 0 0.2 0 3.1 0 4.1 1 

Sc. - calculated frequencies, using equation (2.1) and assuming a 1' C temperature increase. 
An. - frequency distribution in the analogue season. 

Results of the weighted procedure are presented in Table 2.2. It was found 
that winter 1938, spring 1939, summer 1952, and autumn 1939 had GWTs and 
GWRs most closely resembling a year in a warmer climate. It can be seen from 
Table 2.2 that the frequencies of all GWT and GWR which are significantly 
correlated with the hemispheric temperature are in good agreement with the fre- 
quencies of their season-analogues. 

The results of the statistical analysis shows that the "artificial yearn which 
consists of winter 1938, summer 1952, and spring and autumn 1939 has a circula- 
tion frequency distribution similar to the distribution derived from a regression 
analysis of the relationships between frequency distribution of GWT and GWR, 
and the hemispheric temperatures over the 9eyear period from 1891 to 1980. 
All seasons of the "artificial yearn belong to the warmest 2eyear period of the 
century. The mean annual air surface temperatures of the Northern Hemisphere 
in the zone 30-87.5" for the years 1938, 1952, and 1939 are 8.0", 7.5" C, and 
7.8" C, respectively. 

The differences in seasonal temperatures and precipitation between the 
"artificialn year-analogue and climatic mean data for the "climatic normaln 
period 1951-1980, gives a scenario for climatic changes in Europe for a +lo C 
warmer world. 

The temperature differences for each season are shown in Figure 2.1 and 
precipitation differences for the annual mean and each season in Figure 2.2. 
Using the Thornthwaite formula (Willmoth et al., 1985) and the precipitation 
and temperature data from the analogue seasons, the changes in potential eva- 
poration were calculated. The results are given in Figure 2.9. The main conclu- 
sions from Figures 2.1 to 2.9 are: 

(1) In all four seasons there are areas in Europe with lower temperatures than 
the 3eyear average. The same conclusion has been reached in other 



studies using empirical methods to derive climate scenarios (e.g., Lough et 
al. 1983; Jlger and Kellogg 1983). 

(2) The most significant positive temperature differences are observed in the 
winter months in high latitude land areas of Europe. This result has also 
been found in model and empirical studies looking at the effects of hem- 
ispheric warming on European climate. 

(3) In the winter season a negative temperature anomaly is observed in south- 
ern Europe and the Mediterranean area. Again, this has also been noted in 
other empirical studies and is shown in Figures 2.1 and 2.9 of this chapter. 

(4) A positive temperature anomaly is found in central and southern Europe in 
the summer season. This was also found, for example, in the empirical 
study of Jlger and Kellogg (1983). 

(5) Mean annual precipitation changes show a tendency for a decrease in cen- 
tral and southern Europe, the Mediterranean and the belt between 50-55" 
N. The opposite tendency is observed in the western and northern parts of 
Europe. 

(6) Summer precipitation decreases over Spain, the Balkan, Nordic, and central 
European countries. Precipitation increases over France and the British 
Isles. 

(7) Greater evapotranspiration during winter occurs along coastal areas alone. 
Greater evapotranspiration in summer is widespread over continental areas 
of central and southern Europe, which would probably greatly increase 
agricultural problems induced by precipitation decreases in these regions. 

It can be seen that the changes in potential evaporation also have different ten- 
dencies in different seasons and regions of Europe. 

2.4. Discussion 

Statistical analysis has shown that there are significant relationships between the 
annual average Northern Hemisphere temperature and the frequencies of some of 
the main types of atmospheric circulation over Europe. This result is not unex- 
pected, since earlier studies have shown relationships between changes in hem- 
ispheric temperature and changes in surface and upper air pressure distributions 
(e.g., van Loon and Williams, 1976). 

On the basis of the empirical relationship, it is possible to calculate the 
changes of the frequencies of circulation types assuming a 1" C increase in hem- 
ispheric temperature. The circulation types corresponding to the assumed 1' C 
increase of hemispheric temperature resemble the circulation types that occurred 
in seasons during the past 50 years that are known to have been warm - particu- 
larly the end of the 1930s. 

This empirical approach to scenario development has the advantage of pro- 
ducing internally consistent and physically plausible scenarios. The chain of rea- 
soning from hemispheric temperature change to change in the frequency of atmo- 
spheric circulation types, to changes in the distribution of temperature and 












































































































































































































































































