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Preface

Wee felt it before in sense; but now wee know it by science.
Edward Misselden (1623)

The collective effort reported in this volume is the outcome of the diffusion
of the idea of diffusion as a fundamental process in society. The considerable
number of disciplines represented here indicates the weight of the problem
area. The editors are to be congratulated for their initiative in drawing
together present thinking at a vivid meeting, now also in print. An old-
timer in the business has not much to add. But maybe some things, bearing
in mind that a Preface is a celebration and not a review.

As always with ideas it is hard to identify those who first gave shape
to the idea of diffusion. In a general sense it is probably an observation as
old as human self-reflection that groups of populations exchange ideas and
copy habits and implements from each other. Sometimes it has even been
recommended, as a Chinese proverb suggested millenia ago, “If you want to
become a good farmer, look at your neighbor”.

A scholarly interest in the matter emerged toward the end of the last
century. Friedrich Ratzel’s Anthropogeographie II (1891) is one of the early
landmarks. Ratze] spent much time studying archeological and ethnographic
artifacts and pondered about the causes of their geographical distribution
before they ended up on the shelves of museums. The dominating view at
the time was that societies inevitably progressed, from simple to complex
stages, almost like growing organisms. According to this belief, tools and
habits of similar shape found among different populations indicated that
they were at the same stage of a unilinear evolution.
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Ratzel disagreed with this view, “Life is movement” and “Man is rest-
less,” he exclaimed. But more than that, he also found order in the changes
and movements. He recognized centers of creation each exhibiting a radial
spread. Since Ratzel was also the father of the concept of Lebensraum (later
to become so disreputable) he could easily have said that life comprises mul-
tiplication and expansion. There are close relationships between diffusion
and invasion.

Ratzel entertained quite realistic ideas about social responses to innova-
tions.

Some things are readily adopted and thus spread fast. It is naturally those
which are necessary or comply with the inclinations of people, whereas what
is difficult and toilsome is dropped and forgotten. Narcotic stimulants have
fast conquered large areas. Consider how widely tobacco, betel, and spirits
have spread. Then the diffusion of effective weapons is surprising. They
compete with spirits not only in today’s Africa but made their way equally
fast into old America.

In some respects restless man does not seem to have changed preferences
during this century. However, qualitatively and quantitatively we now live
in a different world, reshaped by wave after wave of innovations.

At the same time as Ratzel carried out his studies on human cultures
with biological analogies, the French scholar Gabriel Tarde saw things from
a social psychology vantage point. In Les lois de l’imitation (1890) he saw
society as the sum total of invention and subsequent imitation. And he
pointed out that only a tiny fraction of all inventions were actually imitated
and became collective property. In this respect things are not different today.
Research into the mortality of inventions would be an interesting complement
to studies of diffusion. In technology, at least, it would not be impossible to
do this.

At the turn of the century the time was not yet ripe for quantitative
answers to questions concerning diffusion. Nor were efforts at predicting
the agenda. It did not occur to scholars that contemporary observations
could reveal something of general interest with reference to their problem.
Gradually, however, the mood changed. In his book Cultural Change (1928)
F.S. Chapin made frequent use of the “curve of cumulative growth”, bor-
rowed from demography and epidemiology. He may not have been the first
to do so, but since the 1920s the S-curve, with its many empirical and mathe-
matical varieties, has been the favored device for describing and interpreting
innovation diffusion.
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Work in the spatial tradition of Ratzel and his generation has been more
restricted. The reason is perhaps that it is more time-consuming to pin down
events place by place than it is to take time-series data from statistical
publications. In addition the mathematical treatment of space and time
phenomena is a lot more cumbersome. Many would probably argue that
space is less relevant in our present era of high physical mobility and easy
global communication than it was in former times. However, to my mind
there is more to space than mere distance. Only maps can show where
items under study are missing. This might also reveal something about
both causes and consequences. In the higher topology of networks we still
have, in all likelihood, centers of creation and structured channels of spread.
The “niche” is also a spatial concept as it refers to society’s ability to provide
“room” for the specific kind of “choreography” every new device requires.
But to give empirical substance to such dimensions is clearly very difficult.

One can think of many reasons why it is important to understand the
forces behind diffusion. One obvious reason is the use that people in public
policy and industry can make of improved methods of prediction. A more
purely academic reason is that the spread and nature of innovations can cast
light on the structures and workings of cultures and societies.

A further reason — I believe the most important in our present historical
situation — is the increasing necessity for global and national policy makers
to concentrate on such innovations that put the world on the road toward
sustainable development. This task must be tackled not only by UN res-
olutions and national legislations. Real implementation entails widespread
dissemination of new values and new tools and materials. Careful selection
of normative centers and suitable designs for inviting niches are required in
order to enlist the needed support of market forces.

Rigid planning is out these days. The time has come for the art of caring
about the content of innovations and guiding their diffusion.

Torsten Hdigerstrand
Lund, Sweden
November 22, 1990






Introduction

The adoption of innovations is at the core of the dynamic processes un-
derlying social, economic, and technological change. Diffusion phenomena
occur at different hierarchical levels of society and on different temporal
and spatial scales; they are all-embracing, starting at the micro level of
products and processes and continuing up to large pervasive systems and
infrastructures, sometimes enveloping certain forms of social and political
organization. Consequently, the timing, duration, and patterns of innova-
tion diffusion vary greatly. A deeper analysis of diffusion processes often
reveals increasing levels of complexity and a multitude of interdependencies
and nonlinear feedback mechanisms.

Considerable progress has been made in understanding the nature of dif-
fusion processes and their underlying driving forces both theoretically and
empirically. Many studies have been published during the last few decades
that deal with technological and social diffusion processes. New theories
of innovation diffusion have been proposed and numerous case studies have
been analyzed. More recently, diffusion analyses have been applied to aid
strategic business decisions and planning activities. It is therefore fair to say
that both theories and applications have established a new body of knowl-
edge that is being used more widely in a variety of ways: to explain the
process of social and economic change and restructuring, to integrate tech-
nological change into economic theory, and as a policy tool. In view of
the importance of this research area an international, interdisciplinary con-
ference on Diffusion of Technologies and Social Behavior was held at the
International Institute for Applied Systems Analysis (ITASA), Laxenburg,
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Austria, in June 1989, to review the results of diffusion research, to dis-
cuss the value and usefulness of accomplished work, and to identify future
research directions.

The aim of the conference was to stimulate future research and to en-
hance the integration of various diffusion research disciplines. The range
of disciplines represented at the conference included physics, engineering,
economics, political science, sociology, management science, history, and ge-
ography. In addition to researchers, the 91 conference participants from 16
countries included practitioners engaged in public and private policy making
and marketing. The individual sessions were devoted to a review of diffu-
sion theories, including spatial and temporal approaches, economic theory,
and sociology; an overview of empirical case studies of both product and
process innovations; and applications of diffusion studies for strategic policy
formulation. The conference concluded with a summary session addressing
the major open questions of diffusion research and possible future research
strategies. The contributions to this volume are representative of the confer-
ence presentations!. The Conference Program and List of Participants are
included at the end of the book.

Chapter 1 by Jesse Ausubel gives a comprehensive summary of both the
individual contributions to the conference and the discussions. It provides an
excellent insight into the complexity of diffusion phenomena. On a general
note Ausubel raises the issue of what constitutes “diffusion-oriented policies”
and notes the importance of heterogeneity between technological options,
economic agents, and their expectations of the future which often appear as
a prerequisite for evolution. He stresses the need for multiple perspectives,
for the exploration of several paths in both the analyses and policies that
deal with diffusion phenomena, for more cross-cultural comparisons, and he
lists some of the issues that remain on the research agenda. Ausubel raises
the question of whether by “looking at the patterns of the patterns” some
meaningful taxonomy or classification can be attempted in order to identify
and eventually explain differences and similarities of diffusion processes.

In Chapter 2, George Modelski and Gardner Perry III present an inter-
esting answer to two vital but difficult questions: How much democracy is
there in the world? Is there a regular pattern to the global spread of democ-
racy? These are very timely questions in view of the encouraging process

'A smaller selection of conference papers entitled “From Democracy to Chain Saws:
New Perspectives on Innovation Diffusion” is to be found in a Special Issue of Technological
Forecasting € Social Change 39(1-2), March-April, 1991.
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of liberalization and spread of democracy in Eastern Europe and certainly
very apt for a conference held in Laxenburg, Austria, the crossroads between
East and West. The authors estimate that in 1986 approximately 40 percent
of the world population was “democratic,” with a projected increase to 50
percent shortly after the year 2000. By adopting a long-term perspective,
democracy is analyzed as a superior “technology of collective choice,” the
spread of which is seen as a pervasive diffusion process. Pronounced discon-
tinuities with peaks and setbacks are “strewn along the way,” but the overall
upward direction of the process is clearly demonstrated. However, it may
take another 100 years or so before the majority (90 percent) of the world
population will live under a democratic social and political order.

William Peirce (Chapter 3) analyzes diffusion processes from a regional
perspective focusing on the “single Europe” and the possible effect of in-
ternational integration on promoting or retarding innovativeness. He argues
that a single market and the removal of national barriers within the Commu-
nity would yield benefits from economies of scale and promote competitive-
ness, while some institutional rigidities would tend to exacerbate inefficient
policies, abet the reformation, and augment the strength of existing distri-
butional coalitions. The author argues that governments can remove some
barriers by improving the general environment for diffusion and by taking
specific measures to encourage technological change. However, he empha-
sizes that it is not clear that they have much direct influence on adoption
decisions and that it is generally difficult for any government to accelerate
diffusion processes. This finding may be the reason why some studies show
similar diffusion rates in dissimilar countries and periods of time.

Harold Linstone demonstrates in Chapter 4 the limitations of reduction-
ist approaches in systems research and the gap that exists between mod-
els and real-world decisions. He argues for the augmentation of what he
calls the “technical” perspective, by explicitly introducing organizational
and personal perspectives into the analysis. The chapter includes a num-
ber of case studies ranging from strategic planning to risk evaluation and
management, energy forecasting, trade deficits, and cross-cultural analy-
ses, where a multiple-perspective approach has been used. Guidelines are
provided on how to balance the description and integrate different perspec-
tives on a particular issue. He also identifies a growing mismatch between
the rates of technological and socio-institutional change and arrives at the
intriguing conclusion that “even the most advanced countries continue con-
fronting 21st-century technology with 19th century institutions.”
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Linstone refers to information technology as a unique diffusion factor, the
degree and speed of which will affect the diffusion of all other technologies.
This idea is extended in Chapter 5 by Dirk-Jan Kamann and Peter Nijkamp
stressing in particular the importance of information exchange (external and
internal learning) and of the role of informational and social-spatial networks
in the diffusion process. The authors analyze the intricate relationships
in the “triangle” of technology, economy, and space within a given socio-
cultural setting. They are critical in determining the development trajecto-
ries that in turn shape new conditions for technological progress and spatial
dynamics. The latter are path-dependent and marked by nonlinear evolu-
tionary patterns of growth and decline that sometimes seem to accompany
each other even within the same region or sector. Spatial differentiation and
diversity in the selection environment are the cause of social-spatial networks
which serve as potential channels of diffusion between actors. The authors
conclude that network cooperation between actors creates a synergetic sur-
plus which is largely appropriated by those actors who dominate other actors
or even entire network segments.

The next two chapters give an overview of the evolving perspectives and
models developed to analyze diffusion processes from two different disci-
plines — marketing (Chapter 6) and economics (Chapter 7). Both address
many common concepts and issues, e.g., “externalities” such as market in-
tervention, or more generally, the role of institutions and policies in diffusion
processes.

Chapter 6 by Vijay Mahajan, Eitan Muller, and Frank M. Bass reviews
the evolution of marketing diffusion models since the pioneering work of
Bass in 1969. A common characteristic of all models is that they analyze
diffusion after the turbulent (cf. Chapter 9) selection phase of new ideas and
innovations. The authors analyze the salient characteristics and the appli-
cations of the main models, and investigate ways to make them theoretically
more sound and practically more effective. Eleven areas are considered to be
particularly suitable for extensions and refinements. The authors also high-
light the importance of interaction and experience sharing between firms
and diffusion analysts to further validate diffusion models and enhance their
usefulness.

In Chapter 7 Giovanni Dosi gives an overview of innovation diffusion
research from the perspective of evolutionary economics. The discussion fo-
cuses first on the economics of R&D, highlighting in particular the dichotomy
between the partly public good nature of information and the “tacitness”
of cognitive structures, skills, and capabilities guiding inventive activities.
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Departing from a number of “stylized facts” concerning diffusion the author
then gives an overview of the hypotheses underlying diffusion models in eco-
nomics. These are related, inter alia, to the questions of the heterogeneity
of potential adopters, to their behavior and decision procedures, and to the
nature of the dynamics of technological and economic change. A taxonomy
of diffusion models is developed based on a two-dimensional classification
(equilibrium versus disequilibrium dynamics and optimizing versus institu-
tionalized behavior of the adopters). In particular the chapter highlights the
merits of evolutionary approaches based on principles of self-organization
(cf. Chapter 8) for modeling diffusion processes involving various forms of
increasing returns, circular feedbacks between innovations, or diffusion en-
vironments where “rational behavior” is not only empirically unlikely but
also theoretically impossible to define. The chapter concludes by identify-
ing a number of broader macro issues and challenges for diffusion research
which may bring together economics, history, social disciplines, and policy
analysis.

The next three chapters describe the dynamics of selection and diffusion
mechanisms from an evolutionary perspective and demonstrate that inno-
vation adoption processes are governed by interdependence (e.g., between
demand and supply), heterogeneity in expectations and appropriability con-
ditions, and a multitude of nonlinear feedback mechanisms.

Gerald Silverberg (Chapter 8) emphasizes an important dimension of
the evolutionary nature of diffusion phenomena - the path-dependency and
self-organization of collective behavior in the innovation adoption process.
He shows that a unique “optimal” payback period for innovation adoption
may not exist independent of market structure and pricing strategies, and
he demonstrates the basic nature of collective behavior that may lock an
industry into alternative combinations of locally stable payback periods and
consequently different adoption patterns among economic actors. He bases
these conclusions on simulation “experiments” with an evolutionary model of
market competition and incremental technical change. The model illustrates
that the dynamic appropriability of an innovative strategy is a function of
the rates of learning, both internal and public. He shows that S-shaped dif-
fusion paths at the macro level result from diversity in technological design,
individual behavior, and uncertainty about and interdependence between
the actions of economic agents and their effect at the micro level.

In Chapter 9 Sergei Glaziev and Yuri Kaniovski present a stochastic
model of the uncertainty and random fluctuations prevailing in the early
phase of diffusion processes. It has been frequently argued that one of the
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conditions for “take-off” of diffusion is the emergence of standardization
and a dominant design. Thus, it is particularly important to elucidate the
conditions and dynamics underlying the selection mechanisms in the early
diffusion phases. The authors treat two sources of uncertainty in this early
phase concerning the characteristics of technologies and the market. The
model clearly illustrates that adopters can influence but not predetermine
the final outcome of the selection process under conditions of uncertainty.
Yet, it is exactly this highly turbulent environment and diversity of expecta-
tions that shape and “lock in” the future characteristics of technologies and
strategies of adopters.

Ove Granstrand presents a diffusion model in Chapter 10 where the orga-
nizational units representing users and producers of technology are explicitly
coupled in order to incorporate the interdependence between the demand
and supply sides of diffusion processes. The model considers both diffusion
(entry) and substitution (exit) processes. Interesting insights are provided
into the complex dynamics of (unstructured) subpopulations in terms of the
interactions between buyer and seller populations that are subjected to a
stream of innovations. At the macro level, conclusions are similar to those
that emerge from the evolutionary modeling approaches: diffusion is a result
of complex, nonlinear dynamics and the interaction of a diverse number of
subpopulations of potential adopters.

The remaining chapters are concerned with specific case studies that il-
lustrate innovation diffusion from the macro down to the micro level. They
illustrate the pervasiveness and universality of diffusion phenomena under-
lying the processes of techno-economic and social change.

The chapters by Gerhard Rosegger and Sergei Glaziev analyze diffusion
in the context of technology transfer, the former from the perspective of a
single economic sector and the latter from the perspective of a whole na-
tional economy. Both papers illustrate that the interrelatedness between
technological, institutional, and organizational settings account for many of
the differences in the rates of technology diffusion and changes in competi-
tiveness.

Gerhard Rosegger (Chapter 11) examines interfirm cooperation in the
global automobile industry and the function of such partnerships in promot-
ing the transfer of technology. He shows that the mature American automo-
tive industry used partnerships with foreign rivals as a strategic instrument
for the diffusion of innovations originally introduced into imported vehicles.
It is demonstrated that this particular catch-up strategy on the product
side did not succeed in closing the performance gap (between the American
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and the European and Japanese products). This illustrates that “corporate
culture” and organizational styles (e.g., attitudes, routines, and standard
operating practices) may require channels other than those through which
individual, capital-embodied techniques are diffused, and that the “Japanese
approach to manufacturing” cannot be copied but must be learned in con-
text. The short-run benefits of promoting diffusion through cooperative
agreements may be overshadowed by the longer-run loss of innovative capa-
bilities or, as Rosegger provokingly states, there is a danger of “forgetting
by not doing.”

Sergei Glaziev (Chapter 12) introduces the notion of interrelatedness of
whole clusters of technological, infrastructural, and organizational innova-
tions. This aspect of interrelatedness, which has become familiar under the
concept of socioeconomic paradigms is demonstrated using a principal com-
ponent approach to describe technological change and diffusion in a number
of market and centrally planned economies. The author illustrates that dur-
ing the post—World War II period there was a simultaneous development of
successive generations of technology clusters in the USSR. In view of the
current restructuring efforts of perestroika, the author argues that an oppor-
tunity window exists in such transitional periods representing an “advantage
for the backward.” By a careful assessment of the emerging new directions,
technologies, and growth sectors, optimal strategies for closing the technol-
ogy and productivity gap could be developed by “surpassing without over-
taking.” Appropriate institutional and organizational reforms, however, are
a precondition for redirecting investments and the future orientation of the
economy as a whole toward newly emerging key industries.

The chapters by Charlie Karlsson and by Maryellen Kelley and Har-
vey Brooks analyze innovation diffusion in manufacturing industries. Both
examine the diffusion of technology from the perspective of the structural
characteristics of adopting firms. In particular, they focus on the size of the
firm, external linkages, and information channels.

Charlie Karlsson (Chapter 13) analyzes the characteristics of firms in the
engineering industry that were early adopters of information technology in
two peripheral regions of Sweden. In addition to the influence of firm size on
adoption date, he also studies other pertinent characteristics. The results in-
dicate the importance of direct and indirect information channels of external
and internal learning and appropriability conditions for the early adoption of
technologies. More generally, the chapter also presents conclusions regarding
regional technology and innovation policies stressing that both information
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channels and skill levels of the labor force can be promoted by appropriate
government policies.

In Chapter 14, Maryellen Kelley and Harvey Brooks analyze the fac-
tors that influence the adoption of programmable automation by American
manufacturers based on a recent survey of more than one thousand estab-
lishments. They show that there is a wide range of “incentive structures”
between metal-working and machinery manufacturing. Differences in firm
size appears to be the most important factor in explaining the range of
adoption rates. Other important factors include external linkages and the
network participation of firms. In fact, well-connected small firms tend to
demonstrate higher adoption rates. Conversely isolated, small firms tend to
rely on traditional techniques. One way of promoting diffusion would be to
strengthen the linkages between economic agents by appropriate institutional
arrangements that enhance external learning and learning by doing,.

The next five chapters analyze more traditional economic and techno-
logical factors such as cost and performance in determining diffusion rates.
Whereas the previous two chapters have shown that the social and insti-
tutional dimensions of innovation diffusion are difficult to treat in terms of
“standard” diffusion models, the next five chapters show that it is often diffi-
cult to apply simple univariate analytical tools to more traditional diffusion
measures such as market shares.

John Tilton (Chapter 15) analyzes the process of material substitution
from the perspective of technology diffusion and from the more traditional
perspective that emphasizes the role of relative material prices. He stresses
that the two approaches are not mutually exclusive, but that the technolog-
ical change view provides a better understanding of the dynamic processes
that operate over longer time scales. He describes the American beverage
container industry, where very dynamic and complex temporal patterns in
material substitution for beer and soft-drink containers have resulted in six
different container types competing simultaneously for market shares. This
also illustrates the inadequacy of simple S-shaped models to describe mul-
tiple innovation diffusion processes. An important finding is that while a
price rise over a limited range may have little or no effect on demand, once
the price increases beyond some threshold level it may stimulate the intro-
duction of a new technology that shifts the demand curve downward. This
indicates that material substitution should be most pervasive in those appli-
cations experiencing rapid technology change and that significant changes in
the prices of competing materials would enhance the substitution process.
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Dominique Foray and Arnulf Griibler (Chapter 16) deal with another
important conceptual and methodological area of diffusion research: the
definition of the object diffusing, its interaction with the technological en-
vironment in which it is embedded, and the transformation it undergoes
during its diffusion. To this end, the authors introduce the concepts of
“technological neighborhood” and “distance” derived from a morphological
analysis of the entire technological space for a particular function. This then
serves as a methodology for defining competing technological routes, illus-
trated for the case of non-ferrous casting processes in the FRG and France.
The authors illustrate the critical importance of small initial market niches
providing the ground for experimentation and learning within the industry.
Although initially inferior to its competitors, this allows a new technology
to escape from a “lock-in” situation, become competitive, and diffuse into
a larger market. The authors conclude by presenting an evolutionary tree
developed to describe the changing nature and characteristics of technologies
during diffusion.

Robert Ayres and lke Ezekoye (Chapter 17) describe the complex in-
terplay of competition and complementarity in the adoption of tetraethyl
lead as an antiknock additive in gasoline. They show that it is difficult to
apply the standard “life cycle” model of technological evolution in the con-
text of complex systems that often portray nonlinear dynamic behavior and
self-reinforcing “lock-in” mechanisms. In particular, the authors investigate
possible explanations for the failure of antiknock additives to displace crack-
ing as a means of raising gasoline octane (or vice versa). They demonstrate
that technological substitution in the petroleum-cracking processes followed
similar patterns as shown by Tilton (Chapter 15) for material substitution:
simultaneous competition and a sequence of process replacements. However,
petroleum cracking and production of additives have not been substituted
for each other but have instead maintained a complementary character. The
economies of adoption apparently favor this’complementarity rather than the
replacement of additives by further petroleum refining. The authors note
another important difference between the two technological routes: while
cracking evolved rapidly, tetraethyl lead additives remained static until reg-
ulation forced a change.

Arnulf Griibler (Chapter 18) introduces a further degree of complexity in
describing temporal and spatial patterns of diffusion processes. Using several
case studies ranging from merchant marine propulsion systems to raw steel
production processes he demonstrates that observed diffusion processes often
cannot be described in terms of a single (simple) diffusion curve. Also the
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importance of any individual driving force such as relative costs, prices, or
technical change is not only different in the various phases of the diffusion
process but also in successive technological generations. Therefore, diffusion
phenomena and their driving forces need to be analyzed in a larger context,
e.g., as elements of so-called “techno-economic paradigms” that constitute
a hierarchy of cross-enhancing and related diffusion clusters. He therefore
proposes a classification scheme for assessing the importance of diffusion
processes: the longer a diffusion process lasts the more pervasive it would be
in terms of its social and economic impacts. He concludes that the transition
from one “cluster” of innovation diffusion to the next generates pronounced
discontinuities in the longer-term evolution of our socioeconomic systems.

Chapter 19 by Nebojsa Nakic¢enovi¢ discusses the linkages between indi-
vidual diffusion processes that constitute a whole “cluster” associated with a
given techno-economic regime. Based on the characteristic time constants of
diffusion processes the chapter demonstrates that the time span between the
start of diffusion in leading and lagging countries tends to decrease as the
whole cluster matures. However, the leaders achieve higher adoption levels
than the followers roughly in proportion to the time lag in introduction. This
catch-up effect and its relationship to the adoption level are illustrated on
the basis of the evolution of transport infrastructures and systems in several
countries. A comparison of the evolution of transport systems in the United
States and the Soviet Union indicates that the catch-up effect also occurs
over longer periods, spanning three successive generations of diffusion clus-
ters. These conclusions about the focusing of the diffusion clusters toward
saturation are, of course, only tentative. It is suggested that a taxonomy
and classification of hierarchies within each cluster could be a possible route
toward determining the driving forces behind the clustering effect observed
in the samples presented.

The following two chapters by Theodore Modis and Alain Debecker and
by Paul Diederen and colleagues deal with diffusion phenomena in a rapidly
expanding part of the economy: the service sector. Chapter 20 by Theodore
Modis and Alain Debecker analyze an often neglected but important “oppo-
site” to diffusion: the mortality of products. Using experience drawn from
a very dynamic and rapidly expanding industry they report that the life
cycles of computers are shortening considerably: 1 to 2 years for some mod-
els. Their modeling approach to determine product life spans (as opposed
to sales life cycles only) is particularly appealing in its duality of growth
and mortality formulations in the form of a convolution function. One of
the most interesting findings emerging from their study is the difference in
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computer mortality: models phase out at the same time as their techno-
logical generation becomes outdated. This “accelerating” mortality of the
later models of a particular generation provides an interesting symmetry to
a similar phenomenon in the clustering of diffusion processes discussed in
the previous Chapter.

Paul Diederen together with René Kemp, Joan Muysken, and Rombout
de Wit report in Chapter 21 on the results of a larger study of techno-
logical change: employment and skill formation in Dutch banking. First
an overview is given of new information technologies applied to banking
and other related technological and organizational innovations. A model is
then introduced that analyzes the diffusion of these new technologies based
on the notion that technological change involves a learning process so that
the availability of a more profitable technique does not automatically im-
ply that it will be used immediately. Diffusion takes time because different
techniques will be employed at each moment to produce a certain mix of
services. These are captured in the model by the concepts of technological
distance, efficiency barrier, competitive power, and pressure. The case study
illustrates that technological change is a result and consequence of learning
and adjustment processes. For example, the change in the handling of ac-
counts from the traditional product-oriented approach to “custom banking”
has repercussions for the whole nature of the business and especially on the
skill requirements of human resources.

The next two chapters illustrate the social dimension of diffusion phe-
nomena. Chapter 22 by Jonny Hjelm focuses on the change of skill require-
ments in Swedish forestry as a consequence of the diffusion of the motor-
driven chain saw. While this had far-reaching consequences and fundamen-
tally transformed the nature of the whole industry, the salient point is that it
was the forest workers themselves who originally financed and bought chain
saws to increase productivity. In fact, the diffusion of the chain saw was only
one component of the overall process of structural change in the industry;
another important accompanying institutional change was the introduction
of the piece-rate wage system. Under this wage system any savings resulting
from productivity increases due to innovation diffusion tended to increase
the intensity of work. Hjelm’s analysis deals explicitly with the social context
into which any diffusion case is embedded, an aspect too frequently ignored
in many diffusion studies. It stresses the collective nature of the process of
technological change and the uncertainty and interdependence of individual
adoption decisions.



XX Diffusion of Technologies and Social Behavior

Chapter 23 by Emilio Casetti and Cindy Fan returns to the origins of
diffusion studies: the spread of epidemics. Their analysis illustrates the
importance of spatial differentiation and contexts in diffusion phenomena
and deals with the spatial dimension of the spread of AIDS at the regional
level (Ohio, USA). In contrast to the other chapters, the importance of the
social and behavioral changes that are necessary to slow down the spread
of AIDS is stressed: a “diffusion” process that is not based on voluntary
adoption decisions. The authors use a spatial polynomial expansion method,
focusing upon variation in the temporal growth patterns of AIDS in response
to population densities. The results from this regional analysis illustrate
the importance of social and infrastructural networks in the spatial spread
of the disease. On an optimistic note, the authors observe that the rate
of increase in AIDS cases has started to slow down, pointing to the fact
that increasing awareness and modification of individual behavior are crucial
factors in controlling the spread of this epidemic.

The concluding chapter is by Cesare Marchetti, one of the pioneers of
diffusion research. It is a very personal contribution; it annotates his pro-
fessional preoccupation with diffusion phenomena for almost 20 years. It
demonstrates the pervasiveness and universality of the phenomena that other
contributions in this book have tried to embrace from a wide range of dis-
ciplinary, modeling, and empirical perspectives. Ranging from the process
of technological and economic change to transformations in the social fab-
ric and cultural traits, Marchetti describes diffusion phenomena as fractal
in nature “branching out into the universe.” Perhaps it is true that our
understanding of the deeper underlying mechanisms of the process of tech-
nological, economic, and social change is still fragmented and insufficient.
But as Marchetti says, the phenomenon is of true universal importance and
holds the key to striking “a deeper level of truth.”
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Chapter 1

Rat Race Dynamics and
Crazy Companies: The
Diffusion of Technologies
and Social Behavior

Jesse H. Ausubel

1.1 Introduction

How and why do technologies spread when and where they do? What are the
implications and consequences for the structure, wealth, and management
of human organizations? These expansive quections were the subject of the
presentations and discussions of the International Conference on Diffusion of
Technologies and Social Behavior, summarized in this chapter. The chapter
is organized under the following headings: empirical regularities; theoret-
ical issues; predictability; roles of time and space; definition of niche and
innovation; selection dynamics; role of marketing; social aspects of diffusion;
globalization of diffusion processes; and applications of diffusion. While the
chapter treats some questions for policy in both the public and private sec-
tors, it emphasizes research needs and opportunities in the diffusion field.



2 Diffusion of Technologies and Social Behavior

The conference represented a convergence and a maturation of studies
of diffusion. A great range of disciplines was represented from both the so-
cial sciences and the natural sciences. There were geographers, historians,
economists, sociologists, psychologists, and political scientists. There were
physicists and mathematicians. Along with researchers, there were also prac-
ticing engineers and managers. The conference was made more special by
the participation of several of the modern pioneers of the exploration of dif-
fusion, including Torsten Hagerstrand, Harold Linstone, Cesare Marchetti,
and Robert Pry, people who have facilitated diffusion research over the years
and provided many of the ideas on which the conference was built.

The first point to address is why the group came together. The an-
swer is the importance of diffusion as a key process in social and economic
change, made powerfully evident by the growing and widespread recognition
of regularities of diffusion processes.

1.2 Empirical Regularities

In a sense, the conference, like diffusion research itself, had an empirical ori-
gin and a phenomenological orientation. Each discipline, each group of re-
searchers, discovered, somewhat independently, diffusion phenomena. One of
the most satisfying aspects of the conference was the presentation of data on
newly charted diffusion processes. There were examples of resins and plastics
from Vladimir Falzman from the Soviet Union and examples in transport by
Veniamin Livshits, also from the Soviet Union. There were two examples on
AIDS. There were examples from Oskar Ullman from the Federal Republic of
Germany in the solar energy area. There were examples on automated bank-
ing from the Netherlands (Paul Diederen and René Kemp), electronic mail
from Sweden (Tomas Astebro), chain-saws from Sweden (Johnny Hjelm),
and Catholic saints from Italy (Marchetti). George Modelski presented the
spread of democracy as a global diffusion process. The multitude of exam-
ples is most important. One of the significant features of the conference was
the recognition that there is in fact now a large library of cases of diffusion,
perhaps 3,000 cases that are well-documented and quantified.

One of the major tasks for diffusion research for the next years is the
meta-analysis of ensembles of diffusion processes analyzed in the various
disciplines. Can one undertake some meaningful taxonomy or classification
of the many examples? There might be various criteria, for example, the
time constant of diffusion processes (the so-called “At”). Other facets to
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examine might include relationships of clusters of technologies, relationships
of levels in the system, and pervasiveness of phenomena, as Roberto Vacca
suggested at one point. The job is to look at the patterns of the patterns:
to compare countries, to compare industries, and so forth, according to their
characteristic forms and configurations of technological innovation and diffu-
sion. The objective would be to identify and eventually explain differences,
similarities, and congruences of diffusion processes and their causes.

Whatever discipline one comes from, we all now have a rich empirical
library on which to draw. There is, however, a need to make this library and
its raw data more accessible.

1.3 Theoretical Issues

While there is excitement and satisfaction with the construction of the empir-
ical base, there is considerable questioning of the adequacy of the theories
resting upon the data. In each field, theoretical models have been devel-
oped. For example, in economics new mathematical approaches to treat
the complex dynamics of diffusion and selection processes and the collective
behavior of economic agents were presented by Giovanni Dosi and Gerald
Silverberg. They also referred back to earlier contributions in economics
by Josef Schumpeter, Edwin Mansfield and others. In geography, theories
and models of Hiagerstrand and others were mentioned. Vijay Mahajan pre-
sented an overview of diffusion models from the perspective of marketing and
management science. New models were shared at the conference as well, by
Heinz-Dieter Haustein and in a paper by Ove Granstrand. But, one senses
that there is considerable dissatisfaction about the theoretical base. We do
not feel able to explain the phenomena well. We do not feel we understand
mechanisms.

At the same time, there seems to be an acceptance of a vocabulary for
talking about the phenomena. The vocabulary is largely derived from the
field of biology. There is not too much debate about the usefulness of the
biological metaphor. Harvey Brooks presented the metaphor clearly and suc-
cinctly, describing principal features of the evolutionary process as generally
understood in life sciences and extending them to the seemingly inanimate
world of technological objects. Other biologically-derived ideas were pre-
sented as well, for example by Michael Sonis who suggested examining the
usefulness of the competitive exclusion principal and principals of collec-
tive behavior, not based on optimization. There were other suggestions of
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this kind, but certainly no field represented seemed to be satisfied with its
theoretical base.

At a general theoretical level, I was reminded of the statement by the late
Elliot Montroll, a well-known American physicist, from 1978, that “Evolu-
tion is a sequence of replacements” (Montroll, 1978). That statement is, for
the most part, consistent with research presented in the conference. There
may be some examples to contest, but Montroll’s assertion is the kind of
theoretical hypothesis that might be used generally in diffusion studies. It
also reminds researchers of the limits of focusing on only a single diffusion
process in which a new technology replaces an old one. As Arnulf Griibler
emphasized, evolution is composed of a series of interlaced and multiple
diffusion processes, characterized by various driving forces and adoption en-
vironments.

Among the most promising directions for the search for theory appears
to be the field of communications, as well as biology. In communication, the
aspect stressed was networks. Networks were raised in different forms by
several speakers, for example, Kirk-Jan Kamann and Peter Nijkamp from
the Netherlands. Gerhard Rosegger, talked about a particular type of net-
work, the curious mix of formal and informal alliances that give shape to the
global automobile industry. Hagerstrand mentioned the need to research the
architecture of social communication and relayed the wonderful quote, “First
I make friends, then I make business.” There were also the AIDS examples
(Emilio Casetti and Cindy Fan), which stressed very much the importance
of networks. Here is an area in which the existence of networks, the revealing
of social networks over the last few years as the epidemic has spread, has
been readily apparent. Illumination may come from understanding commu-
nication in more detail, as manifested in spatial and other characteristics of
networks.

The question of networks is intimately linked to the question of people’s
behavioral rules. A relevant insight comes from The Book of The Courtier,
by Baldesar Castiglione, one of the first advisors to policy makers (Cas-
tiglione, 1528). Castiglione did not emphasize analytic processes in explain-
ing diffusion. “Usage is more powerful than reason in introducing new things
among us and in blocking out old things and anyone who tries to judge of
perfection in such matters is often deceived.” That was published in 1528.
Perhaps, as Marchetti would say, the rules of the game do not change very
much.

The need to understand the filtering and acceptance of messages evokes
a remark about causality. There was discussion at the conference, and I will
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return to this later, about the meaning of space or location. Ake Ander-
son raised the issue of space. Students of philosophy may remember that
the 18th century Scottish philosopher and historian David Hume had three
principles of causation: first, temporal precedence of cause over effect; sec-
ond, spatial contiguity; and third, constant conjunction. In the context of
diffusion, it may be useful to revisit ideas about causation from philosophy
and other fields. What are the underlying principles and requirements for
the reproduction and spread of technology?

As mentioned already, another field which merits a careful diffused look
is biology. It is clear that there are exciting developments going on in the
life sciences that bear both directly and indirectly on diffusion. Within the
discipline, there is a highly developed vocabulary of passive and facilitated
diffusion, active transport, and membrane inhibitors. There is also poten-
tially relevant work with regard to the role of messenger chemicals (of course,
the messenger RNA). In neurosciences, there have been fascinating discov-
eries about so-called cell adhesion molecules that also transfer messages and
guide cell-cell interaction.

Vladimir Rudashevsky commented in the conference that diffusion is a
process of mutual exchange. That statement can certainly be fruitfully re-
flected upon by our biologist colleagues, who would probably agree and have
many examples at the cellular and genetic level. Back at the level of human
society, Marchetti made the remark that people diffuse in and out of scien-
tific and other sectors based on the rates of difficulty and success in finding
new things. As the effort to develop a theoretical basis for diffusion studies
continues, individual researchers must look beyond their own disciplinary
borders to areas of communication theory, biology, and other fields.

There was much discussion about the importance of diversity. Diversity
again recalls biological issues, this time those current in the vast undertaking
proposed to map the human genome. Most biologists think that much of the
genome may contain little information, or is junk as the mappers sometimes
say. There may be only particular segments, or sequences of genes, that
are vitally important. There may be some metaphors here with economic
and social processes that are worth exploring. Dosi and others noted the
importance in economics of the heterogeneity of preferences, expectations,
and competencies, and that the heterogeneity is required for evolution. What
seems to be true at the genetic level needs to be understood and appreciated
better at the economic and industrial levels.

Now this seemingly inefficient evolutionary model introduces some awk-
wardness for traditional economic theory. It runs counter to some of the
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preferred assumptions in economics for the last three or four generations
about perfect information, rationality, and existence of equilibria. Another
aspect that came through quite clearly in several talks is that the role of
prices from a diffusion point of view is unclear. Prices convey certain kinds
of information and send certain signals, but their roles and causal function
from a diffusion perspective would seem to be less important, especially in
the early phases of diffusion, than mainstream economic theory would say.
What emerges is the importance of specific history, captured in the phrase
that Brian Arthur (1988) has popularized and that was mentioned by several
speakers, including Yuri Kaniovsky, “path dependence.”

Castiglione was an early supporter of path-dependency. Let me share
another quote, which relates to some of the marketing questions discussed
in the conference. “Custom often makes the same things pleasing and dis-
pleasing to us. Whence it comes about that customs, dress, ceremonies,
and fashions that were once prized become despised and contrariwise the
despised become prized.” History matters. Where you are will affect where
you will be the next day. Where you are now is determined by where you
were before. You do not and cannot reshuffle all the cards everyday.

Continuing on these general issues of methods and theory, certainly one
of the debates is about the literal use and exercise of curve-fitting. Many
examples of curve-fitting are seen in the diffusion literature. There are sim-
ple examples taken from biology, the growth-to-limits behavior of bacteria.
There are the Fisher-Pry competition models. There are the multiple sub-
stitution models. There are logistic functions, Gompertz functions, and
modified exponential functions. There are also questions raised about the
applicability of each kind of curve-fitting to each case. Moreover, does the
curve-fitting in practice usually apply to cases that are so simple as to be
trivial? There is no resolution of that debate, other than to say, use a model
that makes sense and enjoy the fact that some simple relationships are deep
and important.

1.4 Predictability

The sight of good fits of data and the scent of a theory raise hope of pre-
dictability. There was disagreement in the conference about the extent to
which understanding of diffusion enhances ability to predict. A majority was
on the positive side, saying there is quite a lot of predictability, but there
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were several strong caveats. Haustein reported one example where predic-
tion based on a diffusion theory failed. Was it a failure of diffusion theory
in general or of a particular model or application? Robert Ayres presented
a possible counter-example in the area of motor fuels, where the product
under study did not follow a simple S-shaped path. John Tilton shared the
problems of using diffusion for prediction in multiple substitution, with a
case of six competing kinds of beverage containers. How strong are current
tools in the face of real world complexity?

At the same time, there were promising papers about methods in pre-
dictability. Vacca and Valerio Franchina presented a method which is a
virtually completely automatic procedure using triplets — three data points,
including early data points out of the chaotic, turbulent, initial phase of
technology innovation — to estimate growth processes, and showed several
striking examples, excellent fits. They say it appears to be a more objective
process than others that have been employed. Alain Debecker also presented
some interesting rules of thumb about the accuracy of prediction, certainly
handy for practitioners to use. The prerequisite for most analyses though
is that the process already has to be visible, signalling to the human eye.
There has to be a reasonably high level of signal. The crystal ball cannot
be completely empty or cloudy. There has to be a reasonable number of
data points in it. Underlying any look into the crystal ball are diverse views
about the extent to which natural and social systems are chaotic, tending
toward certain forms of (self-) organization, or more strongly deterministic.

1.5 Time and Space

The question of predictability naturally raises the question of time. Follow-
ing is a quote from another distinguished physicist, Robert Herman. Back
in the late 1940s and early 1950s, Herman and Ralph Alpher were responsi-
ble for predicting the background radiation of the universe, the black body
radiation, which led to the Big Bang Theory. This was certainly a discovery
that would reinforce the arrow of time. Herman is said to have commented
subsequently, “Time is the disgusting coordinate of the universe.” The con-
ference participants heard a lot about time, mostly as a strict clock ringing
the hours of diffusion.

Scientists who build models of the global climate talk about processes,
like the changes in the ice caps, as having slow physics and other processes,
like formation of thunder clouds and storms, as having fast physics. Social
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processes may also be said to have slow and fast physics. While transporta-
tion infrastructures spread over intervals of fifty years or more, as shown by
Nebojsa Nakicenovié, clothing fashions diffuse worldwide in a few months. In
fact, it was suggested by Griibler that diffusion processes have a hierarchical
structure, perhaps a fractal structure. Alternatively, there is a continuum of
parameters on short and long time scales. To what extent is there measur-
able structure within the temporal dimension of technological diffusion?

Perhaps the most widely discussed feature of temporal diffusion is the
bunching of innovations. Like a baby boom there appear to be periods of in-
creased birth activity, when clusters of technologies are initiated together for
certain reasons that we may not understand. Under what circumstances are
there multiple innovations or clusters? Similarly, is there a focusing of diffu-
sion phenomena at the end of certain time periods? On the one hand, there
were proposals that there are bouquets of innovations, and on the other
hand, there are forces that act as lenses or cones that appear to concen-
trate diffusion processes. So, there are most interesting phenomena in time.
Of course, the question was raised if technological life-cycles are becoming
shorter. Is there an acceleration taking place such that each successive in-
novation spreads more rapidly? Is there an acceleration taking place within
the hypothesized 50-year long-waves or pulses of economic growth such that
innovations taking off later within such a time frame diffuse more rapidly?

Time is an important issue not only for research. Time is important
because it has implications for equity. It is not only that everybody gets
things, but who gets something first, that matters a great deal. The time is-
sues are also important for education, as was raised by Maryellen Kelley and
some others. There may be mismatching of technology diffusion processes
with the educational system. To what extent does this mismatch stem from
ignorance that might be overcome?

Returning to the issue of whether the average life-cycle is becoming
shorter, I, for one, am unconvinced by the evidence shared at the confer-
ence. It is possible there is such a shortening. However, the situation may
be confused by an increase in the number of diffusion processes. To give
an illustration, the typical supermarket in America now has an average of
18,000 items for sale, whereas 40 years ago it had 2,000 items. It may well
be that the life-span of an average product has not changed much. However,
because there are so many products, there is the illusion of acceleration.
Perhaps changes in quantity and complexity of processes are being mistaken
for an acceleration. This is a question that should be researched.
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One more question in the time area relates to the notion of appropri-
ability. This is the ability to prevent others from taking or making use of
technology without authority or right and thereby relates to the capability of
innovators to internalize some of the economic benefits of technical progress.
Appropriability was raised several times by economists. Is appropriability
just a diplomatic word used by economists for the control of diffusion over
time? It seems to be a word that landlords would like and renters might not.

To turn from time to space, there was lively discussion about spatial dif-
fusion. Helga Nowotny asked whether, when diffusion researchers talk about
space, is the meaning of space metaphorical? The meaning appears to go
beyond traditional geographical coordinates. Anderson talked about tech-
nology dissolving the role of contiguity. Several speakers, including Lawrence
Brown, Hagerstrand, Kamann, and Sonis pointed out the need to examine
spatial and temporal diffusion together. It was said that more complete
coordinate systems are needed. This view recalls the question of networks.
Clearly, spatial issues need to be revisited.

Yet, the traditional notion of space can still be important. There is the
question, for example, of diffusion within the single Europe that is foreseen
(Charles Edquist and William Peirce). So, even as new kinds of spatial or
space/time relationships are important, space by itself may still be meaning-
ful. Anderson offered a reminder about the parts of the world that are not
included in rapid diffusion. The relationship of diffusion and development is
obviously critical. Sonis also emphasized special spatial niches, wombs, one
might say, that are needed, areas where technological innovations take hold.
The conclusion is that it would be a loss to abandon completely the study
of space as simply metaphorical or illusory.

1.6 Innovation and Niche Definition

There was forceful debate about what is an innovation and what is a niche.
Anderson warned about perils in theories based on ill-classified phenom-
ena. There was also discussion about the differences between fundamental
and incremental innovation. For example, there was debate about, what is
Computer-Integrated Manufacturing (CIM), what is a Flexible Manufactur-
ing System (FMS), what is just-in-time inventory. Are these innovations?
If not, what are the boundaries of innovations? Certainly, such concepts are
not as clear-cut as are innovations in genetics or the invention of the auto-
mobile. Modelski, with his analysis of democracy as an innovation, raised
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more generally the question of forms of government and forms of social and
institutional innovation.

The argument about niches had several facets. The work by Dominique
Foray on metal casting raised the issues of the appropriate definition of the
diffusing object and the relationship of the occupant to the niche. There
is also the important question of how to modify the niche. The fascinating
case of the car and the horse was presented. At first, the niche for the car
is replacement of the horse. Then all the horses are gone, and the niche for
the car becomes a new expanding niche which the car itself largely creates.
In short, innovations and niches are themselves interacting and dynamic.

1.7 Selection Dynamics

Analysis of the population of innovations naturally leads to the issue of
selection. Selection was addressed in a variety of ways. There is the canonical
statement from the Bible, “Many are called, few are chosen.” Mahajan said
that the rule of thumb in marketing is that 70 percent to 90 percent of all
new products fail. Marchetti said that from his studies looking earlier in
the process, one percent of innovations succeed. Then the question is, what
drives us to experiment under such bad odds? It seems crazy.

Silverberg pointed out that many innovations are inferior and more ex-
pensive than their competitors at the outset. Bruce Guile noted that perhaps
the way out is to recognize the triumph of action over analysis. Maybe some
combination of ignorance coupled with a general attitude of optimism be-
gins to explain the yearly parade of bankruptcies. Dosi and Silverberg argued
that diversity of expectations, including those that may lead to failure, are
required to explain diffusion processes. Also striking was Theodore Modis’
statement that studies done about the history of diffusion are usually the
history of winners. It is a bloody history, and Modis suggested more effort in
counting the casualties, the deaths, the lunatics, and losers. It is important
to understand more about what has happened at the end of life-cycles and
in aborted processes.

Dosi made the perceptive comment that product markets select tech-
nologies, but financial markets select firms. The two processes are not iden-
tical. There were several papers relevant in this area. A paper by Charlie
Karlsson that examined why enterprises adopt technologies emphasized in-
formation channels and frequency of exposure. In a way, his view is similar
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to a marketing perspective. Edquist looked at empirical differences in diffu-
sion within the countries of the Organisation for Economic Cooperation and
Development (OECD) and emphasized social and cultural factors. Kelley
and Brooks offered a study in the manufacturing technology area trying to
understand a particular sequence of adopters among firms. Of course, there
is the question of the role of entrepreneurs. It would seem that there are
many open questions in the area of selection.

1.8 Role of Marketing

By now marketing has been mentioned several times. Marketing is an at-
tempt to change or modify selection. Marketing people may be considered
true aspiring bio-engineers of human society. But, one may also raise the
question whether marketing matters. We saw several comparisons between
the Western economies and the Soviet Union with some strikingly similar
diffusion data. One has to ask the question, given such different marketing
and distribution strategies and channels, how is it that some results are so
similar? Perhaps marketing is the pageantry, the flags flying in the proces-
sion of the king. To use a different metaphor, perhaps it is the navigation
system for a largely pre-set trajectory. Marketing may only rarely change
the niche to be filled.

It is also important to ask how marketing changes over technology life-
cycles. Thomas Lee raised this issue well. One idea is that it is necessary
to market in pulses in order to fill successive niches, with information that
needs to be distributed through time in certain ways. There were several
comments, some flippant and others serious, about the importance of word-
of-mouth. This appears to remain the dominant way for people to communi-
cate decisively. Technologies may make the shelves of our marketplaces look
modern, but diffusion processes may show how close today’s humans are to
our chattering, oral ancestors.

Cross-cultural comparisons would help show what is deeply similar and
what is superficially different, given similar outcomes of diffusion processes.
It should be possible to do revealing comparative studies of the effects of
marketing strategies for the same products or technologies in different coun-
tries. In such studies, it would be useful to explicitly employ hypotheses
from the diffusion literature. For example, one could explore reasons that
early penetration may be associated with high ultimate levels of market sat-
uration, while cases of later penetration are associated with lower ultimate



12 Diffusion of Technologies and Social Behavior

levels of saturation, as found by Nakiéenovié in the analysis of diffusion of
transportation technologies.

1.9 Social Aspects

Quite a few participants raised the question of social factors. Everyone rec-
ognizes that the diffusion of an innovation or several innovations can have
many social effects. Several people noted that there are many causal chains
leading to an overall effect. To give an example, automobiles, which were
mentioned a number of times, replaced horses, diminished the number of
stables, and reduced the number of flies and the amount of solid waste.
They thus may have lessened somewhat the spread of communicable dis-
eases. They helped the growth of suburbs. They reduced railroad traffic
and transformed shipping. They changed the nature of the hotel business.
They diminished the employment of domestic servants. They changed mar-
keting areas. They caused international difficulty over oil resources. They
affected rural life. They made drive-in movies and new kinds of vacations
possible.

There were suggestions that more of the social dimensions of diffusion
should be explored. At the same time, Silverberg and others made the point
that social change represents the combined contributions of many inven-
tions. While the automobile made possible the suburbs, the suburbs may
also have required the telephone. What is visible is almost always the re-
sult of an accumulation of influences, in many cases of smaller innovations.
These smaller innovations are a significant part of the process. The force
of any particular invention or innovation might be quite weak. The phrase
that Silverberg used was the collective nature of technological progress. In
fact, several participants referred to the notion of development trajectories
and the concept of techno-economic paradigms consisting of clusters of in-
terrelated technical, organizational, and social innovations that has been
associated with Christopher Freeman and Carlota Perez (1988).

One issue that might be evaluated more in the future is a social, even a
moral and an aesthetic, one. Diffusion itself (or competition) has countervail-
ing effects, and the balance changes through time. On the one hand, diffusion
is a force for homogenization. On the other hand, it multiplies difference.
We have both the increase in the number of inventions and innovations, and
at the same time the possibilities for greater or wider standardization. In
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the discussion sometimes people were talking about innovation and diffu-
sion as something quite subversive that would overthrow and would change
the society. This was evident in discussions and papers of Soviet colleagues
about innovation in the context of perestroika. At other times, there was a
sense that technology and diffusion are a force of standardization, a conser-
vative force in a certain way. These offsetting tendencies might be explored
more. A starting proposition may be that fluctuation generates diversity,
but propagation leads to homogenization.

1.10 Globalization

Another social, and also political and economic, issue that was discussed
was that of globalization. This was raised by Hagerstrand, Lee, Marchetti,
and Modelski. Two aspects of globalization were talked about. There is
the global diffusion of technology, and there is the more specific process of
technology transfer between nations. Research presented indicated isolation
of technology, technological protectionism, fails in the long run. Technology
simply does diffuse globally. The question is then how much one can abet or
retard it. In the East-West context especially, are there more positive ways
to handle the diffusion of technology?

At an abstract level, the issue may be phrased, is there a widely ac-
ceptable way for nations to capture income globally that is attributable to
research and development? It appears that nations behave, or would like to
behave, much like the successful firms described in the Silverberg model. It
is therefore not surprising that there is growing international debate about
equitable and optimal national levels of investments in R&D. It is the appro-
priability question in another guise or at a higher level of the system. The
critical point is whether the diffusion of innovation and its benefits remain
ordered in a civilized way, without wars and other violent conflicts referred
to by Modelski and others.

In globalization, with regard to technology transfer, the issue is catch-up.
To what extent can the introduction and diffusion of innovations be acceler-
ated, especially to developing countries like China? Sergei Glaziev’s paper
had a good, provocative phrase, “the advantages of the backward.” There
is a need to understand better what the potential advantages of the back-
ward are. Some examples of acceleration of diffusion processes were shown;
these appeared to follow a kind of learning or experience curve in which late
adopters were spared some of the time-consuming experimentation of the
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early adopters. To what extent does this hold for sophisticated, as well as
trivial, cases?

Ultimately, it must be asked, “After catch-up — What?” It is unrealistic
to think that everybody, at some moment in future history, whether firms or
countries, will be at a relatively even point in the adoption of technologies. It
is even less realistic to expect that such parity could be sustained. Diffusion
phenomena in a way seem to be elastic, with some leaders always pulling
away, but then a pack of followers periodically coming nearer, only for a
leader, sometimes a new one, to pull away. Although not frequently, the
ordering of diffusion processes does change among nations, and the desire
to lead, to take the lead, is the essence of competition in politics, as well as
business.

To return to the status of the less developed countries, one of the trou-
bling features of the conference was that, while there is a large library of
evidence on diffusion processes, quantitatively documented cases from de-
veloping countries are scarce. The past behavior of countries like the United
States, Sweden, the United Kingdom, and increasingly the Soviet Union has
been studied extensively. In contrast, there are few data and analyses from
India, China, Argentina, and other such countries. On the empirical side it is
urgent to do more work on less developed countries. It would help crucially
to answer questions about whether and how catch-up occurs.

1.11 Applications

The last area for comment is applications of diffusion for policy, especially
in firms and the national economy. The prospects for applications were ad-
dressed by several people, including Brian Sullivan and Guile. Judgements
here are closely related to views on the predictability question. Sullivan
points out that application of diffusion methods is itself diffusion and adop-
tion. It might be called the diffusion of diffusion. Presumably there should
be a competitive edge from employing the kind of ideas and analyses shared
at the conference, at least until they reach saturation. There was debate
about whether there is a vicious circle in use of diffusion research, in that
if the information is widely publicly available, it may no longer be valu-
able. This debate resembles other debates about the value of information in
markets.

At the same time, there are broader and probably useful guidelines about
behavior related to diffusion that appear to emerge from the presentations
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and papers. For example, there is the evidence from Griibler and Nakicenovié
that late adoption is associated with fast diffusion, but a relatively low satu-
ration level. There is also evidence of seasons of saturation, when many
diffusion processes concurrently reach their culmination and create both
economic stress and windows of opportunity for initiation of new growth.
Rudashevsky explored how such macro patterns of diffusion link to issues
of restructuring or perestrotka. Thus, at a conceptual level, there may be
useful notions for policy and applications apart from specific predictions.

At the micro-level, there are, however, potentially specific applications
of diffusion analysis. Among these is the remarkably precise application
from Vacca and Franchina in the AIDS area. The question is if it would be
socially robust to accept or use such a prediction? How much should it be
relied upon? Should the health minister of Italy risk the entire government
health care system on this prediction? Would even supporters of diffusion
theory prefer to place, say, half of their resources on their own forecast and
then diversify a little? Even if one has a high level of confidence in the
diffusion-based prediction, strategically and tactically, how is it best to deal
with this faith?

Both at the macro and micro level, the system almost always seems
to keep away from homogeneity. Dosi made the playful comment that for
growth it is important to have many economic agents grossly uninformed
about the future. This appears to be a general prerequisite for evolution.
It may also assuage any fears that experts may have that everyone will
adopt or act upon their ideas. Linstone emphasized the benefits of multiple
perspectives, of exploration of several paths. Shunsuke Mori provided a
valuable caution about the extent to which one enterprise, or presumably
one nation, can effectively manage the whole process from invention through
innovation and diffusion. There may always be gaps between intention and
performance in application, whether due to inherent capability or external
surprise. The environment may be so turbulent that one is unable to pursue
a strategy over a long enough period for it to matter.

Guile stressed the delicacy of timing for successful applications of diffu-
sion analyses. He talked about possible mismatches, the need for matching
time scales, and the need for the fertility of the receptor. To illustrate, here is
a quotation about the fax machine, which has proliferated rapidly worldwide
since about 1987. “One possible extension of electrical invention ... is fac-
simile transmission. Newspapers have been thus sent from New York to San
Francisco ... Other uses of the same mechanism are for sending news pic-
tures, identifications of criminals, x-ray photographs, weather maps, signed
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documents, chemical formulae, graphs and messages in other alphabets and
symbols.” This was an exactly correct statement by an analyst, a technol-
ogy assessor, a distinguished sociologist ... in the year 1933 (Ogburn and
Gilfillan, 1933). Of course, the simple fax machine concept was 54 years too
early from the point of view of diffusion. A related cluster of innovations,
including high quality telecommunications, was required to potentiate the
fax. Certainly, timing is critical in commercial application.

Finally, in the applications area, one must raise again the question that
has been posed in the work of Henry Ergas (1987) and also raised by Edquist.
At the government level, what specifically constitute diffusion-oriented poli-
cies? Peirce wondered whether governments have at their disposal appropri-
ate policies that can influence diffusion processes at all. Diffusion-oriented
policies is a most tempting term and needs to be explored and clarified.

To conclude, let me recall two of the best phrases used in the confer-
ence. One participant (Kamann) referred to diffusion processes as “rat-race
dynamics.” Another (Dosi) commented on the necessity for “crazy compa-
nies.” Tilton asked the question what has changed in 20 years of diffusion
studies in economics and other fields. My answer is that we have sorted a lot
of order from the apparent chaos of social behavior, but have also recognized
better the necessity of disorder, and we are trapped as ever in the race. But,
as shown in Figure 1.1, our paradigm is gaining.
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Figure 1.1. Diffusion of techno-economic paradigms.
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Chapter 2

Democratization from a
Long-term Perspective

George Modelski and Gardner Perry II1

2.1 Introduction

Democracy is a mechanism of collective choice and a form of social organiza-
tion that can be considered a superior substitute for other such mechanisms
or forms of organization. As such, democracy may be expected to grow, or
diffuse, over time, amongst the world’s population, and the question posed
in the present study is: does that growth follow a regular pattern, according
to the Fisher-Pry substitution model of technological change?

Our inquiry finds that, prior to 1800, democratic development was exper-
imental in character, but it has been growing fairly rapidly since the middle
of the 19th century, generally fitting the model of diffusion quite closely. At
the present time, about forty percent of the world’s people live in democ-
racies; by extrapolation the model suggests that the democratic community
might reach the 90 percent level toward 2100.
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2.2 Democracy and Democratization

Democracy literally means rule of the people. More analytically speaking it
might be seen both as a technology of collective choice, and also as a type
of social behavior or community organization. The technical, or instrumen-
tal, aspects of democracy are best recognized in the election process, a form
of macro-decision by which a community selects some individuals to posi-
tions of public leadership. In this sense, practical democracy consists of a
number of rule-governed devices — media, parties, voting, and majority rule
- and of policies executed via working mechanisms of representation. The
substantive, or expressive, aspects of democracy, on the other hand, relate
to its characteristics of equality and freedom, and they reflect the optimum
conditions in which democracy operates effectively: a community of equals
(symbolized by one man, one vote) in which, in a state of autonomy, all
live as free individuals. The first recorded discussion of democracy aptly
combines these two aspects in the phrase “equality under law”.[1]

Democratization is the process of building, or creating, democracy. That
process, also, moves along two distinguishable, if related, paths: wherever
democratic techniques of macro-decision are discovered and spread, a process
of diffusion of these innovations occurs. Alternatively, we see it also as the
process by which democratic communities grow, via a form of clustering (or
concentration) into larger communities of democracy; for the evolution of
new types of community, too, is a form of innovation. The two processes
are obviously interdependent: the diffusion of democratic procedures will
produce no more than formal democracy unless rooted in, and nourished
by, conditions of greater equality and freedom, where procedural rights are
effectively exercised and are seen to work; a society of equality and freedom
cannot last without observing democratic procedures.

Viewed from another angle, democratization may be either intensive or
extensive. By intensive (or vertical) democratization we understand the
change in the quality of the democratic experience in a given community;
that is, we ask, how good is this particular democracy? We may wish to
judge it, e.g., by the extent of voting rights, the working of representative
institutions, or the presence of democracy at the several levels or fields of
social organization (such as national, local, political, economic, etc.). We
might also want to judge it by some general standard of perfect democracy
(analogous to perfect competition in economics). That means that nation-
states, and communities, might be seen as less, or more democratic, and that
the quality of democracy is subject to change over time, in both positive and
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negative directions. Conceptions as to what is democratic might also change,
and the point at which a given community is to be called democratic might
therefore be a variable one.

Extensive (or horizontal) democratization, on the other hand, measures
the quantitative extension of democratic communities, and their global spa-
tial reach. It asks: how much democracy is there in the world? The present
chapter addresses this question.

The process of democratization occurs in an environment (or niche) of
finite carrying capacity. We conceive of it as unfolding within the limits of
the world system, in the context of its evolution, and as part of it. That
is, democratic procedures are diffused inside a market that extends to, and
is limited by, the social organization of the human race on this planet, and
democratic communities grow as part of world system evolution. We assume
that democracy is not limited in its reach to certain regions or cultural areas
or special circumstances. Hence the limit of the process of democratization,
its potential, is the world population; however, we also need to bear in mind
that this population has been a steadily expanding one, by more than one
order of magnitude in the period under discussion.

As a set of techniques, and principles of community organization, democ-
racy is in some respect a superior substitute for other technologies and forms
of community organization. In its classic Greek form, democracy was the ba-
sic alternative to monarchy, with aristocracy an intermediate solution. In the
modern era republics and (increasingly absolute) monarchies emerged as the
two principal forms assumed by the rising nation-state. Gradually, republics
(and constitutional monarchies) evolved into democracies as substitutes for
absolute rule, or for narrowly based, arbitrary, despotic, or dictatorial forms
of organization, and they have been shown to have wide potential appeal,
on such grounds as flexibility, accommodation of variety, self-legitimating
properties, and capacity to civilize conflict. On such a view democratization
has been a process of gradual substitution of democratic for nondemocratic
forms of organization; or else as a persistent problem of choice between alter-
native and competing forms available to communities for dealing with their
problems.

Democratization is, moreover, a time-bound process. We do not expect
it to be completed, all at once, worldwide, but rather to spread in stages,
gradually, and slowly at first. We would expect it to emerge following a
series of experiments, some of which are bound to falter, and only a few to
succeed. We know that the first trials with direct democracy occurred in rel-
atively small urban communities in ancient Greece, prominently in Athens,
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ca. 500-300 BC. They did not last, but their failure was a noble one and is
remembered to this day. Another series of attempts at popular rule material-
ized in Italy, after the year 1000, among self-governing cities of which Venice
was the most successful; but there, too, most experiments deteriorated into
tyrannies, and even Venice ultimately turned into an oligarchy.

The seeds of modern democracy began to sprout after 1500 as alterna-
tives to the unfettered monarchy, which was then prevailing as the answer to
the question of the character of the modern nation-state: i.e., was the state
to have unlimited or limited powers?[2] The critical events were the wars
of religion in Western Europe after 1561: they produced both the absolute
monarchies of Spain and France, and the republican United Provinces of the
Netherlands. In limited monarchies, this republican strain went under the
banner of commonuwealth (as in John Locke’s Two treatises of government).
Helped though it was by the Venetian model, now transposed to the larger
scale of nation-states, the republican way advanced slowly at first. Eventu-
ally, it acquired a strong liberal flavor and came to be strongly tied (as in
the British case) to representative institutions.

Democratization took a leap forward in the 19th century in the form of
representative democracy. But it could not have done so without suitable
techniques of representation that had been previously devised in the repub-
lican and liberal states. That is why the achievements of the 16th—18th
centuries are an essential part of the master trend of democratization.

The propensity to view democracy from a long-term perspective can
hardly be claimed as altogether new. Having observed the American expe-
rience with Jacksonian democracy, Alexis de Tocqueville (1835, p. 9) an-
nounced more than a century and a half ago that “a great democratic rev-
olution ... is taking place in our midst” and added that some saw it as
“irresistible” because it is “the most continuous, the most ancient, and the
most permanent tendency known to history”.[3] But this revolution, if we
are to credit de Tocqueville’s term, is still in progress, and its precise shape
remains to be determined.

2.2.1 Democracy as innovation

From a long-term perspective, democratization can therefore be regarded as
a process of structural change, or innovation or, better still, as a cluster of
innovations. An innovation is an idea or practice that is new to an individual
or a community. Democracy certainly was such an idea when its techniques
originally evolved in a simple but persuasive form; it was again innovative
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in its modern version, when it had to be adapted to a larger scale of social
organization and (by continuous evolution) it has come to form a repertoire
of some complex new practices. While in the “old democracies” this inventive
aspect is apt to be forgotten, it is much in evidence in those communities
where democratic practices are still unfamiliar.

The question arises: is it not likely that democratization, as a process of
innovation diffusion, is in fact also a learning process?

We know that innovations spread in a diffusion process involving regular
patterns in social systems over time. According to Everett Rogers (1962,
p. 67) “the process by which innovations are adopted by individuals is es-
sentially a limited example of how any type of learning takes place”. More
generally, we might assume, with Cesare Marchetti (1980, p. 267), that “so-
ciety is a learning system”, that learning is “random search with filters” that
brings about lasting changes in behavior, and that such “random searches”
are characterized by logistics (a curve representing a function involving an
exponential and shaped like the letter S). Logistic functions have been used
to study the growth of human and other populations.

“A general finding of past investigations,” Rogers argues, is that the
pattern characterizing the way innovations are adopted (that is, “adopter
distributions”) follows “a bell-shaped curve over time and approaches nor-
mality. ... this type of distribution is essentially S-shaped when plotted on
a cumulative basis”.

Three reasons have been adduced why adopter distributions might be
expected to approach normality: early sociologists, including Stuart Chapin,
who studied the city manager form of government in the United States,
observed that the adoption of an idea followed a bell-shaped pattern. The
learning of individuals follows a normal curve, and the gain in learning per
trial is proportional to the product of the amount already learned and the
amount remaining to be learned before the limit of learning is reached. As
the individual learning curve is extended to the case of a social system,
experience with the innovation is gained as each successive member adopts
it. Last, the interaction effect is the process through which adopters of an
innovation influence those members who have not yet adopted; the group
pressure for adoption rises as the number of adopters increases (Rogers,
1962, pp. 152-155).

This time pattern of diffusion in turn suggests a categorization of
adopters. The simplest might be one that distinguishes between innovators,
early adopters, late adopters, and laggards. We might regard innovators as
the first 10 percent of adopters, and the next forty percent as early adopters.



24 Diffusion of Technologies and Social Behavior

At this point (50 percent, the population mean, or the flex point) adoption
ceases to increase at an increasing rate, brings in the late adopters, and
ultimately levels off for the laggards (the last ten percent).

In this chapter we shall apply one basic form of the diffusion model, the
Fisher-Pry (Fisher and Pry, 1971) model of technological substitution, on
the assumption that democratization may be considered as a competitive
substitute for other methods of social organization. Basic human needs for
organization and collective choice need to be satisfied, and democracy pro-
vides that better substitute. The Fisher-Pry model expresses that process,
and its most convenient form is the equation (Fisher and Pry, 1971, p. 77):

F/(1-F) = exp[2a(t - to)], (2.1)

where F' represents the fraction of substitution (in our case, the fraction
democratic), and 1 stands for the size of the market (in our case, the world
population). Then 2« is the slope of the curve, and ¢ (in years) is the
time constant (called by Fisher and Pry the take-over time), defined as the
number of years required to go from 10 percent to 90 percent saturation
level. The mid-point of that range (50%) is the flexpoint ¢o. Then a plot on
semilog paper of F/(1-F) as a function of time allows one to fit a straight
line through the data and make appropriate extrapolations.

In the remaining portion of this chapter we shall address the following
questions: Can democratization be shown to be a major pattern of the
world system? Might it be no more than a series of unrelated national
developments governed by local conditions? If not, then how do we document
it and what is the evidence for it? What has been the shape of (horizontal)
democratization over time?

This is a large field; for our present brief, we propose the following course:

o To operationalize the question by asking what proportion of the world
population has lived in democracies at various times since about 15007

o To further ask does this information fit the substitution (or learning)
model and, if so, what might be the implications?

For if the cumulative growth of the share of world population living in
democratic communities (that is, in the global democratic community) can
be described by a logistic-type (S-shaped) distribution (that in a semiloga-
rithmic plane appears as a straight line), then we have grounds for arguing
that democratization is a social learning process (of innovation-diffusion/
community growth).



G. Modelski and G. Perry III 25

2.3 The Data

We propose to test our hypothesis against two sets of data now available on
the population of democratic communities since about 1500. Our data on
these communities are in two parts:

(1) For the period 1800-1986 our basic source is the POLITY II dataset
(Gurr et al., 1989); the background to that collection is explained in
(Gurr et al., 1990).

The POLITY II survey covers “all independent members of the in-
ternational system”, those that have attained independence by 1975 and
whose population exceeded one million by the mid-1980s.[4] It gives, for
each such polity, an annual score of “institutional democracy”, on a scale
ranging from zero to ten. The score is constructed from three codings,
those for (a) competitiveness of political participation — via the party
system; (b) openness and competitiveness of political recruitment, that
is quality of the electoral system; and (c) constraints on the chief execu-
tive (checks and balances). There are no coded data on human rights or
political liberties.

The “institutional democracy” score is constructed by adding these
three indicators, so that party competitiveness rates a maximum weight
of three, executive recruitment via elections also a maximum of three,
and restraints on the chief executive, four. It measures the degree of
intensity of democracy for each polity.

Selected for inclusion in this survey since 1800 are all polities that
had, in any year since 1800, an “institutional democracy” score of siz and
above. There was one in 1800 (United States, with a score of seven); 14 in
1900, and 46 in 1986 (of which 29 scored 10). The most populous national
polities and their POLITY II scores in 1986 are shown in Table 2.1.

(2) For the period between 1450 and 1800 we apply the same criteria (parties,
elections, checks, and balances) and the same scoring weights and ask:
what are the polities that can reasonably be described, on these criteria,
as “democratic experiments” — that is, those exploring a variety of paths
of trial and error, at first in the republican, and later also in the liberal
traditions, all generally tending in the democratic direction.

This yields a tentative list of eight independent polities as follows[5]:
Venice (1450-1640); Swiss Confederation (1499-1531)[6]; Poland (1505—
1605) (Poland-Lithuania after 1569); the Dutch Republic (1579-1787);
Britain (1688-1800); Sweden (1718-1771); United States (1776-1800);
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Table 2.1. Major national polities 1986.*

Institutional
Democracies Score Others Score
India (M China (1)
United States (10) U.S.S.R. (1)
Brazil (M Indonesia (1)
Japan (10) Nigeria (0)
Germany, F.R. (10) Bangladesh 1)
Italy (10) Pakistan 0)
United Kingdom (10) Mexico 3)
France (10) Vietnam 4
Thailand (8) Philippines no data
Egypt 3)
Turkey 4)
Tran 2)

Parentheses show POLITY II institutional democracy scores for 1986.

*Populations (49 million or greater) exceeding 1 percent of the world total in 1986, arranged
in descending order of size. Polities shown here account for 75 percent of the world
population.

France (1789-1799). Each rates a score of at least four on the POLITY
IT scale; a somewhat lower threshold is used to take into account the
experimental character of these early cases. Only two (Britain and the
United States) remain in 1800, which is a time of crisis amidst global
war, and only the United States carries over to the POLITY II survey,
where it rates a seven. Britain keeps a score of four until 1837.

The data on democratic communities are then combined with population
figures, for the relevant communities, and for the world, based on McEvedy
and Jones (1978) and other sources cited in Perry (1987). The populations
are those of the metropolitan territories, and do not include dependencies.

2.4 The Analysis

Table 2.2 summarizes in Part (a) the data for the period 1450-1800, basically
the era of the innovators. The period up to about 1750 is one of experimenta-
tion, with a world share of population (fraction democratic) ranging between
one and two percent. The same data are presented graphically in Figure 2.1,
Experimental Democracy; the trend line fits the data with a correlation (R?)
of 0.7.[7]
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Table 2.2. World population fractions (fraction democratic).

No. of F

polities (x 100) F/(1-F)
(a) Experimental Democracy
1450 1 0.05 0.0005
1500 2 0.24 0.002
1550 2 0.78 0.008
1600 3 1.96 0.020
1650 1 0.37 0.004
1700 2 1.11 0.011
1750 3 1.56 0.016
1790 3 4.74 0.050
1800 2 1.87 0.019
(b) Institutional Democracy
1800 1 0.58 0.006
1810 1 0.74 0.008
1820 1 0.93 0.009
1830 3 1.37 0.014
1840 3 3.88 0.040
1850 6 7.52 0.081
1860 7 5.43 0.057
1870 10 6.75 0.072
1880 13 11.56 0.131
1890 12 11.91 0.135
1900 14 12.32 0.141
1910 15 13.07 0.150
1920 29 20.63 0.260
1930 26 18.33 0.224
1940 15 11.35 0.128
1950 29 34.45 0.526
1960 41 41.32 0.704
1970 37 36.43 0.573
1980 43 38.07 0.615
1986 46 39.61 0.656
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Figure 2.1. Experimental Democracy (1450-1800).

Table 2.2, Part (b), summarizes the data for the period 1800-1986, the
era of the early adopters. The same data are presented graphically in Figure
2.2, Institutional Democracy; the R? of the trend line is 0.915. But starting
the analysis in 1837 (Figure 2.3) yields a trend line with a somewhat lower
growth rate.[8]

The American and the French Revolutions launch, after 1776, the stage
of early adoption, even though the American Revolution is, in the first place,
seen mainly as a republican achievement, and the French Revolution soon
loses its democratic character. But the democratic trend takes off strongly in
the mid-19th century, moves past the 10 percent range, and in the late 20th
century approaches the flexpoint. This theoretical half-way mark, when 50
percent of the market could be expected to be saturated with democratic
practices, is, for Figure 2.3, the year 2003; the actual fraction democratic
was approaching the 40 percent level in the late 1980s.

The overall directionality of the process is unmistakable. But the process
is not unilinear; both peaks and setbacks are strewn along the way. The
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Figure 2.2. Institutional Democracy 1800-2000 (1800-1986 data).

early record, the (a) series, shows two peaks (in 1600 and in 1790) each
followed by declines, when the proportion fell as compared with the preceding
decades. In the more detailed and more recent series (b), we observe four
abrupt increases; a major spurt beginning with the years 1837 (when Britain
enters), and going on to 1877 (when France enters), 1918-1921 (post-World
War I), and 1945-1950 (post-World War II). A perceptible decline marks the
years after 1930 and World War II. In other words, democratization shows
fluctuations in a generally upward movement; the fluctuations are due to
lumpiness (when large countries become — or cease to be — democratic); the
process is also adversely affected by global wars.

2.5 Discussion

Our test has been conducted with two sets of data, but with the same clas-
sification and scoring. Should other data become available, using somewhat
different criteria of democracy, such as those incorporated in the annual sur-
veys conducted by Freedom House after 1972 (see Gastil, 1989a and 1989b)
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Figure 2.3. Institutional Democracy 1825-2125 (1837-1986 data).

and that also give additional weight to civil or political liberties, then the test
must obviously be replicated. It appears though that these two particular
surveys are not that dissimilar in their rankings. For the year 1986, the dif-
ference between the POLITY II and the Freedom House surveys, expressed
in fractions democratic, as shown in Table 2.3, is only 2.4 points.

Our analysis shows that the cumulative growth in the fraction of the
world’s population that comprises its democratic communities conforms to
the Fisher-Pry model. Is this no more than a descriptive finding? How might
we explain this unexpected regularity?

For such an explanation (as already indicated), we reach to theories deal-
ing with innovation diffusion and learning, phenomena that in societal di-
mensions and in long perspective might best be viewed as collective evo-
lutionary processes. Democratization is a pervasive process of structural
change at the global level that effects a host of other developments and
serves, indeed, as an envelope curve for most of what we commonly view
as technological and economic innovation. It is also a long-range process,
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Table 2.3. Two surveys compared.

Fraction Democratic (percent)

Survey 1986 1988
POLITY 11

(Institutional Democracies) 39.6

Freedom House

(Free Countries) 37.2 39

The differences between the two surveys are chiefly due to the following discrepancies in
ratings. Thailand, Malaysia, Sudan, Zimbabwe, South Africa, El Salvador, and Guatemala
rate six or higher on the POLITY II scale, but are coded only partly free by Freedom
House; Honduras, Bolivia, and the Dominican Republic, coded free by Freedom House, do
not make a score of six in POLITY II for 1986. Included as well in the Freedom House
listings are a score of very small countries that do not meet the POLITY II population
criteria.

Accounting for the change between 1986 and 1988 in the Freedom House fraction is mostly
the movement of the Philippines and Korea (South) from partly free to free status.

with a time constant on the order of 200 years. If the trend line for “in-
stitutional democracy 1800-1986” is extrapolated into the future, the world
will be passing the 90 percent mark in 2075 (Figure 2.2); if we take as our
guide the analysis that treats the current pulse of democratization as having
begun in the mid-19th century, and we extrapolate our data starting with
1837, then the 90 percent level is attained in 2117 (as shown in Figure 2.3).
Either way the status of democratization as a major evolutionary process is
unmistakable.

The process has, in the first place, the aspect of the diffusion of a tech-
nology of collective choice, and can be easily understood as such. The wide
dissemination of improved artifacts of life (or better mousetraps) is, after
all, one of the most obvious facets of civilization. It can be studied, for
example, by asking who are the experimenters and the innovators, how are
they followed by early adopters, and how do they come to be engulfed in
the great majority. It can also be studied by establishing the mechanisms
and conditions facilitating or obstructing diffusion: proximity, similarity, or
opportunity for interaction.

The process might also be viewed as one of community formation: one by
which cooperation gradually evolves into more stable and institutional forms,
first by trial and error experimentation, and then by a species of clustering
(or nucleation), which via coalescing, branches out into structures of global
cooperation. This second aspect, about which we know less than about
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diffusion proper, makes it clear that the process must be a slow one because
communities change only at a deliberate pace and grow but gradually.

What lends stability to this process, and credibility to our extrapola-
tions? Might it not be said that the Fisher-Pry model assumes an un-
changeable environment, whereas changes are bound to affect future struc-
tural change in unfathomable ways?

Democratization is one of a family of global, collective, evolutionary
processes.[9] Other members of that family are the Kondratieff wave, and
the long cycle of global politics. The Kondratieff, with a time constant of
more than 50 years, governs global economic innovation and exchange. The
long cycle, with a period of just over 100 years, and centered on the roles
of global leadership and challenge, shapes the structure of global politics
(Modelski, 1987 and 1990). These are coupled processes that are mutually
reinforcing, jointly ensuring a dynamically stable development.

The role of global politics in all this is essential. The mechanisms of
diffusion and clustering are set in motion by the long cycle. In that pro-
cess the role of global leadership has served as a source of innovation and,
via demonstration effects, as a center of innovation diffusion, as well as the
nucleus of the emerging global democratic community. From the success
of nation-states performing that role (the Dutch Republic, Britain, and the
United States) has sprung the process of reinforcement that is essential to
learning (the key to which is the proposition that reinforced behavior becomes
more frequent). The world powers have been the preferred models of imita-
tion, and, successively, the centers of gravity for community organization.[10]
When these centers, at times, ceased to hold (as in the 1930s or about 1800,
and in the 1670s or the 1580s), the prospects of democratic organization
dimmed. The long cycle of global politics, itself a learning process, inter-
meshes with, supports, and in turn derives strength from the evolution of
the global democratic community (Modelski, 1987 and 1990; Huntley, 1980).

Viewing democratization in long perspective has enabled us to see it
as the slow and gradual substitution of republican, liberal, and democratic
regimes for monarchical, absolutist, and dictatorial (or autocratic) forms of
government and society. The question might be asked: do we expect this
process to reach some form of equilibrium between democratic and dictato-
rial (or autocratic) forms, or should we look forward to the steady expansion
of democracy through its entire global market, that is through the bulk of
the world’s population?

Our view inclines toward the latter interpretation, and significantly on
grounds having to do with the present phase of global politics that calls
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for worldwide “socialization”, or “civilizing” of conflict. If global nuclear
war is indeed unthinkable, then alternatives to it need to be put in place.
The obvious forms of such socialization, or civilizing, are the forms that
have been nurtured in the emerging democratic community. Those which
democracy has been substituting for, forms of absolute and dictatorial rule,
have been too closely linked to the origins of the global wars of the past and
do not offer a sound basis for development, or for dealing with other global
problems including environmental ones. It is from within the democratic
community that substitutes for global war as a mechanism of collective choice
are likely to emerge, and it is from within this mechanism that new forms
will materialize that will be the substance of competitive substitution in the
future.
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Notes

[1] In Herodotus’ The Histories (Book 111, 83) (written ca. 450-430 BC), where it
is compared and contrasted with monarchy and aristocracy. Writing a century
later (in Politics 111, 7), Aristotle added new distinctions to these terms but,
like Plato, he also put a negative spin on the term democracy.

[2] Early modern writers on politics were familiar with the concept of democracy
from classical sources; prominent examples include Niccolo Machiavelli (Dis-
courses, 1531), Gasparo Contarini (1599) (whose book on the Venetian con-
stitution originally published in 1543 quickly became a classic of republican
and constitutional thought), Andrzej Frycz Modrzewski (1551), Hugo Grotius
(1600), Thomas Hobbes (1651), John Locke (1689), Jean-Jacques Rousseau
(1762), James Madison (1787), and Immanuel Kant (1795). But they all saw
it as direct democracy and doubted its practicality, except perhaps for small
states (Rousseau), and might have been influenced by the negative spin put
on it by Plato and Aristotle; in a republic, on the other hand, they saw at
work the principle of representation, together with the idea of commonwealth
(a whole body of people united by common consent to form a political commu-
nity, a res publica). For Madison a republic was “a government in which the
scheme of representation takes place” and it was to “modern Europe” that the
“great principle of representation” was owed (The Federalist, Nos. X, XIV).
Not until the publication of Democracy in America in 1835 did the concept of
democracy regain wide acceptance, and this time, in a representative form.
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(3]

[4]

[6]

[7]
[8]

[10]
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Woodrow Wilson (1918, p. 35) wrote that “democracy seems about universally
to prevail. Ever since the rise of popular education in the last century ... the
spread of democratic institutions ... promise(s) to reduce politics to a single
form ... by reducing all forms of government to Democracy”. When James
Bryce (1921, pp. 24, 42) posed the same question: “whether the trend toward
democracy ... is a natural trend due to a general law of social progress” his
answer was less sanguine: “although democracy has spread ... we are not yet
entitled to hold ... that it is the natural and therefore ... the inevitable form
of government”.

This means that a number of small communities (such as Barbados, Belize,
Kiribati, Malta, Solomon Islands, etc.) have thus been omitted, many of which
are democratic.

Cf. Cole’s (Cole, 1987, p. 88) table of “Liberal Regimes in the World System
since 1600” to which two earlier cases have been added: Venice (factions, elec-
tive chief executive, checks on chief executive by Grand Council) and Poland-
Lithuania (factions, elective chief executive, checks on chief executive by Diet;
described in Reddaway et al., 1950, p. 440, as “Gentry Democracy”). Portugal
ca. 1500 might be a borderline case (proto-parties, limits on chief executive),
as well as Florence (1494-1512). This listing is entirely tentative and is meant
to highlight representative trends at the national level of organization rather
than draw up an exhaustive and definitive inventory of free and self-governing
communities.

The Swiss Confederation, emerging out of the Everlasting League of 1291,
became virtually independent from the Empire in 1499. By 1513 it consisted
of 13 cantons, the government of some of which, including Schwyz, Uri, and
Unterwalden, was a form of direct democracy (by an assembly of all male
citizens of full age). By 1531 (war of Catholic cantons against Ziirich) religious
conflict divided it and “common action became impossible” (Langer, 1972), yet
this did not exhaust the persuasive power of the Swiss example. Such models
were a source of inspiration, i.e., for political writers in the Dutch republic ca.
1600.

The equation for the trend line in Figure 2.1 is y = 0.009z - 19.6.

The equation for the trend line in Figure 2.2, Institutional Democracy 1800—
1986 is y = 0.025z — 49.6. The time constant At (10-90 percent) is 176 years;
the flexpoint is 1987, and 90 percent is reached in 2075. Calculating a seven-
year moving average raises R? only slightly, to 0.919. For the years 1837-1986
only (Figure 2.3), the regression line is y = 0.019z - 38.54, and the time
constant is 228 years. The 10 percent level was reached in 1889; the flexpoint
is 2003, and 90 percent saturation is reached in 2117; R? is 0.893.

Writing in 1795, Immanuel Kant proposed the hypothesis of a self-organizing
social process tending to bring about the condition of perpetual peace via, e.g.,
the creation of republican regimes.

For a study of the post-1945 growth of the “Atlantic-Pacific” system as a basis
for a community of democracies, see Huntley (1980).
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Chapter 3

Innovation and Diffusion in
a Single Europe:
Institutional Structure and
Industrial Prospects for the
European Communities

William S. Peirce

3.1 Introduction

The recent flurry of motion toward the goal of a Single Furope (at least for
the 12 members of the European Communities) has been marked by consid-
erable optimism about the effects of the elimination of internal barriers on
the economy of the European Communities (EC). Indeed, the high expecta-
tions of economic gains are inseparable from the progress toward integration
because the expected economic gains are a principal benefit that compen-
sates for the costs of conveying some control over national ways of life to the
strange quasi-government of the EC. Because the integration process will
cause some losses in the national individuality that people value, progress
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toward integration would be unlikely to occur if people did not expect eco-
nomic gains.

The initial economic effects of integration do offer prospects for real
gains (Cecchini, 1988; ECC, 1988). These include such direct benefits to
consumers as the reduced prices that can be expected when the slightly dif-
ferentiated products of national monopolists are subjected to more intense
competition from rivals in other nations. In addition, there is the hope
that the larger market will permit longer production runs and economies
of scale. Rationalization of production in a smaller number of plants spe-
cially designed to capture economies of scale might be expected, but that
evokes consideration of the pain of closing the inefficient plants. Moreover,
the US and Japanese firms that are building plants in the EC because of the
attractions of the single market or the fear of possible European protection-
ism, may speed up the diffusion of technology. Of course, border crossing
formalities themselves consume resources, and these losses can be greatly
reduced.

More to the point of this chapter, however, is the hypothesis of Mancur
Olson (Olson, 1982) that jurisdictional integration reduces the power of some
of the existing distributional coalitions or rent-seeking groups, which try to
use the powers of government to redistribute income or wealth in their own
favor. One of Olson’s examples was the original Common Market of Six,
which did seem to have had a more dramatic influence on economic growth
than could be explained with the tools of static economic analysis. This
experience was consistent with the idea that opening the borders destroyed
some of the power of the distributional coalitions that had worked closely
with the separate national governments to obtain benefits at the expense
of poorly organized groups, including consumers and taxpayers (McCormick
and Tollison, 1981; Olson, 1965). Not only can consumers benefit directly
when a redistribution is eliminated but, more important, if the payoff for
trying to obtain redistributive favors is reduced, more effort will be devoted
to productive activities.

That argument raises the more general question of whether the gains
from integration consist of a one-time improvement in consumer welfare
(perhaps realized over a decade or two), or whether the benefit also includes
an increase in the long-term rate of economic growth. In the Olson argument,
that depends, in part, on the speed with which the interest groups can
reorganize to suit the new political arrangements and thereby resume their
redistributive successes. This is a point to which we will return in a lates
section.
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In the long run, of course, growth in consumption per capita is limited
by the growth in productivity, which leads to the question of whether ju-
risdictional integration will lead to more rapid adoption of innovations. It
turns out that this is related to rent-seeking behavior, but that takes us
too far ahead of our story. The immediate question is whether any aspect
of integration, including the diffusion policies that may be adopted by the
EC, will lead to more rapid productivity increases in the long run. It is not
clear that this is a reasonable expectation, given our knowledge of the diffu-
sion process, the political process, and the instruments that are available to
government to influence diffusion.

One crucial aspect of this is the effect of jurisdictional integration on
competition. Most discussions have focussed on the competition among firms
and have, correctly, stressed that expanding the size of the market permits
the market to include enough firms to yield the advantages of rivalry without
eliminating the possibility for firms to enjoy economies of scale.

The other form of competition, however, is competition among govern-
ments, analyzed in a different context by Backhaus and Wagner (1987),
which prevents the development of extremely inefficient laws. As the juris-
diction increases in size, it faces less stringent constraints on its behavior
because those who bear the costs of inefficient laws find it harder to escape.
If the Netherlands or Austria passes an inefficient law or operates with an
institutional structure that is conducive to inefficiency, the damage is lim-
ited by the fact that the small country must export to survive and laws that
make that impossible are quickly amended in formal or informal ways.

As long as relatively open borders are nearby, individuals will contrive
to buy goods in the cheapest market and move capital to the least repressive
environment. As the national boundaries within the EC are increasingly
opened to the movement of goods, labor, capital, and firms, the economic
powers of national governments will therefore be increasingly constrained.
Perhaps this process will lead to a libertarian Economic Community, but
in view of the traditions in most of the member countries it seems more
plausible that the locus of regulatory activity will shift to the EC level. Since
the constraints on the repressiveness and inefficiency of government and on
its redistributive activities are relaxed as the jurisdiction becomes larger,
the net effect could be an increase in inefficient regulatory and redistributive
activity.

Much of the discussion of innovation and productivity in the European
Communities refers to the United States and Japan as large, innovative
economies. One might, however, turn to the USSR, instead, and see a large
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economy that has had difficulty in introducing rapid rates of innovation and
an increase in productivity. The point, of course, is that the specific institu-
tional factors, in addition to the size of the market, may have something to
do with the initial adoption and the rate of diffusion of innovations.

The European Communities have a very peculiar political structure.
While that structure can be explained historically, it sets limits on what can
be done efficiently by that quasi-government. In particular, the structure
of the EC abets the reformation of the distributional coalitions. That fact
combines with the attenuation of international competition by integration
to produce a situation in which most of the instruments by which govern-
ments have tried to speed up innovation and diffusion become ineffective or
counterproductive. The following section develops this topic further.

3.2 The Instruments of Diffusion Policy

Ideally a list of instruments of diffusion policy would be based on a well
developed theory of diffusion. This list has less ambitious origins in obser-
vations about the actions of governments that have influenced diffusion or
been adopted in an attempt to do so. However, if one examines a compre-
hensive framework for factors influencing diffusion rates, such as that given
by Rosegger (1986), it would appear that the direct interventions of govern-
ment play a relatively limited role. That is also an implication of studies
that show similar diffusion rates in dissimilar countries and times.

It would obviously be possible for the EC to refrain from an active dif-
fusion policy; it could allow all innovation to be determined by the “animal
spirits” of the entrepreneurs combined with whatever policies the individual
member countries choose to adopt. As the EC pursues integration more
actively, however, the range of policy choices for member nations will be re-
stricted to a subset of those observed by Vickery and Blair (1987). Moreover,
a passive approach by the EC to diffusion is not consistent with the expec-
tations that have been raised or with the traditions of most of the countries
involved.

3.2.1 The background for diffusion

Diffusion is a complex process, and it may be that some of the general
measures that governments can take to improve the environment for tech-
nological change and investment are as important as direct approaches. For
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example, in some circumstances an effort to improve the technical capac-
ity of the population by a major educational investment could increase the
rate of diffusion of technological innovations. In the case of Western Eu-
rope, however, the common complaint has been that the results as measured
by industrial innovation are not commensurate with the investment in high
quality scientific and technical education. Moreover, under current plans,
the educational systems will remain the responsibility of the national gov-
ernments, so the EC has little positive influence on this variable.

Indeed, the influence of integration on education could become negative
for two reasons. First, the tax competition, discussed in the next paragraph,
places all expenditures under increasingly heavy pressure. Second, countries
will not capture the full returns from investments in education because some
of the benefits spill over to other countries as the educated people move.
Any countries that have been concerned with a “brain drain” in the past
will find that the increasingly open borders within the EC will exacerbate
the problem.

Roughly similar comments apply to the other set of background mea-
sures, the general measures designed to increase the profitability of invest-
ments or of research and development in particular. The traditional tech-
niques include such manipulations of the corporate tax law as tax credits for
investments and rapid depreciation (US Congress, 1985). These, of course,
cannot be EC measures because the EC has no corporate profits tax. More-
over, the national governments are beginning to yield to competitive pressure
to reduce corporate tax rates, which is part of the phenomenon that has been
called the “Delawarization of Europe” (Aretz, 1988). One result of a reduc-
tion in tax rates is to reduce the value of tax breaks for specific activities.
Of course, governments can, and do, subsidize investments directly, with-
out using the tax mechanism. This, too, is likely not to become a general
activity at the EC level because of the large costs and the political prob-
lems involved. At the national and local level, where such activities have
been common, governments are now encountering opposition from the EC
because such subsidies interfere with the completion of the internal market.

3.2.2 Targeting public spending toward diffusion

In addition to improving the general environment for diffusion, governments
can take more specific measures to encourage technological change and the
diffusion of innovations. The most direct method is to subsidize research and
development expenditures, but this does not necessarily lead to innovation,
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to say nothing of diffusion. Nevertheless, governments have difficulties in fo-
cusing resources very far along the spectrum that begins with pure research
and ends where the innovation has become a routine investment. If the dif-
fusion stage is defined as what happens after the first commercial adoption,
then any direct subsidy of the diffusion process raises the question of why
a subsidy is necessary if the project is worth doing. Innovation, even after
the first adoption, is risky, but much of this risk reflects the real difficulties
and ignorance surrounding an innovation, so it is not clear that efficiency is
served by allowing the costs to be borne by anyone other than the decision
maker. Payment of a share of the costs by the public sector can be justi-
fied only if there are external benefits from adoption or if the public sector
decision makers are better informed than are the people in the enterprise.
Neither condition seems likely in most cases.

The other difficulty with direct aid at the diffusion stage is that it is
likely to be very expensive. The EC does not have a large enough budget to
do much of this. Moreover, any national efforts at direct subsidy would be
called into question in the interests of maintaining a “fair” internal market.
Quigley’s analysis (Quigley, 1988) of decisions by the Commission (ECC,
1971-1985) suggests that, as a rough rule, subsidies for research and devel-
opment are acceptable to the Commission, while subsidies for operations are
not. It would require an unprecedented degree of bureaucratic subtlety to
subsidize only the innovative aspects of new investments and to defend the
decision rules before the Commission.

The experience with the ESPRIT program is illustrative of some other
problems that can be expected with EC programs of this sort (Sharp, 1987;
Sharp and Shearman, 1987). ESPRIT subsidizes precommercial research in
information technology, so one could argue that the results are not directly
applicable to diffusion. Nevertheless, there are certain structural features
that would be relevant for any direct subsidy program. In particular, at
this stage in the process of European integration the political problem of
geographic distribution of any subsidies must be considered explicitly in the
legislation or implicitly in the administration. This has been a continuing
theme of personnel policy in the Commission, the Common Agricultural
Policy, and, of course, regional policy where, as late as 1987, 45% of the
population of Germany lived in assisted areas (EC, 1987).

The technique for handling this in ESPRIT was to require that each
project involve firms or other organizations from at least two EC countries.
This helps to solve the political problems of geographic distribution and
especially of integration, but it makes the program inaccessible to small
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firms, as Sharp and Shearman (1987) noted. A study by Mytelka and De-
lapierre (1987) found that only 34% of the ESPRIT projects for 1983-1985
did not involve the 12 major electronics firms that helped devise the pro-
gram (ICL, GEC, Plessey, AEG, Nixdorf, Siemens, Thomson, Bull, CGE,
Olivetti, STET, and Philips). Many of the other participants were also very
large firms from other industries. Moreover, to the extent that ESPRIT
really does change the patterns of cooperation on research and develop-
ment, one might raise the question of whether the Communities will gain
any economic benefits. Studies by Hagedoorn and Schakenraad (1988) and
Valls-Pasola and Valles (1988) have indicated that European firms are more
likely to cooperate with firms from the USA than with firms from other Eu-
ropean countries, and presumably this reflects the best business judgment
about long-term costs and benefits. Of course, it is to be expected that when
government uses an instrument of policy to pursue a non-economic goal, the
performance of purely economic measures of success will suffer.

In addition to making direct grants, a policy which is better suited for
research than for diffusion, governments can speed the diffusion process for
some products by specifying them in the requirements for products pur-
chased by government (Katz and Phillips, 1982; Levin, 1982; Mowery and
Rosenberg, 1982). One of the classic examples of this is the assistance given
to the computer and electronics industries in the USA, not only by research
contracts, but also by specifications for military and space systems that
pushed firms beyond what was routinely available (Flamm, 1987 and 1988).
However, the EC itself does not purchase enough to make much difference.
The traditional sector in which to hide activities related to research and de-
velopment is the military, both because it has a large enough budget to dwarf
most research activities and because opponents traditionally have found it
difficult to argue against military strength. The member countries have
enough government procurement to influence diffusion, but are now under
EC pressure not to use procurement as a device for favoring domestic pro-
ducers. The case that has attracted a great deal of attention recently is
the relationship between national telephone companies and the producers of
telecommunications equipment.

3.2.3 The government as a regulator

The powers of a government as a purchaser are limited by its budget, while
the powers of a government as a regulator are limited only by imagination.
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There is no doubt that governments can have substantial effects on the dif-
fusion process through regulation. In the most direct cases, it can require
or forbid particular products or processes. The interesting cases are more
complex than, for example, the requirement that seatbelts be fitted in auto-
mobiles that results in the diffusion of seatbelts. If the requirement is that
automobile emissions be reduced to a particular level, the regulation does
not specify a technique, but it serves as an inducement to adopt particular
methods of meeting the regulation. Such regulations are usually adopted
in the name of health, safety, or the environment, so one would not expect
them to improve standard economic measures of productivity. As the EC
takes on more of these functions from the national governments, however,
some have hoped for indirect improvements in productivity.

The reasoning here is straightforward. If each country has a set of regu-
lations that covers the same items, but does so in ways that differ, eliminat-
ing the country regulations and replacing them with one set of regulations
for all twelve countries would contribute to efficiency in a variety of ways.
Competition, as viewed by any consumer, would increase because any item
manufactured in any part of the EC could be sold in any other part. Man-
ufacturers could expect longer production runs for the standard product
that met specifications throughout the EC. Furthermore, the design prob-
lem would be simpler when new models were introduced if only one set
of regulations had to be met. Pelkmans (1987) analyzed past and present
practice in the EC regarding technical harmonization.

It would seem, however, that providing the consumer with more choice
and the manufacturer with longer production runs may not be fully consis-
tent. One must make some specific assumptions about the rationalization
process, the elasticity of demand, and the value to the consumer of different
types of product differentiation to show that benefits are fairly general in
the short to intermediate run. In the long run, of course, the larger market
should permit economies of scale for the surviving producers; and consumers
should benefit from lower prices if the surviving producers compete with one
another or with imports.

Before proceeding to consider the implications for diffusion, however, it is
necessary to examine one of the crucial assumptions. Is it likely that moving
regulation from the level of the country to the level of the EC will keep
the total amount of regulation unchanged? Tumlir (1983) noted that the
amalgamation of national agricultural policies into the Common Agricultural
Policy produced a more inefficient transfer scheme covering more crops than
any of the separate national policies. Similarly, the process of negotiating
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health, safety, and environmental regulations may result in more detailed
coverage of a greater number of products and processes than most countries
had regulated independently. In any event, one can be certain that some
formerly unregulated items become regulated somewhere. This may have
implications for innovation and diffusion.

In short, in the area of technical regulations and standards, the possibility
exists that the European Communities can prepare the way for more rapid
diffusion, but whether that happens depends on how things are done. Thus it
is necessary to examine the process by which the EC is attempting to achieve
technical harmonization. The early efforts put the Council of Ministers in
the untenable position of trying to reach unanimous agreement on detailed
questions on the design of lawn mowers and tire pressure gauges. In this era,
Pelkmans (1987) has suggested, new discrepancies in technical standards
were accumulating among the member countries of the EC faster than the
old ones were being eliminated.

The “new approach to technical harmonization and standards” was
spelled out in a Council Resolution of 7 May 1985 (EC, 1985). Under
the new approach the Council will set the broad requirements for health,
safety, environmental protection, and consumer protection. The detailed
technical interpretation of these general requirements will be published as
standards by separate organizations. The designated organizations are CEN
(the European Committee for Standardization) and CENELEC (for electri-
cal equipment). Manufacturers or importers meeting the CEN or CENELEC
standards will be deemed to have met the basic requirements legislated by
the Council and will thus be free to sell throughout the EC. Those who do
not meet the standards are invited to prove to a national government that
they do meet the requirements.

The existence of a way around the standards will probably prevent this
procedure from being used to build a “Fortress Europe.” Major US and
Japanese firms can adapt their designs for European markets or prove the
case for their own methods to meet the requirements. The more important
question is whether the standards will be used in the future to inhibit en-
try into the market by small European firms with innovative ideas. From a
public choice perspective that would appear to be inevitable. The process of
standard setting is so obscure to the public, and the particular process estab-
lished by the Council is so remote from electoral control, that the eventual
capture of the standard-setting organization by the established producers
would seem to be as close to a sure thing as is any institutional forecast.
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The net result would be to inhibit diffusion relative to that in a world
with no controls, but the more important comparison is to the realities of
the European Communities without a centralized harmonization process.
Davidson (1983) argued that the internal technical barriers to trade would
gradually have eroded anyway as a result of the strong position taken by the
European Court of Justice in the Cassis de Dijon and similar cases. Such an
approach to harmonization would have been slow, of course, but as borders
become more open within the EC, it becomes easier for consumers, labor,
capital, and firms to escape from the most repressive national regulatory
regimes.

In one type of case the EC provides what should be a superior mechanism
toincrease the rate of diffusion. This is in the choice among rival standards in
situations where system interdependency requires a unique choice. Choice
of the particular type of high definition TV system to be adopted or the
particular standards for the telecommunications system are examples that
come to mind. Yet, the evidence from an earlier era suggests that conscious
choice, not difficulties with the decision process, were the source of such
inconsistencies as did occur in systems such as railroads. The European
Communities provide a permanent forum within which such choices of sys-
tem can be made, but it remains to be seen whether the decisions will in fact
be made more quickly than by the old style of first-mover advantage and ad
hoc negotiation.

3.2.4 Summary: The effect of the EC on diffusion

This discussion has exhausted the list of the most important policies available
to speed up diffusion. The EC could, of course, provide information about
innovations, but information is rarely the constraint to diffusion of industrial
innovations among large firms and private advertisers seem able to tell the
public about consumer innovations. If special efforts must be made to reach
many small firms, national governments seem better equipped for that task.
The more important direct action may be the dismantling of some existing
barriers to diffusion by either the regulatory or the legal route noted above.

The generally negative tone of this discussion in part reflects the fact
that diffusion is difficult for any government to accelerate. To the extent
that adoption can be analyzed in the same way as routine investment, gov-
ernments generally have crude macro techniques mainly incorporated into
the tax code or resulting from monetary policy that may make a difference.
These are not available to the EC and the existence of the EC increasingly
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constrains their use at the national level. To the extent that any adoption
decision can be viewed as innovation, it is not clear that government has
much influence, except for the barriers that it raises or removes. If some-
thing about the increasing integration of Europe is expected to increase
innovation and diffusion rates in the Communities, the mechanism must be
indirect and subtle.

3.3 Innovation and Rent-Seeking in the European
Communities

As noted earlier, Mancur Olson (1982) used the original Common Market
of Six as one of his examples of how the distributional coalitions that had
gained increasing power in the individual nations were disrupted by the ju-
risdictional integration. Similar bursts of energy could probably be detected
in the other members after they joined the EC. During such eras of inno-
vation and growth, one would expect measures of diffusion of technological
innovation to show improvement. Actual measurement of diffusion rates is
difficult enough for single, identifiable products and processes and, of course,
becomes essentially impossible in terms of aggregates for an economy. One
would probably have to settle for such aggregate measures as the growth
rate of GNP and the aggregate productivity measures associated with it.

Traditional justifications for customs unions are not phrased in terms of
the Olson hypothesis, however (Gowland, 1983). The most satisfying theo-
retical argument is the argument for free trade combined with some political
constraint that limits the free trade to a selected group of countries. In
the case of European integration, obviously, the political arguments are very
strong, but one must presume that most people expect some economic gains
as well, at least compared with the condition of non-integration, although
perhaps not when compared with the (unattainable) free trade. Perhaps
that explains the stress on scale in discussions of the EC, because the source
of economies of scale is specialization of functions within the firm that is
closely parallel to the classical specialization of functions among nations
(Gold, 1981).

If scale is the source of the expected gains, then rapid technical harmo-
nization and reduction of other internal barriers become goals of the highest
priority. In some modern versions of the theory of trade, moreover, scale
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is particularly important in keeping firms at the forefront of technology be-
cause the costs of research and development can be recovered from a larger
output before the firm’s advantage is eroded away by other innovations.

The two views — one emphasizing size of firm and size of market while
the other emphasizes distributional coalitions — have different policy impli-
cations. If one believes that size brings innovation and progress, one uses
whatever tools are available to break down the barriers in the internal market
and one tolerates or even encourages mergers and cooperative arrangements
among firms. In contrast, if one believes that Europe has been inefficient
because of a legacy of guild-type restrictions, special privileges, and subsidies
and transfers to interest groups, then one takes whatever steps are available
to discourage the counterattack of the rent-seeking groups that lost some
power when the market was widened.

The relationship between size of firm and innovation has generated too
much literature to be considered here, but the rapidity with which the in-
terest groups have formed around the European Communities has received
less attention. Table 3.1 presents the basic data regarding the number of
interest groups by year of founding. The cumulative percentage would make
a respectable diffusion curve. Of the 546 officially recognized interest groups,
462 have a known date of founding. More than half of these were already
in existence before 1965. If Mancur Olson’s model is correct, the European
Communities may have already enjoyed the golden age of growth.

Table 3.1. Interest groups of the European Communities (number by year
of founding).

Years Number founded Percent of known Cumulative
Through 1949 19 4 4
1950-1954 40 9 13
1955-1959 119 26 38
1960-1964 93 20 58
1965-1969 53 11 70
1970-1974 54 12 82
1975-1979 55 12 94
1980-1984 29 6 100
Date not reported 84

Total 546

Source: Compiled from European Communities (1986).
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The three reasons for the rapid formation of groups to lobby the EC are
that representation of interest groups is required by the basic treaties estab-
lishing the EC, that the task of organizing at the EC level was easy, and
that the structure of the EC is conducive to strengthening the influence of
such groups. The interest groups are formally represented in the Economic
and Social Committee and thus have an official status and a slight amount
of formal power. Organization was easy for those EC interest groups that
are federations of existing national groups. Most important, however, is the
structure of decision making in the European Communities (Peirce, 1991).
The absence of clearly defined political authority and the necessity of ap-
proaching consensus for major explicit decisions means that many decisions
must be made within the bureaucracy or delegated to private groups. In
either event, the group that has its representative actively engaged in the
whole process has much to gain.

3.4 Conclusions

Firms are responding to the increasing economic integration of Europe by
mergers and rationalization of production within Europe. Firms that had
no capacity within the EC are building or acquiring plants within its bound-
aries. In the long run, however, economic progress of the EC depends on
the diffusion of innovations within its borders. The most common policies
used by governments to encourage innovation and diffusion, notably public
procurement and incentives built into the tax law, are not available to the
European Communities. Moreover, the reduction of internal barriers to the
movement of goods, labor, capital, and firms will increasingly inhibit the use
by member countries of such policies. The structure and procedures of the
EC are conducive to the dominance of the interests of established producer
groups. Although this has been traditional in many European countries, it
becomes a more serious problem for the economy as the jurisdiction increases
in size because of the attenuation of competition among jurisdictions. The
established producer groups are well-positioned to inhibit innovation by new
entrants. Thus the EC will rely heavily for its innovations on the same group
of firms that the individual countries have relied upon in the past. This leads
to the question of whether the larger market will provide these firms with
sufficient stimulation to increase the rate of diffusion.
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Chapter 4

Multiple Perspectives on
Technological Diffusion:
Insights and Lessons

Harold A. Linstone

Since World War II there has been a remarkable proliferation in the use of
mathematical modeling under the labels of systems analysis, decision analy-
sis, operations analysis, management science, and policy analysis. Technol-
ogy forecasting, impact, and transfer have also reflected the trend. However,
serious limitations are inherent in these reductionist approaches and they
have created a serious gap between the model and the real-world decision
maker. This discussion focuses on the problem and a means to overcome it.

4.1 The Analyst’s Perspective

Science and technology represent the most successful “religion” of modern
times. From Galileo to the Apollo lunar landing, from Darwin to recombi-
nant DNA, the paradigms of science and technology have yielded dazzling
triumphs. This world view is typified by the following characteristics:

¢ We define problems by abstraction from the world around us, with the
implicit assumption that such problems can be solved.
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However, in the living world a solution nearly always creates new prob-
lems; we shift problems rather than solve them. Public health measures
have cut the death rate drastically; however, they have also led to a
global population explosion and, indirectly, to starvation.

We seek the best or optimal solution.

Cost-benefit analysis and linear programming are typical of this search.
But complex living systems strive to maximize their options rather than
confine them by selecting the best one. They seek to minimize the cost
of failure rather than the likelihood of failure. They recognize that we
learn more from our failures than from our successes. Ecological systems
sacrifice efficiency for resilience; they trade avoidance of failure for the
ability to survive failure, the fail-safe strategy of the engineer for a safe-
fail strategy.

Reductionism is the norm; a system is defined in terms of a very limited
number of variables and the relationships are often linearized.

Complexity begets nonlinearity. But the theorems are in the abstract
linear domain. The analyst is caught between two unpalatable choices:
solving linear, irrelevant problems and struggling unsuccessfully with
nonlinear relevant ones.

Reliance is placed on data and models, and combinations thereof, as the
only legitimate modes of inquiry and as a basis for theories.

The analysts’ emphasis on certain types of models easily leads to a kind
of “groupthink.” For example, as system dynamics has proliferated and
the number of modelers has multiplied, conferences, papers, and books
create a community. Shared interest and mutual reinforcement increas-
ingly focus attention on baroque model improvements and compulsive
extensions. Econometrics is another case in point. In its most extreme
form modeling becomes an end rather than a means (the Pygmalion com-
plez — the modeler falls in love with his model and believes it to be the
reality). A look beyond the realm of traditional science and engineering
opens our eyes: there are other important modes of inquiry; indeed, the
lawyer and the government executive make effective use of them.

Quantitative analyses drive out qualitative analyses.

We confuse dollars spent with effectiveness, because money is easier to
count. We produce masses of numerical trend extrapolations but shy
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away from probing the underlying assumptions. We find comfort in the
six-figure precision of output data although it masks the real uncertain-
ties. The faith in econometrics reflects this tendency.

e The conviction persists that the analyst is an objective observer and that
truth is observer-invariant.

In the complex real world virtually everything interacts with everything,
and this includes the observer. Without the observer there are no de-
scriptions; the observer’s faculty of describing enters, by necessity, into
his description.

e The individual may be considered as type, but not as a unique person.

Complexity has been defined as the ability to hold conflicting world views
at the same time and to benefit therefrom, to see the world globally and
in terms of unique individuals. Abstraction and generalization are not a
substitute for specific case studies.

o Time moves linearly at a universally accepted pace, with no consideration
of differential time perceptions, planning horizons, and discount rates.

Recent experiments demonstrate how human beings apply a psycholog-
ical discount rate to their own past and thus distort the integration of
their own experience, that is, their subjective probability. Recent events
are overstressed in comparison to more remote ones. Similarly, we look at
the future as if through the wrong end of a telescope: distant crises and
opportunities appear smaller than they actually are, so they are ignored.
Such discounting of the future drastically affects the choice among alter-
natives in technology transfer. It particularly downgrades local training
and product improvement (R&D) with its long-term payoff in favor of
imported turn-key operations.

The characteristics discussed here suffice to explain the traditional per-
spective of the engineer and scientist. Figure /.1 schematically shows the
application of this technical (or T) perspective to well-structured engineering
systems and in Figure 4.2 we see its extension to the study of ill-structured or
messy systems, typically involving people — as in technology diffusion. Agri-
cultural development or modernization constitutes such an ill-structured sys-
tem. Modern farming techniques are worthless if they are not adopted by the
farmers. Cash or commodity crops do not produce cash if false assumptions
are made about the market. Ethnic concerns, such as Bhumiputras versus
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T C@®> Technical
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Figure 4.1. Viewing a technological system.

Technical
perspective
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-structured
system

Figure 4.2. Extension of the same perspective to a system involving people
and technology.

Chinese and Indians in Malaysia, lead to special operational constraints on
technology diffusion that are easily missed by outsiders.
If the T perspective is not adequate, how do we proceed?

4.2 The Multiple Perspective Concept

The following two examples suggest an answer to the question raised above.

e The engineering technique of system dynamics (Forrester, 1961) pro-
vides important insights about an enterprise, particularly its material
and money flows. Machiavelli also provides valuable insights about orga-
nizations and how to control them (cf. Jay, 1968). Both are looking at
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organizations, but from very different angles. Each perspective presents
insights not obtainable with the other.

e A regional government leader must make a decision on allocating major
development funds under his control. He has an analysis from his tech-
nical staff concluding that a certain distribution is the best of several
alternatives. But he does not make his decision solely on the basis of
this report. He talks to various bureaus to determine whether there is
strong support or opposition. At an unrelated meeting with leaders of
other regions, he talks to a close friend from a distant region whom he
has known for thirty years and whose judgment he values. He also has
his own intuition and experience to draw upon. Then he decides. He
has integrated in his mind — without a weighting formula — several dif-
ferent, probably conflicting, perspectives: technical, organizational, and
personal.

We also find it desirable, indeed essential, to call on several perspectives
in addressing systems which are ill-structured, which deal with people as well
as artifacts (Allison, 1971; Linstone et al., 1981; Linstone, 1984 and 1985).
We emphasize that we are augmenting, not replacing, the T perspective.
Specifically, we draw on three types:

T: the technical perspective (see Section 4.1),
O: the organizational or societal perspective, and
P: the personal or individual perspective.

The different perspectives force us to distinguish how we are looking
from what we are looking at. They do not represent different mathematical
models, but rather different sets of paradigms. Table 4.1 summarizes the
features of these distinct world views and Figure 4.3 is a schematic that
may be compared with Figures 4.1 and 4.2. As the figure suggests, there
are usually several O and P perspectives appropriate in any one situation.

The following points are stressed:

¢ Any complex problem may be viewed from any perspective. For example,
an organizational decision may be seen from a T perspective, as decision
analysis does; technology may be viewed from a P perspective, as does
The Ezistential Pleasures of Engineering (Florman, 1976).

e Our perspectives differ in their underlying paradigms, inexorably moving
us beyond those associated with science and engineering. Experimental
design and validation of hypotheses are intraparadigmatic: they operate
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Table 4.1. Characteristics of the three perspectives.
Technical (T) Organizational (O)  Personal (P)

Goal Problem solving, action, stability, Power, influence,
product process prestige

Mode of Modeling, Consensual and Intuition, learning,

inquiry data, analysis adversary experience

Ethical Rationality Justice, fairness Morality

basis equity

Planning Far Intermediate Short, with

horizon exceptions

Other Cause and effect Agenda (problem Challenge and

characteristics of the moment) response
problem simplified, problem delegated hierarchy of
idealized and factored individual needs
need for validation, political sensiti- need for
replicability vity, loyalties certainty
claim of objectivity reasonableness need for beliefs
optimization (seek satisficing (first cope only with few
best solution) acceptable solution) alternatives
quantification incremental change fear of change
trade-offs standard operating leaders and

procedures followers

use of averages, compromise and creativity and
probabilities bargaining vision by the few
uncertainties noted, avoid filter out incon-
(on one hand ...) uncertainties sistent images

Communication Technical report, Language differs for  Personality
briefing insiders, public important

Source: Linstone (1984).
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Figure 4.3. T, O and P perspectives on a system involving people and
technology.

within the framework of a perspective. They cannot prove that a model
gives the most “correct” representation of reality; they cannot give assur-
ance that the variables chosen are sufficiently inclusive or appropriate.
¢ We cannot prove that a set of perspectives is the “right” set any more
than an executive can prove he listened to the right input before making
his decision. We cannot derive the “proper” weighting in integrating
perspectives any more than a jury can in integrating the testimony of
different witnesses.
e Two perspectives may reinforce each other or cancel each other out; they
frequently “cross-cue” each other. As Churchman (1977) observes:
The mature individual is [one] who can hold conflicting world views
together at the same time, and act and live, and that his or her life
is enriched by that capability — not weakened by it.

o Taken together, the multiple perspectives constitute a meta-inquiring
system (Churchman, 1971). As such it is pragmatic and includes
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application of all other inquiring systems, for example, data and model
based or dialectic, as needed.

e In real life situations, technology diffusion management consists of three
activities: (a) finding paths, (b) decisions, and (c) implementation. The
T perspective focuses most strongly on (a) and least on (c), hence the
“gap” between analysis and action. But implementation depends first
and foremost on the use of human resources and that means O and P
become crucial as we move from (a) to (c).

In sum, the justification for the use of multiple perspectives is basically
twofold:

(1) Each perspective yields insights not obtainable with the others, and
(2) The O and P perspectives are essential in bridging the gap between anal-
ysis and action in tasks such as technology diffusion.

The multiple perspective concept has been applied successfully to a wide
spectrum of problems in the private and public sector, such as military sys-
tem decisions, education planning, policy analysis, technology assessments
of national hydropower development and new agricultural crops, as well as
health care planning (Linstone, 1984).

4.3 Illustrations

(a) Strategic Planning and Decision Making: The American
Experience

In his survey of strategic management in 25 major US corporations Halal
(1980 and 1984) found that

skillful executives do not rely primarily upon the outcome of formal planning
.... The decision maker continually gathers opinions, pieces of data, new
ideas, etc., through exchanges with persons that are trusted and respected
[Halal, 1980, pp. 57-58].

Peters and Waterman (1982) in their analysis of 43 particularly well-run
US corporations similarly stressed that success is correlated to the ability to
go beyond the “rational” model, in other words, the T perspective. A more
recent survey by Business Week (1984) similarly attributed the failure of
the majority of strategic plans to number-crunching professional planners:

The quantitative, formula-matrix approaches to strategic planning devel-
oped ... in the 1960s are out of favor ... [Mead’s former chief strategic
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officer says:] “The old process was just too mechanized. The real world
is just too complicated for that.” [The vice-president for corporate plan-
ning at Westinghouse adds:] “The notion that an effective strategy can be
constructed by someone in an ivory tower is totally bankrupt”.

The results of these three surveys all point directly to the inadequacy of
the T perspective.

Intuition, a facet of the P perspective, is well appreciated by top
executives:

R.P. Jensen, chairman of General Cable Corp.:

On each decision, the mathematical analysis only got me to the point where
my intuition had to take over [Rowan, 1979].

R. Siu, management consultant:

Effective CEQ’s ... are aware that rationality and the scientific method
provide critical inputs to only one of three questions overarching key deci-
sions. These are: (a) Does it add up? (b) Does it sound OK? and (c) Does
it feel right? Logic and science contribute primarily to the first question,
less to the second, and even less to the third [Siu, 1978].

The personal perspective has historically played a key role in US enter-
prises, being instrumental in entrepreneurship and leadership. Recent (1987)
business writings place renewed attention on the latter.

What’s required now ... are not merely managers, but leaders .... The
new paragon is an executive who can envision a future for his organization
and inspire colleagues to join him in building that future .... Corporate
America has always maintained at least a nodding interest in the subject of
leadership, but recently the exigencies of global competition, deregulation,
and accelerating technological change have whipped that interest into an
anxious search for new answers to old questions: Can leadership be taught?
How do you spot potential leaders? And what, precisely, sets leaders apart
from everyday managers? [Main, 1987]

The strong difference in Japanese and American approaches to strategic
planning can be traced to cultural traits. The Japanese have tended to
submerge the personal to the societal view, the American the societal to the
personal view. In Japan O and T have become tightly bonded, while P
is minimized. In America P plays a much stronger role. Japan’s Ministry
of International Trade and Industry (MITI) undertakes to do long-range
planning for entire industry sectors, while there is no equivalent concern
in the USA with collective long-range industrial policy and strategy. On
the other hand, the relative strength of the P perspective in the USA is
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reflected in its individual creativity output or basic research dominance: 135
US Nobel Prizes in science to 4 for Japan.

(b) Risk Evaluation and Management: American and Soviet
Experiences

Technology management is always concerned with risks. We consider here
only two types, physical risk and political risk.

At the Three Mile Island nuclear plant the errors included inadequate
training of the utility company operators and supervisors, toleration of poor
control room practices, and failure of the construction engineers (Babcock
& Wilcox) to inform their nuclear reactor customers of persistent failures of
pilot operated relief valves. The President’s Commission concluded

... the fundamental problems are people-related problems and not equip-
ment problems ... wherever we looked, we found problems with the human
beings who operate the plant, with the management that runs the key or-
ganization, and with the agency that is charged with assuring the safety of
nuclear power plants. [Report of the President’s Commission on the Acci-
dent at Three Mile Island, 1979].

At Chernobyl, a mishap on April 26, 1986 occurred in the context of
a turbine test. Faulty actions caused a loss of the water that continuously
cools the uranium fuel rods in the reactor’s core. This led to a partial
core meltdown. As of August 1986, 31 fatalities were noted and over 200
were hospitalized with radiation sickness. A total of 135,000 people had to
be evacuated and the long-term effect is estimated by one source at 4,000
additional cancer deaths in Europe, by another at 5,000 to 24,000 in the
Soviet Union alone over the next 70 years ( Washington Post, August 30,
1986). While Westerners have pointed to technical flaws in the reactor design
(New York Times, 1986), the Soviet report to the International Atomic
Energy Agency focused on a series of human errors, mistakes that violated
safety regulations and, in some cases, common sense. Andronik Petrosyants,
head of the State Committee for the Use of Atomic Energy, said:

For almost 12 hours the reactor was functioning with the emergency cooling
system switched off .... It is quite possible that the (previous) smooth
operations brought on complacency and that this led to irresponsibility,
negligence, lack of discipline, and caused grave consequences [Washington
Post, August 22, 1986].
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Valeri Legasov, first deputy director of the principal Soviet atomic re-
search institute, added:

If at least one violation of the six would be removed, the accident would
not have happened. The engineers psychologically did not believe that such
a sequence of improper actions would be committed. Such a sequence of
human actions was so unlikely that the engineer did not include (it) in the
project. Is that human or technical? [Washington Post, August 22, 1986]

Table 4.2 shows how the three perspectives illuminate different views of
risk. The T perspective undertakes probabilistic calculations and draws up
fault trees; the O perspective deals with standard operating procedures and
threats to organizational integrity; the P perspective perceives personal fears
and images of horror. Not surprisingly, there is a dramatic difference between
actuarial, societal, and personally perceived risk rankings. According to a
recent survey, the typical individual views the risk of auto accidents as equal
to those of nuclear power, while the actual annual mortality rate of the
former is over 500 times that of the latter. Strokes kill 85% more people
than do accidents; yet people estimate that accidents take 25 times as many
lives as strokes.

Table 4.2. Perspectives on Risk.

T o) P
Probabilistic Threat to organization Time for consequences
survival to materialize
Actuarial/ Threat to product line Personal experience or
statistical or image history

Quantification vital

Margin of safety
design

One definition of
risk for all

Statistical
inference

Fault trees

Political sensitivity

Ease of diffusing blame

Definition varies with
organization

Standard operating
procedures

No single decision maker

Age of individual

Peer esteem

Definition varies with
personal fears

Ethical values

Risk is danger to some,
opportunity to others
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In political risk forecasting for international enterprises, Ascher and Over-
holt (1983) move

beyond a tradition of studying forecasting primarily as a series of discrete
mathematical methods .... An exclusive emphasis on formal methods, par-
ticularly complex quantitative methods, will often prove self-defeating . ...
We affirm the importance of studying forecasting in the context of the actual
behavior of people and institutions rather than in a formalistic manner.

A clear distinction is drawn between the policymaker’s “rational infor-
mation needs” and his “political needs”. The former refer to the meaning
and content of the information, the degree of certainty, and the policy rec-
ommendations embedded in, or implied by, the information. The latter focus
on the ability (Ascher and Overholt, 1983):

¢ To be a convincing advocate of preferred policies, hence to have access
to appropriate information.

¢ Whenever possible to be correct, that is, to choose policies that produce
positive results.

¢ When wrong, not to be disastrously so — thus, to make conservative
decisions that avoid major risks even at the expense of foregoing certain
opportunities.

¢ When wrong, to avoid adverse political repercussions for the policymaker.
To maintain his decision-making discretion at all times.

It is evident how important a role is allotted to organizational loyalties
(O). The authors are also convinced that long-range strategic thinking is
qualitatively different from short-range tactical thinking, frequently to the
extent of requiring different personalities (P).

(c¢) Energy Forecasting

A careful analysis of accuracy in academic, government, and industry fore-
casts of population, energy, and economic trends (Ascher, 1978) yields a clear
and consistent pattern: the core assumptions underlying the forecast are the
major determinant of forecast accuracy. They prove to be far more crucial
than the sophistication of the model used. A back-of-the-envelope model
with good core assumptions is preferable to a sophisticated computer model
with obsolete core assumptions. In other words, the methodology cannot
“save” the forecast when the core assumptions are poor. An example of a
poor core assumption is that used in the early ultimate petroleum reserve
forecasts: no significant change in the technology of recovery.
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A recent study (Sapp, 1987) examined the energy demand forecasting
process at Bonneville Power Administration in the Pacific Northwest region
of the United States. Such analysis is a vital input used by utility com-
panies for planning resource acquisitions and for financing decisions. The
econometric models inevitably favored by the economists who constitute the
forecasting group are very complex. Many core assumptions underpinning
the models were accepted without question. For example, they assumed
that there would be no major economic, social, and political discontinuities
or structural changes over a 25 year period. Therefore, the long-term pro-
jections were inevitably biased by short-term trends. A five percent average
annual rate of growth of regional electricity demand was accepted by all
utilities in the region as realistic until the late 1970s. Major power supply
shortages were anticipated in the mid-1980s on the basis of an assumed con-
tinuation of the regional economic boom experienced in the 1960s and early
1970s as well as a continuation in old customer behavior patterns. Ascher
(1978) calls this tendency “assumption drag”. Uncertainties and possible
surprise events were submerged in a sea of quantitative model output and
“best estimates.”

The decision to build the five nuclear power plants (the Washington
Public Power Supply System) was based on such forecasts. The result
was a planning disaster: major changes in the forecasts due to altered as-
sumptions could simply not be accommodated in the construction program
without enormous financial losses. Analysts are not accustomed from their
background to maximize adaptability to unanticipated changes, that is, to
disaster-avoidance planning. Even the leadership of the Bonneville Power
Administration is a salient factor. One head administrator saw the impend-
ing power shortage as a technical problem; his successor saw it as a political
problem; the third saw it as a business problem. Different foci lead to dif-
ferent solutions. The O and P perspectives are important for this reason:
who is doing the forecasting is as important as what is being forecast.

The central nature of the O perspective for the decision process in energy
facility siting has been illuminated in detail for four specific cases of liquified
natural gas (LNG) projects — in the United States, Scotland, the Federal Re-
public of Germany (FRG), and the Netherlands (Kunreuther and Linnerooth
et al., 1983). The comparison shows very different institutionalized styles of
risk handling that reflect cultural distinctions. The United Kingdom pro-
cess was characterized by trust in experts and informal inspections as well as
deference to top-down leadership. This consultative, consensual style con-
trasted with the American adversary, statutory bottom-up leadership style.
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In all cases two insights stand out: the siting decision process was political
and it was sequential. The final outcome depended strongly on the actors’
styles, their interactions, and the way the agenda was set.

The dialectic approach characteristic of the O perspective is also reflected
in the history of energy resource forecasts in the United States (Wildavsky
and Tenenbaum, 1981). The deep division between industrial interests and
conservationists on oil and gas resources was already apparent in the early
1900s. In 1908 the US Geological Survey (USGS) forecast total US oil re-
sources between 10 and 24.5 billion barrels and indicated that supplies of
oil would be depleted between 1935 and 1943. FEach side seized on these
estimates to confirm its policy stand. Many forecasts have been made since
then and, except for the World War I and II periods, each faction habitually
accuses the other of manipulating the forecasts for its own purposes. Table
4.3 suggests the different O views on resource forecasts. It becomes clear
that the forecasts are the servants of policies already determined or preferred
rather than being prerequisites for policy formulation. The T perspective
quests for more accurate forecasts in this area are thus only of marginal
relevance.

Table 4.3. O perspectives on oil reserve forecasts.

When prices are high When prices are low
Industrialists High forecasts Low forecasts
favor “Major new supplies can “Higher prices are needed to
be found if prices are high” bring on more supplies”
Consumers Low forecasts High forecasts
favor “Qil is no longer the “No need to raise prices”
solution”
Conservationists Low forecasts Low forecasts
favor “High prices encourage “Low prices encourage
overproduction” overconsumption”

Source: Wildavsky and Tenenbaum (1981).

(d) Trade Deficits

Technology diffusion is linked to trade balances and the problem of trade
deficits is of intense concern to policymakers. Udwadia and Agmon argue
that
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perceptions of the trade deficit and its effect on decisions that lead to na-
tional trade policies can only be understood through the incorporation of
economic, political, and moralistic arguments, where the compound expla-
nation goes beyond that which can be obtained from any one of these sep-

arate fields of study [Udwadia and Agmon, 1988].

We can readily identify the economic argument with the T perspective,
the political one with O, and the moralistic one with P. The arguments
arising from each perspective are summarized in Table 4.4. The perspectives
interact with each other and must therefore all be taken into account in policy

planning.

Table 4.4.

Perspectives on trade deficits.

Economic (T)

Political (O)

Moralistic (P)

Rational choices

If we maximize
current consumption
(max. net pres. value,
high discount rates,
min. current R&D)
result is trade deficit

If we maximize
current production
{low discount rate,
high consumption
later)

result is trade surplus

Simply a free choice:
produce now and
consume later, or v.v.

Deficit no problem

Trade surplus =
national strength

Trade deficit = weakness

Power has precedence
over profit

Use of political intervention
to maintain power

— industrial policy

— trade barriers

Deficit undesirable

Western culture precepts:
- “Only enjoy what you
can afford”

— “Don’t live beyond your
means”

— Practice “fair play”

— “Save for a rainy day”

Should a positive or nega-

tive discount rate be used?
Am I more important than
my grandchildren, or v.v.?
Is it moral to burden later
generations?

Senior’s bumper sticker:
“I am spending my
children’s inheritance”

Deficit undesirable

Source: Udwadia and Agmon (1988).

We have sampled the menu of application areas. As the technology diffu-
sion process inevitably involves systems that are not purely technological in
nature, the multiple perspective concept is being called upon with increasing
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frequency in this domain. In the next section a few basic guidelines for in-
terested users are summarized. Following that discussion, we will turn to
applications involving technology diffusion (Section 4.5).

4.4 Guidelines for Users

The Multiple Perspective Concept is not simply another methodology to
add to the analyst’s tool kit. There is no 6-step procedure, no formula to
weight perspectives. Table 4.1 makes it clear that the O and P perspectives
use inquiring modes and paradigms not natural to the T-trained engineer
or economist — although quite familiar to managers, lawyers, politicians,
bureaucrats, and even journalists. In this section we propose some guidelines
to assist in applying the concept. Those who are already effectively bridging
the gap between analysis and action obviously do not have need for them.
It is hoped that the guidelines will help the many others who are struggling
to link theory with implementation in the real world.

(a) Balancing T, O and P

Strive consciously for a balance between T, O, and P perspectives. Either
use an individual who exhibits a good balance of T, O, and P (an uncommon
breed) or create a team with diverse backgrounds. We do not refer here to a
philatelic mix, say, an engineer, an economist, and a computer systems ana-
lyst. They are all T-driven and concerned with model detail and precision.
They are likely to spend 90% of the available time on the T perspective with
which they are comfortable and 10% on O and P with which they are not.
A better mix is an engineer, a lawyer, and a businessman.

(b) Choice of O and P Perspectives

Do not confuse what you are looking at with how you are looking at it. There
are as many O perspectives as there are affected or affecting organizations
and interest groups. Within a company or agency each department has its
unique O perspective. You cannot include all; the choice is necessarily judg-
mental. Do not be surprised if perspectives are in conflict ~ this is, after all,
the real world. The same cautions apply to the selection of P perspectives.
Experience will make it apparent that the hierarchy or organization chart
is not always a good guide; some key individuals in the decision process do
not appear on the charts. An in-depth understanding of the organization
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will illuminate its myths, standard operating procedures, and actual decision
process. The P perspectives pose the most difficult challenge; they lie at the
deepest and least accessible level. Look particularly for individuals who are
likely to act outside of an institutional role and would affect outcomes.

(¢) Use of Interviews for O and P

The T perspective is developed using traditional data and model based anal-
ysis. We have stressed that more of the same will not yield the O and P
perspectives. Rather, they depend strongly on personal immersion, on dig-
ging below the surface, on really understanding what makes the actors “tick.”
Interviews are of great value in gaining O and P perspectives. But they re-
quire talent: the interviewer must be a good listener and sensitive to nuances
and nonverbal communications. What is not said may be as important as
what is said. Volunteered asides may be as significant as answers to ques-
tions. The effective interviewer recognizes that structured questionnaires or
Delphi are no substitutes for such exchanges.

Language and cultural differences must be understood for the interview-
ing process. Our recent experience in China [see Section 4.5(c)] showed that
the Chinese well understood what was being probed with O-type questions.
Clearly the Chinese culture is bureaucratic and hierarchic, so that O games
and strategies are known to all. Power relationships are enshrined in all
kinds of slogans, such as “two down, one up” and “the pyramid of power.”
P perspectives presented more of a problem. We found that it was very
important to keep pushing for concrete examples and anecdotes to flesh out
and interpret the often too general and spare answers.

Since interviews play such a central role in the multiple perspective ap-
proach, the quality of information generated by key interviewees is of major
concern. All translation becomes interpretation, and this requires a sophisti-
cated knowledge of the local culture. Since simple word-for-word translations
are not possible and the Chinese language contains many untranslatable
metaphors, similes, and allusions, very well trained and sophisticated inter-
preters are essential. Often an interviewee’s apparently peripheral response
may bring forth valuable insights not anticipated by the questioner.

For those who wish to apply this “new systems analysis” to their own
sociotechnical systems, the obvious answer to the interview problems is to
learn to develop the O and P perspectives themselves through interview
techniques uniquely suited to their dialog and interpersonal communications.
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But for cross-cultural systems work and joint ventures, there is no easy
solution. Detailed guidelines for interviewing are found in Linstone (1984).

(d) Integration of Perspectives

The question is often asked: Should the perspectives be integrated into one
picture before submission to the decision maker or should the set of different
perspectives be presented? In answer to this question, it is useful to call
on the analogy of the trial courtroom. The jury hears the testimonies of
the various witnesses (perspectives) and summations by the prosecutor and
defense attorney. The jury can accept one or the other integrated version or
use the original perspectives in arriving at its decision. The executive has
similar options. We recommend displaying the different perspectives and
possibly our own “prototype” integration. We must keep in mind that our
cross-cuing and weighting of perspectives cannot simulate that of the decision
maker. There is no way we can predict this mental process; indeed he or she
often cannot articulate this crucial decision process even a posteriori. As
President Kennedy wrote:

The essence of ultimate decision remains impenetrable to the observer -
often, indeed, to the decider himself . ... There will always be the dark and
tangled stretches in the decision-making process ~ mysterious even to those
who may be most intimately involved [Kennedy, 1963].

However, the presentation of the several perspectives encourages cross-
cuing among them. For example, a manager’s vision of the company’s future
(his P perspective) may become the organization’s O perspective if he has
the flair to engage others in sharing that vision. Such interplay also leads
to consideration of important facets that are not captured by any one per-
spective. The willingness of a corporation or government to balance projects
having only long-term payoff with those providing near-term payoff requires
a conjunction of quite distinct perspectives.

(e) Communication

The technical report or briefing is ideal for communicating the T perspective.
The O perspective often involves a private insiders’ language in combination
with a hortatory one for the public. However, as any successful artist, drama-
tist, and media producer knows, the personal level of the P perspective is
the most effective of all. Even in the industrial world,
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we are more influenced by stories (vignettes that are whole and make sense
in themselves) than by data (which are, by definition, utterly abstract)
[Peters and Waterman, 1982].

It is hardly surprising to find that the T-type analyst is not the most per-
suasive scenario writer. Recognition that, to a degree, the medium is indeed
the message, is the first step to the skillful communication of perspectives.

(f) Implementation

The inherent process orientation of the O perspective virtually assures avoid-
ance of a trap commonly encountered with the T perspective: walking away
from problems of implementation, problems that focus on the role of human
beings, both collectively and individually.

4.5 Cross-Cultural Applications: Asia

In the process of technology diffusion, be it domestic or transnational, verti-
cal or horizontal, we must obviously deal with multiple perspectives: techni-
cal, organizational/societal, and individual. The preceding discussion points
to the desirability of applying our concept to develop insights that help to
bridge the wide gaps inevitably created by the different perspectives of the
diverse actors in the process (societies, bureaucracies, and individuals with
unique cultural, educational, and economic backgrounds).

As noted earlier, Kunreuther and Linnerooth et al. (1983, pp. 235-240)
have examined the liquified natural gas facility siting process in four West-
ern countries and found significant culturally-induced differences that can
be determined using distinct perspectives. Ascher and Overholt (1983) have
found the organizational perspective to be “the central metaphor” in strate-
gic forecasting for Mexico and South Korea. The institutional infrastructure
is crucial for any culture, and the differences between cultures are strongly
reflected in the system change process.

We shall now consider application of the multiple perspective con-
cept in the framework of three settings: Nepal, India, and China. The
first deals with technology indirectly (environmental problems), the second
with a consequence of technological transfer, the third with technological
modernization.
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(a) Nepal

Thompson and Warburton (1985) were commissioned by the United Nations
Environmental Programme to construct a systems framework for the appar-
ently severe environmental problems in that developing region. They found
it exceedingly difficult to gather factually precise information, but
the information that is gathered does quite accurately reflect the various
social forces that are at work in the Himalayas. In this sense, it is tnstitu-
tionally accurate and, as we shall argue later, perhaps institutional accuracy
is more valuable (and more accessible} than factual accuracy ... it is the
institutional forces that muddle [the scientist’s] attempts to analyze and
solve what, at first glance, appear to be technical problems. In many ways,
it seems to us, the institutions are the facts ... [Thompson and Warburton,

1985, pp. 6, 11].

In the case of the Himalayas (Nepal) there is remarkable uncertainty
in the physical facts (values of variables such as per capita fuel wood con-
sumption) as well as in the causation (interactions among variables, i.e., the
system structure). On the other hand, there is reasonable certainty about
the institutions. Each has its own perception of the world, its own O per-
spective. They exist and function; indeed they are what we have to work
with, like it or not.

The process of institutional development is inherently unplannable. But

it does, at certain places and at certain times, offer points of leverage —

localized opportunities for facilitating and integrating the development of
institutions in the desired direction [Thompson and Warburton, 1985, p. 13].

The authors remind us that the classic development approach has been
to sound the alarm and then tell the country what it will have to do.

It has not worked. It has not because it ignored (as if it were a mere detail of
implementation) the deep political, economic and cultural structure that is,
in fact, what determines the country’s attention and lack of attention. What
is needed is a more sensitive approach; an approach that places the “mere
details” — the institutions that constitute the deep structure — at the very
center of the stage and relegates to the wings the alarm bellringers and their
immaculate prescriptions .... Grand designs are appropriate only when
there is a shared understanding of “the problem” and complete knowledge
of the causes of the problem [Thompson and Warburton, 1985, pp. 10, 17].

In 1950 the Nepalese government increased its centralization of power.
In the past thirty years there has been an enormous increase in the total
amount of power in the system. Now the government is devolving more
control back to the local levels while retaining much central power.
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The situation facing a proposed project may be described as in Table
4.5. Many projects fall into category 3, few into category 4.

Table 4.5. Planning alternatives.

Institutional support: match or mismatch Probable result
Neither top nor bottom level support Dead loss
Bottom level support only Strangled at birth

(grass roots enthusiasm but no funds)

Top level support only Difficulties in implementation
(top-down planning)

Top and bottom level support No problem
(in China labelled “top-down, bottom-up”)

As systems analysts the authors consciously part company with their T-
focused professional peers by recognizing the centrality of the O perspective
for regional planning in developing countries.

Though what we have done is applied systems analysis, it may not look
like it. There is, we concede, a fair-sized break between the traditional
single problem/single solution approach and the one we have developed here.
There are many ways to characterize this break but perhaps the best is in
terms of the shift it makes from product thinking to process thinking. The
systems frame is no longer a model of the problem but simply an evaluative
mechanism. When the problem is to know what the problem is, we need
more than one perspective. The approach by way of plural institutions and
divergent perceptions meets this need. It gives us problems and solutions
that are multiple but not infinite; certainties that are contradictory but not
chaotic [Thompson and Warburton, 1985, p. 33].

Thompson and Warburton conclude that:

¢ Anything that increases the security and local control of the peasant
farmer will also increase the total quantity of power within the wider
system.

¢ Top-down development is in the nature of a project (an intervention);
“bottom-up” development is in the nature of a process; the project comes
down from the top, but must be modified from the bottom.

¢ The meshing of top-down and bottom-up requires constructive interven-
tion at the “right” points of leverage; it may be described as tinkering
in contrast to a grand design approach; finding the “right” points is not
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easy, indeed, it is an art for they may be few and far apart, invisible to
the unsensitized viewer.

(b) India

A recent multiple perspective examination of the Bhopal disaster is also illu-
minating. On December 2-3, 1984, a catastrophic leak of methyl isocyanate
(MIC) occurred at the Union Carbide plant in Bhopal. Each perspective
applied draws forth elements which contribute to an understanding and de-
velopment of recommendations (Bowonder, 1987; Bowonder and Linstone,
1987). Some examples:

T: The technical perspective shows that causal factors include:

(1) Hard errors such as bad structural design (vent gas scrubber, water
sprays), defective pressure gauge, and poor instrumentation.

(2) Human errors such as failure to recognize entry of water into the MIC
tank during line and valve cleaning, and failure to communicate a major
pressure rise in the MIC tank.

(3) System errors such as lack of total system audits and lack of follow-up
to these audits.

As in the case of Three Mile Island and Chernobyl [Section 4.3(b)], we
are dealing here with a system involving (a) man + machine, as well as (b)
an event characterized by the combination of very low probability + severe
consequence. Such combinations are termed by Perrow (1984) “normal ac-
cidents” and the engineers’ standard T-type analysis, e.g., fault trees and
expected value computations, are of very dubious validity.

O;: The corporate perspective informs us about:

(1) Proprietary aspects, such as the inadequate dissemination of information
on the toxicity and clinical treatment of exposure to MIC.

(2) “Stonewalling” as the standard initial corporate reaction to a disaster.

(3) The need for training in “crisis management” capability.

(4) Blind technology transfer.

(Technology transfer) takes place from one societal/cultural setting to an-
other. In the case of the United States and India, there are vast differ-
ences between these settings and they affect the success of the transfer ....
Therefore application to an Indian facility of safety rules and procedures
developed for American use is naive. The T-focused technical audits of the
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Union Carbide staff failed to consider vital aspects of Indian culture, such
as attitudes toward preventive maintenance and precise adherence to rules
of operation ... [Bowonder and Linstone, 1987].

O;: The governmental perspective shows:

(1) Poor enforcement of worker safety and environmental rules — 15 fac-
tory inspectors to monitor more than 8,000 plants, two mechanical engi-
neers with little knowledge of chemical hazards assigned as inspectors in
Bhopal.

(2) Ignoring of the Bhopal development plan requiring plants manufacturing
pesticides to be relocated to an industrial zone 15 miles away — the
existing plant received an MIC license just two months after the issuance
of the development plan.

P: Personal perspectives indicate

(1) Filtering out of input conflicting with ingrained views, a plant manager
stated: “we do not know of any fatalities either in our plant or in other
carbide plants due to MIC.”

(2) The importance of an effectively trained leader — a neighboring plant
suffered no losses because the manager, a former brigadier in the Indian
army, efficiently evacuated 1,400 workers upon detection of the leak.

Integration and cross-cuing of the perspectives exhibit their interactive-
ness. For example, the safety audit (T) and the financial priorities of the
company (O) affect the correction of problems. The combination of cultural
differences (O) and standard operating procedures (O) foil adequate train-
ing. Most important, they lead to a basic reconsideration of the action levels
in the treatment of risk:

Level 1. Seek a means to reduce the likelihood of catastrophic consequences
with the existing system. Examples:

T: Try to make the system safe-fail by decoupling of subsystems so that an
accident can be bounded or limited to one subsystem.

O: Revise instruction manuals to allow for cultural differences, resulting in
equivalence in practice rather than merely literal equivalence in language.

P: Give investigative reporters and “whistleblowers” more protection in ex-
posing poor practices, thus anticipating potential catastrophes.

Level 2. Redesign the system to reduce dangers. Give added weight to:
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T: Decoupling of subsystems in the design stage rather than after
installation.

O/P: Partial customization of the system to the local culture for increased
safety.

Level 3. Probe conceptually different system solutions that avoid cata-
strophic consequences altogether.

T: Alter the production process or use materials in such a way that the same
need is met in a technologically new way which excludes the possibility
of catastrophic accidents.

Level 4. Ask the final question: can the consequence of a catastrophic
accident be tolerated or not?

O: This is clearly a societal, more than a technical, question. With rapidly
moving technology, the possible kinds of low likelihood /severe conse-
quence accidents will grow. Example: Today AIDS makes the possibility
of a future bioengineering error creating a deadly virus which sweeps over
the world with lightning speed seem far less remote than it did twenty
years ago. Also, the demands for management capability are becoming
more severe. History has shown that the human and ecological resilience
to disaster is enormous — but there are limits!

(¢) China
Cultural Background

Let us begin by sampling some characteristics indicative of cross-cultural
distinctions that have a major impact on technology transfer.

¢ Primacy of the group

In China the danwei, one’s group or unit, is most important for each
person, counting more than one’s name; without a danwei a person’s
existence is barely recognized. This concept captures a vital difference
between Chinese and Western cultures: the relative importance of the
group and the individual. The traditional view implies that individual
lives virtually do not exist separately from the life of the unit and privacy
is not recognized in the same way as in the West (Bonavia, 1980; But-
terfield, 1982). Individuals do not like to express personal preferences,
but prize conformity. A set of guidelines for doing business in the PRC
advises:
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The foreign businessman should not focus on the individual Chinese
person, but rather on the group of individuals who are working for
a particular goal. If a Chinese individual is singled out as possessing
unique qualities, this could very well embarrass the person .... In
discussions with Chinese people, the foreigner should avoid “self-
centered” conversation in which the “I” 1s excessively used. The
Chinese view with contempt the individual who strives to display
personal attributes, as Chinese are much more oriented to the group
[Harris and Moran, 1987, p. 406].

The value of the primacy of the group lies in the ability to undertake
all kinds of collective activities and projects. In a country of one billion,
the resulting harmony and cohesion are of tremendous significance.

e Language

For thousands of years the Chinese language, composed of more than
8,000 characters, has evolved to express the most complex ideas and has
united the people. But,

... despite its beauty and subtlety, it has increasingly become an
obstacle to modernization. The language does not absorb new ideas
readily and new characters are rarely invented. As a geneticist at the
Chinese Academy of Sciences described the situation, “We are being
held prisoners by our language. There is an information explosion
in the world that we cannot cope with in our language as it is now”
[Los Angeles Times, 1982].

e Analysis
In the past six years the “opening” of China has led to a growing
number of professional contacts between Chinese and Americans. It is
interesting to note the comments of several American analysts:

On decision analysis:

Our impression is that the three fundamental activities underlying
decision analysis (generating alternatives, accounting for uncertain-
ties, and eliciting decision makers’ preferences), at least as espoused
in Western countries, are not being accepted nor are they likely
to soon be accepted by the Chinese bureaucracy ... . A distin-
guishing feature of decision analysis is the explicit consideration of
uncertainty. What we found in China, however, was a decision-
making environment that was almost completely devoid of a formal
concern for uncertainty. Within a planned society, deviation from
the established goals is anathema. This seemed to make it par-
ticularly uncomfortable for our Chinese colleagues to accept uncer-
tainty. Our impression was that any analysis would proceed under
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the assumption of complete certainty about almost all important as-
pects: costs, technological availability, construction timing, weather,
effects of treatment on the measures of pollution, social benefits, gov-
ernmental policies, and so forth ... . In a formal, ritualistic culture
that values the expected (certainty), assigning probabilities to events
must seem strange indeed ... . Our experience in China was there-
fore bound to be frustrating . ... Perhaps it was presumptuous of us
to expect the Chinese — with a bureaucracy and decision-making cul-
ture highly evolved over a period of more than 3,000 years — to accept
with more than polite acknowledgment a way of looking at problems
that is so obviously Western: reductionist, empirical, quantitative,
democratic in its approach [Pollock and Chen, 1986, pp. 34-37].

On operations research:

MS/OR. [management science/operations research| problem solving
may suffer from the traditional Chinese tendency to categorical for-
malism reflected by the fondness for such constructs as “the Four
Modernizations,” “the Ten Major Relationships,” and “the Three
Fundamental Principles.” Indeed the one weakness of my otherwise
exceptional students was their tendency to force problems into a
“type” like those types studied in class. They displayed great inge-
nuity in solving formal problems, but when faced with less formal
problem descriptions, it rarely occurred to them to think “outside”
of the problem, to change it, or to wonder whether there was a
problem at all. Even more tellingly, they seemed to lack skepticism
about the tools, methods, and applicability of MS/OR [Bartholdi,
1986, pp. 29-30].

Wei Bei Agricultural Development

A recent joint China-US project funded by the National Science Foundation
(Linstone et al., 1987) considers the issue of the agricultural development of
the semi-arid Wei Bei region in Shanxi Province. We sketch here a summary
of the clues provided by the use of multiple perspectives.

Figure 4.4 shows the nature of cross-cuing among some of the major
elements or factors contributing to the improvement of the Wei Bei economy.
There is a strong likelihood that “everything interacts with everything,”
although the time to do so may vary greatly from one impact to another.

Wei Bei regional development has three primary goals:

(1) Maintenance of the grain crop at a satisfactory level.
(2) Modernization of agriculture, including high value cash crops, animal
husbandry, and use of uncultivated lands for forestry and grazing.
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Examples of these relations:

Resources — Technology

inadequate farm land — need for fertilizers, water management

Organization Leaders
Controls O Individuals P

minimal financial resources — inadequate quality of research and training

Technology — Resources
pressure resulting from resource shortages increases research support —
new resources (materials, energy systems) (Goeller and Weinberg, 1976)

Culture — Leaders

centrality of danwei — use of power pyramids

Leaders — Culture

Mao Tsetung — irrevocable change in culture effected

Culture — Organization

conformism tradition — strong hierarchy and centralization

Organization — Control

centralization — strict controls on hiring and movement

Culture — Individuals
importance of blood relations — family connections used

Organization — Individuals
sudden policy shifts — peasants’ desire to keep individual land plots for security

Organization — Technology

horizontal isolation — poor diffusion of research among institutions

Technology — Organization and Control
information technology — unprecedented centralization and decentralization possible

Leaders — Organization
little modern management experience — redundancy at all levels of hierarchy

Figure 4.4. The nature of cross-cuing.
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(3) Diversification into profitable non-agricultural enterprises at the county,
prefecture, and township levels.

Goal (1) corresponds to what the corporate planning literature terms a
“disaster-avoidance” strategy (as contrasted to an optimization strategy). It
is a desirable direction when operating in an uncertain environment, i.e., a
safe-fail strategy (see Section 4.1).

We shall concentrate our attention on goals (2) and (3). We recall the
point made by Thompson and Warburton: “the problem is to know what
the problem is.” This is certainly apt when Wei Bei agricultural develop-
ment is seen as a “three-dimensional” (T+O+P) task rather than a “one-
dimensional” T problem. It becomes apparent at once that there is not a
shared understanding of the problem. The actors tend to blame each other
— agency people insist government is good, but the farmers do not listen;
the farmers feel the government is filled with incompetents and scientists
propose impractical schemes; the technicians see the problem as the closed
minds of the people at the rural level. This is the “responsibility merry-go-
round.” We now comment on several of the factors brought to the surface
by the multiple perspective approach.

¢ Reorganization for modernization (O)

A very important and basic insight provided by the perspectives in-
volves the nature of the reorganization itself. A policy change at the top
was necessary, but is hardly sufficient to make it happen. Modernization
involves non-traditional kinds of crops and activities, such as fruit or-
chards, dairy products, forestry, and tobacco processing. The profitable
local enterprises or non-agricultural sideline businesses also demand non-
traditional functions of the Wei Bei labor force. It is one thing to shift
responsibility to lower levels of government as part of the decentraliza-
tion policy. As long as the activities to be conducted are familiar ones, it
is reasonable to expect such a shift to proceed smoothly. An example of
this is the introduction of the responsibility system. It permitted individ-
ual peasants and groups of households considerable freedom of decision
in agricultural production. But it is another thing to expect the shift to
proceed smoothly when the activities involve non-traditional tasks that
are unfamiliar to either local government or peasants, management or
labor.

It is easy to be lulled by the clear evidence of success of the policy
in raising food production in the past eight years. Indeed, the shift
has had uneven success. Many villages, especially those near towns
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and cities, have prospered remarkably under the decentralization pol-
icy. They planted familiar food crops, sold to markets within easy reach,
and developed sideline activities (e.g., brick yards, cement plants) that
they well understood. Even so, there were wasteful surges of overproduc-
tion (e.g., watermelons, rabbits). At the same time the vast hinterlands
saw many communities remain impoverished.

With non-traditional activities the needed skill levels in production,
marketing, and management as well as support services (financial, trans-
port, equipment servicing, technology, and administration) are simply
not available at the local level. The tasks cannot be organized into
a working system, let alone, an efficient one. The development of non-
traditional activities at the local level is quite analogous to the more gen-
eral challenge of technology transfer from advanced countries to China.
This has been the subject of a recent statistical study by the Science
and Technology Policy Research Division in Beijing (Technology Import
Project Group, 1986). Sampling 220 projects, the study concluded that
the leading factors affecting the “digestion and absorption” of a tech-
nology in China involved not only the obvious ones of available funds
and technical hardware, but weakness of the management system, lack
of supporting policies, and lack of qualified technical personnel.

Our own O and P insights indicate:

—  There are clashes of interest among stakeholders — between levels of
government, between technical agencies, between government and
technical agencies, between government or institute and peasant
producer. This clouds the fulfillment of the projected goals. There
is confusion as to which level and agency of government is to provide
a resource such as capital, managerial oversight, entrepreneurial ex-
pertise, and technical advice for a given project.

—  Experimental or demonstration plots run by agricultural institutes,
“sparking” funding for small innovative projects, or “lead” families
are not the answer in tackling non-traditional, unfamiliar agricul-
tural or sideline enterprises. There is a need for all kinds of support
services not readily accessible to the peasants.

—  The need for information is particularly strong when dealing with
non-traditional, unfamiliar production activities. Much essential
information is unavailable or inaccessible due to compartmentaliza-
tion, a lack of coordination, and poor communications. The result
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is duplication of effort, waste of limited skilled manpower, inability
to make decisions, and failure to build on on each other’s findings.

In Wei Bei agricultural modernization and non-traditional sideline
businesses in towns and villages require outside support on a sustained
basis until these activities have proven their worth to the local peasants
and local expertise is at hand.

It was beyond the scope of this study to make specific recommenda-
tions to overcome these difficulties. But there are some clues on the di-
rection to be taken. We point to a reorganization analogy in the United
States. Hierarchical business organizations were highly effective from
1850 to 1950. After World War II, complexity grew and hierarchical
organizations were increasingly transformed into matrix organizations.
This means that the project tasks determined the team composition, in
contrast to the traditional procedure of assigning a project to an exist-
ing functional department. The project organization exists only for the
duration of the project; it does not have the permanence of the depart-
ments. The most suitable expertise is selected from various departments
and placed under the direction of the project leader.

A modernization project in Wei Bei should be viewed as a series of
tasks that must be accomplished. There are managerial/entrepreneurial,
administrative, and production tasks. There are questions of jurisdiction
and authority, and each task creates resource requirements: information,
skills, material, and services. The tasks and work organization vary
from project to project. The following questions must be addressed and
answered in pragmatic, not ideological, terms:

—  Which entity (government agency, town, or village) has overall re-
sponsibility for the project?

—  For administrative tasks, does the entity have appropriate jurisdic-
tion? Does it have the skills and information?

—  With regard to managerial/entrepreneurial tasks, does the man-
ager /entrepreneur have the authority to act? Bounds of authority
should be clear and appropriate. Conflicts between authority and
jurisdiction can also be avoided by negotiation. Does the manager
have the skills and information? The managerial function should
not be assigned to government personnel whose training is political
rather than managerial.

—  For production tasks, does the entity have the information, skills,
material, and service resources? If not, where are the resources
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located that can fill the need for the project? They may be scat-
tered throughout the province, in agencies and institutes, or they
may only exist outside the province. There is no need to place the
necessary resources, for example, services, at each town or village
that has a project requiring them. If, say, a prefectural-level service
has the resource, it can assign one of its persons to be a project
team member to supply the expertise or coordinate its availability
to the project.

The interviews and workshop elicited many instances of mismatch
between needed and accessible resources. Examples: dairy projects are
hampered by the lack of county-supplied veterinarians; farmers have
problems obtaining county pest-control services and market information.
Another complaint was that the county or prefecture does not have the
expertise to market its products in other provinces. A matrix organi-
zation provides the flexibility to maximize effectiveness in the use of
resources which is essential in moving beyond the current level of agri-
cultural development. We stress that a matrix organization does not
imply the abolition of existing functional departments. (In the United
States the introduction of matrix organizations in corporations did not
mean the end of their functional departments.) In the case of Wei Bei,
we are suggesting a concept somewhat similar to the matrix during the
transition phase. As capability develops at the lower levels, there will
come a time when the services will be either internalized in the produc-
tion enterprise or they will become enterprises themselves and contract
their support directly to the production enterprise, a common feature in
advanced service economies.

It is interesting to recall that the problem of reorganization in the
face of technological modernization is one that confronted Chinese and
Japanese society already in the nineteenth century when Western tech-
nology was introduced (Fried and Molnar, 1978, p. 92). The primary
managerial responsibility was officially assigned to the provincial civil
servant category in China (particularly the Mandarins). In Japan it was
given by the Meiji reformers to the daimyo, or feudal lords (who later
merged with merchant groups to form the zaibatsu oligarchy). It failed in
China largely because the civil servants were not experienced managers
or entrepreneurs; it succeeded in Japan because the daimyo were.
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Managers and entrepreneurs (P)

China is the richest country in the world with respect to one resource:
human brains. So there must be more potential leadership material in
China than anywhere else. Switzerland and Israel have a tradition of
drawing on the military for leaders in the civilian sector. In these coun-
tries the military establishment with its high standards constitutes a
superb training ground for leadership. Senior officers retire early and
often become top managers in nonmilitary enterprises. Does China with
its immensely greater manpower resources have any such reservoir of
leadership capability?

Many Chinese professors and bright students now go to Western uni-
versities for advanced management training. This is an important long-
term strategy. But it is not nearly enough. For one thing, such academic
upgrading misses the practical, hands-on learning that business and in-
dustry experience provide.

Let us pause to consider the American experience. After one of the
best known academic authorities on organization theory and manage-
ment, Richard M. Cyert, co-author of the classic text A Behavioral The-
ory of the Firm (Cyert and March, 1963), became a university president,
he wrote:

As a professor of organization theory and management, I used to
wonder about the practical value of these academic fields. For the
last eight years I’ve had some first-hand experience finding out . ...
And I've concluded that the study of management makes a useful,

but only limited, contribution to the practicing manager [ Wall Sireet
Journal, 1980].

Similarly, the foreign educational institutions are not likely to be an
adequate provider of managerial /entrepreneurial talent for China. An
effort should be made to place more Chinese as apprentices or man-
agement trainees in Western enterprises. Alternatively, it may be very
fruitful to invite retired Western managers and entrepreneurs to spend
time, preferably the duration of a project, with the Chinese enterprises
in order to give them the benefit of their experience. Finally, there is the
possibility of having successful foreign agricultural companies set up lo-
cal enterprises. Here local managerial capability can be developed more
effectively (see below).

Technical training, outside expertise, and the brain drain (T/O/P)

The need for major improvements in technical education and training
is self-evident. Two impeding factors are evident: the short-term focus
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of the farmer and the poor horizontal communications. We now pause to
consider a fundamental problem, one that is implied by the entire raison
d’étre of the multiple perspective concept. In moving beyond familiar
crops and simple sideline activities, we also obviously move into more
complex technology transfer at the local level. An implication of all that
has been said about the need for multiple perspectives is that training
in universities and institutes, be it in China or Western countries, is not
going to encompass an adequate basis of preparation for undertaking
such activities in Wei Bei (or anywhere else). The total is more than
the sum of its parts. A prestigious Harvard MBA (Master of Business
Administration) degree does not constitute an adequate preparation for
operating a business enterprise.

The same limitation applies in Wei Bei. The availability of academ-
ically trained technical and management personnel does not insure a
successful project. Actual system operation provides an essential “total-
system,” multiple perspective learning experience. What can be done?
Turn-key operations as a mode of technology transfer are a familiar con-
cept. A foreign company may set up a plant in China that duplicates its
own enterprise. Their disadvantage is that they often do not provide a
proper learning environment for the local people and may not be suit-
able in terms of O/P in the local cultural setting. In dealing with rural
areas there are other interesting possibilities to effect development of a
balanced local capability.

China has drawn in foreign private sector expertise in its industrial
development; it is therefore not beyond reason to consider drawing in
integrated (T+O+P) foreign private sector expertise in agricultural de-
velopment. There have been some cases involving private sector com-
panies from developed countries effectively performing agricultural tech-
nology transfer in Third World areas where agriculture is pursued on
small family farms (one to five hectares). In this approach the compa-
nies, processors and marketers of foodstuffs and cash crops, develop an
integrated operation with the strong involvement of local farmers. They
reach agreement with these small producers guaranteeing a fair mar-
ket price, providing credit, technology, inputs such as fertilizers, herbi-
cides, and seeds, assistance in soil preparation, harvesting, and storage,
and servicing in moving the product to processing and market. Suc-
cessful operations cited by Freeman and Karen (1982): sugarcane and
tobacco enterprises in the Dominican Republic, a banana enterprise in
the Philippines.
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Information technology and technical support (T)

The technical information available is severely limited and often in-
accurate or unreliable. Even if it is correct and meaningful, it does not
circulate easily. Information retrieval systems leave much to be desired.
A particularly significant problem impeding development of technical
know-how and provision of services in rural areas is the poor horizon-
tal communication capability. It is not clear to us whether information
technology can overcome the cultural/societal patterns in Wei Bei, but
the potential for movement of information with today’s state of the art is
enormous. In particular, such concepts as (a) the use of satellite commu-
nication links and videotape for rural education as well as training, and
(b) desk top publishing for rapid, low-cost spread of information need to
be explored. But China is faced with at least four serious handicaps:

—  There is a lack of funds for information systems and telecommuni-
cations infrastructure development.

—  There is an acute electricity shortage. Per capita consumption of
electric energy remains at a very low level. (In 1984 China ranked
112th in the world in per capita electricity generation.)

—  There is the Chinese language itself. It vastly complicates the use
of today’s state of the art information technology.

—  There is culturally a disinclination to share information. (This may
be tied to the dominance of the O perspective in the culture: it is
a common characteristic of organizational thinking.) Consequently,
computers and available links are underutilized.

One result is the incredible redundancy in research. Often there are
impermeable information barriers. According to the Chinese Liberation
Daily (1984):

research units were carrying out duplicate research in 27 out of 53

projects begun between 1973 and 1974 and in 28 out of 63 projects
begun between 1978 and 1979.

It is important to remind ourselves that information technology greatly
facilitates both centralization and decentralization. Indeed, it will have
a more pervasive impact on the entire society than any other technology
between now and 2000. The first challenge is to avoid a widening of
the gap between China and the developed information-age world before
2000; the second challenge is to close the gap after 2000.

More generally, we have noted that in China O tends to dominate
T and P. Thus, more emphasis on T and P is obviously indicated. But
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the partial decentralization policy in progress today also necessitates a
major reorientation of O on the part of the Chinese. Traditional con-
cepts such as the hierarchy and power pyramid, the cadre/peasant and
city /countryside divisions need to be reassessed. The new policy im-
plies higher organizational sophistication and complexity. So there is a
challenge to all three perspective types.

(d) Addendum

It may be of interest that perhaps the most striking example of the relevance
of the P perspective in technology diffusion is represented by Dr. Hyung-Sup
Choi of the Republic of Korea. This dynamic US-trained engineer played
a central role in the creation of the Korean Institute of Science and Tech-
nology and served as Minister of Science and Technology for seven years.
His policy of concentrating on a few strategic industry sectors, assimilating
and adapting technologies, and proceeding to higher sophistication levels has
had much to do with Korea’s remarkable success. Close linkages between
research institutes and industry are emphasized. The theme is creation, not
merely imitation (Choi, 1986a and 1986b). The point to be made here is
that Choi himself is a critical factor in understanding the effectiveness of the
diffusion process. As in the case of Theodore Judah and the US transconti-
nental railroad and Wernher von Braun in rocketry, one person can make a
major difference in technology diffusion.

Indeed, a culturally-based distinction between Korea and Japan is ev-
idenced by Sharif’s finding that the relative strengths of O and P differ:
P is stronger in Korea, O in Japan (Sharif, 1989). Both foster a strong T
perspective, with the respective P+T and O+T combinations creating two
distinct paths to success.

4.6 Information Technology: A Unique
Diffusion Factor

Information technology is the most dynamic, pervasive, and influential tech-
nology of our times. It may be said that we are moving from an industrial
society to an information society. In the terms of Perez (1983), information
technology is the overarching style of the present Kondratieff cycle as oil,
steel, and railroads were the dominant technologies of the three preceding
cycles, respectively. As such, this technology will alter our labor, business,
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governmental, and other socio-institutional structures. The degree and speed
of diffusion of this technology will affect the diffusion of all other technolo-
gies. Countries, government agencies, and corporations that adapt to it will
be able to facilitate the technology diffusion process, while those that resist
will be relatively impeded. Illustrative of the problem/opportunity are:

e The support or resistance to the use of personal computers by individuals
in the Soviet Union.

e The readiness or hesitation to share information in China - horizontal
communications are traditionally much poorer than vertical communica-
tions [see Section 4.5(c)].

The explosion of information technology accentuates the growing mis-
match between the rates of technological and socio-institutional change.
Even the most advanced countries are confronting 21st century technology
with 19th century institutions. There is growing concern that this widening
gap may lead to a slowdown of the diffusion of information technology and
consequently also of other technologies.

This technology can move a country or a firm toward power concentration
and uniformization, or toward power distribution and diversity (Linstone,
1989; Perez, 1983). Experience underscores the dangers of the former and
the advantages of the latter for technology diffusion. By the beginning of
the modern era (around 1500), Ming China and the Ottoman Empire had
become centers of power with scientific and technological strength, while Eu-
rope was decentralized and technologically backward. However, the Eastern
empires

suffered from the consequences of having a centralized authority which in-

sisted upon a uniformity of belief and practice, not only in official state

religion but also in such areas as commercial activities and weapons devel-
opment [Kennedy, 1989).

It was decentralized Europe that benefited from a stimulating compet-
itive, entrepreneurial environment and overtook the existing empires. A
startling example of technology diffusion is the Gutenberg printing press:
only 23 years passed from the time of the single Mainz press of 1457 to
the establishment of presses in 110 towns. Pocket books, “how to” books,
and translations of the Greek classics soon became available at low cost.
Democratized knowledge and mass education played a decisive role in the
subsequent diffusion of other technologies.
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4.7 Implications for Policy Planning

As we noted at the outset, the multiple perspective approach is by no means
a new concept to the successful decision maker. Effective leaders and man-
agers use it intuitively. But it is not natural to most technologists or govern-
ment officials. Scientists and engineers are at home with the T perspective
and ignore or downplay O and P. This is the reason they overemphasize
analysis and underemphasize implementation, overemphasize product and
underemphasize process. And process is the essence of technology diffusion.
They are even prone to misinterpret the multiple perspective approach itself
as another T-type methodology for the analyst’s tool kit. One objective of
our study has therefore been to rectify the analysts’ and technicians’ mis-
conceptions and to show that, beyond an awareness of multiple perspectives,
conscious use of them yields very practical benefits. Many bureaucrats have
the reverse problem: they focus on O and avoid T.

In any cross-cultural situation we face another problem. The O and P
perspectives bring to the surface subtle cultural distinctions. These affect
technology diffusion in important ways. They are certainly masked in a
one-dimensional T-type analysis and may even elude a Westerner’s effort at
O or P (Westerners produce Westernized perspectives). Wherever possible,
those fully familiar with the local culture should be involved in developing
the O and P perspectives. For example, our experience in using multiple
perspectives in the case of agricultural modernization in the Wei Bei region
of China [Section 4.5(c)] should have relevance to planning for Malaysia’s
priority industrial sectors, i.e., food, rubber, palm oil, timber, metal, and
plastics. But Malaysia’s unique mixture of races — Malay (Bhumiputra),
Chinese, and Indian — has an important influence on its culture. And the
culture (values, attitudes, etc.) plays a very significant role in technology
diffusion (Fallows, 1988).

Our work corroborates the system view of Thompson and Warburton
(1985): (a) we should not expect a clear problem definition, and (b) the
institutions rather than the data may constitute the “facts.” A deep un-
derstanding of the institutional actors is a prerequisite for dealing with im-
plementation, specifically, with determining points of leverage. This means
that “systems analysis” must move beyond its traditional bounds if it is to
be useful in decisions on complex, ill-structured sociotechnical systems. Its
core is no longer a model of the problem but an evaluation process.

We must cope with wide gaps - between theoretician and practitioner,
between technology donor and recipient, between national technology planner
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and decision maker. Our first aim in introducing multiple perspectives is to
raise the awareness of the need for a better balance among T, O, and P.
The second is to promote a reduction of these gaps through the effective use
of this approach in technology diffusion policy planning.
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Chapter 5

Technogenesis: Origins and
Diffusion in a Turbulent
Environment

Dirk-Jan F. Kamann and Peter Nigkamp

5.1 Introduction

In recent years a wide variety of different terms has come into being: tech-
nological innovation, spatial dynamics, economic restructuring, industrial
rejuvenation, urban incubation, and many others. All such expressions mir-
ror the drastic changes that took place in the “roaring eighties”.

The offspring of this sudden interest in the triangle of technology, econ-
omy, and space in a sociocultural setting is to be found in the reorientation
of general economics which has realized that contextual factors (technolog-
ical progress, urban and regional incubation) are of critical importance to
the trajectory of the economy as a whole, which in turn is shaping new
conditions for technological and spatial dynamics.

Spatial development patterns have in the past decade exhibited dramatic
changes leading to more diversification; even within the same country growth
and decline seem to accompany each other. Therefore, it is extremely im-
portant to analyze the conditions under which such structural changes may
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occur. This is especially relevant, because spatial dynamics is marked by
nonlinear evolutionary patterns, which may incorporate bifurcations and
even chaotic behavior (Nijkamp et al., 1988).

Particularly in recent years, various researchers have claimed that re-
cent spatial trends exhibit a clean break with the past (¢f. Bluestone and
Harrison, 1982). A major analytical question is whether such structural
changes are due to endogenous spatial developments or to exogenous spatial
key forces. This problem runs parallel to the current scientific debate on the
existence of long waves, and in particular on the Schumpeterian viewpoint
regarding the endogeneity of Kondratieff cycles with their major phases of
takeoff, rapid growth, maturation, saturation, and decline.

In such debates the supply side of the economy (which is intertwined with
technical progress and spatial dynamics) is of critical importance. The recent
literature in this area has made plausible the idea that industrial innovations
(either basic or process innovations) may be regarded as major driving forces
for structural changes in the space-economy. In this context, the so-called
depression-trigger hypothesis is an important analytical departure, as this
hypothesis takes for granted that a down-swing phase of the economy will
induce the invention and implementation of radically new (often clustered)
technologies. The demand side of the market can, in this framework, be
incorporated by means of the so-called demand-pull hypothesis (see Ewers
and Wettman, 1980). The depression-trigger hypothesis, which is essentially
based on a challenge-response type of economic behavior, is extremely rele-
vant in a spatial (urban or regional) setting, as it states that a stimulus for
economic restructuring requires basic innovations in the productive sector.
Such innovations need not only the production of new commodities, but also
the provision of new locations for innovative entrepreneurs. This also implies
that the implementation of new urban or regional infrastructures is a sine
qua non for spatial economic dynamics. Thus the combination of produc-
tive capital, public overhead capital, R&D capital, and the emergence of new
markets are critical conditions for creating radical technological changes.

In light of the foregoing remarks two major questions seem to emerge.
First, technological innovation is not a deus ex machina which serves to
save a malfunctioning economy without active efforts by all actors involved.
Thus this leads to the question which are the driving forces that stimulate
technogenesis (economic mechanisms, urban and regional seedbed condi-
tions, etc.)?

Second, even when technological innovations have materialized (or when
they are potentially available), this does not mean that all firms or regions
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are able to “reap the fruits” of a new technogenesis. Apparently, there are
many bottlenecks to be overcome. Thus this leads to the question, which
transfer mechanisms (e.g., networks) are favorable for ensuring a smooth
diffusion and adoption of new technologies?

These two questions are central in this chapter. The chapter is organized
as follows. Section 5.2 is devoted to a review of findings regarding the inter-
woven relationship between spatial incubation and technological innovation.
In Section 5.3 the relationship between industrial dynamics and the impact
of technological progress is further taken up, among others by referring to
diffusion mechanisms. Next, Section 5.4 deals with an often neglected but
extremely important interaction and diffusion pattern, viz., networks. The
various concepts used in literature will be reviewed and synthesized into
an approach that seems, from preliminary tests, to be a useful analytical
instrument.

5.2 Technogenesis: A Spatial Perspective

Regions and cities are the “workfloor” of technological developments. In gen-
eral, regions and cities are competitive geographical units which will try to
obtain an economic advantage by either generating technologically advanced
products (or processes) or attracting a maximum share of the pool of avail-
able technologies. Thus the question of the spatial selection environment
which induces technogenesis is at stake here.

It is noteworthy that the technological performance of a region (or city)
is dependent upon two factors: (1) its sectoral structure in terms of in-
dustrial composition, firm size, industry-technology life cycle, R&D invest-
ments, industrial networks, etc., and (2) its incubation potential in terms of
agglomeration economies, information networks, accessibility, labor market,
cultural amenities, production milieu, and similar.

It is evident that the sectoral structure and the incubation potential are
not entirely independent factors, as innovative entrepreneurs are operating
in an open economic and spatial system. According to Ewers and Wettman
(1980) the task environment of a firm and its internal behavior are mutually
interlinked phenomena.

In general, the innovative performance of a firm can be characterized by
answering various questions, such as:

o Is the firm creating a new technology or only adopting an existing
technology?
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¢ Is the firm a member of an innovative sector (e.g., high-tech) or of a
traditional (e.g., old-line) sector?

o Is the firm located in a creative environment (e.g., a science park) or in
a conventional industrial climate?

In Malecki and Nijkamp (1988) it has been argued that the blend of
entrepreneurial spirit, technologically sensitive sectoral structures, and cre-
ative environments is of critical importance for a successful technological
transformation process. Since new technology is an important weapon in
a competitive market, firms will consider a favorable geographical location
as being an important dimension of their entrepreneurial strategy. Conse-
quently, the locational aspects of technogenesis have become an important
aspect of current technology research. In this context, six types of studies
may be distinguished, wviz., technological production factors, technological
performance, industrial sectors, regional seedbeds, longitudinal evolution of
firms, and regional (technology) policy. These categories will now briefly be
discussed.

5.2.1 Technological production factors

In these types of analysis the attention is focused on the inputs which are
necessary to generate technological progress. Particular emphasis is usually
placed upon R&D. From a geographical perspective this implies that spatial
variations in R&D investments may explain to a large extent the technolog-
ical differences among regions in a national economy. Since in general new
technologies increase the productivity of firms, it is evident that investments
in such technologies may be regarded as efficiency enhancing production
factors.

5.2.2 Technological performance

Studies on technological performance focus attention on the output side of
production. Various criteria for measuring the technological performance of
a firm may be distinguished, such as numbers of product or process innova-
tions, numbers of patents, etc. It is evident that the technological perfor-
mance of a firm will depend on both the composition of the sector it belongs
to and the spatial incubation potential of the place it is located. In most
studies on technological performance a causal link with the regional selection
environment is usually assumed (Oakey et al., 1980).
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5.2.3 Industrial sectors

Analysis of technological evolution from a sectoral angle is usually based
on the question, which sectors are concentrated in which areas? A good
example of such studies from this point of view can be found in the many
attempts at identifying the geographical pattern of high-tech industries. The
regional selection environment — or in a broader setting the regional incuba-
tion potential — is then confronted with the spatial concentration pattern of
given sectors, among others by using the location quotient method. Special
attention is often given to the question whether city centers, urban rings,
intermediate areas or semi-peripheral areas show a certain concentration of
innovative industrial sectors.

5.2.4 Regional seedbeds

Analysis of regional seedbeds starts with a comprehensive inventory of geo-
graphic factors which in a given area favor technological progress. Examples
are the functioning of the regional labor market, the availability of university
research facilities, a favorable quality of life, etc. On the basis of a regional
angle the technological performance of an area is then analyzed and judged.
In general, the hypothesis is then tested whether a region with a promis-
ing incubation potential is technologically more advanced than others (for a
critical review see also Davelaar and Nijkamp, 1987).

5.2.5 Longitudinal evolution of firms

In recent years there has been increasing awareness that the time horizon of
technological transformations is fairly long, so that static or cross-sectional
studies have by definition many shortcomings. This has led to a new re-
search endeavor, called company life-history analysis. The aim of this type
of longitudinal analysis is to trace the most critical decisions of a firm (e.g.,
investment decisions, new markets, product or process innovations) over a
long period of time (20 to 40 years) and to confront these with locational
developments and general economic circumstances. Instead of individual
firms, it can also be applied to networks of firms. This type of analysis
does more justice to the evolutionary process of industrial developments and
places technological evolution in a comprehensive and broader setting.
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5.2.6 Regional (technology) policy

In recent years, there has been considerable debate about the impact of pub-
lic policy on technological innovation. This debate has mainly centered on
two major questions, namely, the conditions for a “technological takeoff”,
and the degree of diffusion and pervasiveness of new technologies. The per-
formance of technological innovation was measured not only in terms of new
firms or new jobs (the incubator profile), but also in terms of the modern-
ization of existing plants, social equity, regional development, and resource
impacts.

Nowadays it is a widely held belief that technological innovation is not
“manna from heaven” but can be generated by well-focused public policies
at national, regional or local levels (in close cooperation with private initia-
tives). And hence the question has emerged: which type of policy is needed
for which type of technology? The microelectronics technology, telecommu-
nications technology, biotechnology, agrotechnology or off-shore technology
all may have different seedbed conditions, and hence there is no uniform
technology policy which can generate all kinds of new technologies. Tech-
nology policy is essentially more a tailor-made endeavor to favor the creation
of specific innovative activities in specific sectors and at specific locations.
This implies that technology policy cannot be separated from other fields of
public policy such as socioeconomic policy and physical planning, nor can
it be implemented only from one (national) level; in this context, much em-
phasis is being placed upon the self-organizing potential of a region. Until
recently technology policy was mainly pursued in isolation from socioeco-
nomic policy and physical planning. In recent years, however, an increasing
awareness has grown that technology, economics, and space have an inter-
woven triangular interrelationship with close interactions between all three
components. It is noteworthy that in several countries there has been a shift
towards a more coherent approach to technology policy, economic policy,
and physical planning, and this shift is also reflected in regional-economic
technology research.

This concise overview of various studies in the area of spatial dimen-
sions of technology shows that there is a wide variety of different research
endeavors seeking to link economic performance, technological progress, and
regional selection environments. Both analytically and empirically many
advances have been made, although the long-term perspective of spatial
technogenesis is still underdeveloped. In the next section, the issue of the
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spatial diffusion of new technologies, seen from an industrial dynamics view-
point, will be discussed.

5.3 Diffusion of Technologies in an Industrial
System

The spatial picture of technological evolution has been given due attention
in the past years. Space not only acts as a dimension upon which techno-
economic processes are projected (e.g., in terms of locational dynamics) but
also provides the medium through which economic dynamics is generated
and transferred (witness the importance of both incubation and diffusion
theories). The spatial economic structure appears to provide the vehicle for
the generation and adoption of innovations in an industrial system (e.g., on
the basis of producer services). In this context, the increasing importance
of (spatial and socioeconomic) networks is noteworthy.

It should be noted that differences in the rate of economic growth be-
tween regions in advanced economic systems are explained not only from the
sector structure and the selection environment of those regions, but also from
the diffusion pattern of new technologies. Such diffusion patterns are partly
influenced by indigenous competitive forces in a spatial economy, partly by
information transfer channels, and partly by institutional structures (e.g., fi-
nancial agencies, subcontracting systems, university attitudes). A major role
is played by organizational structures of industrial and commercial compa-
nies and by the organization of labor within companies. In this context, the
emergence of neo-Fordist modes (e.g., based on flexible organizational struc-
tures, economies of scope, customization of products, and rapid adjustment
to market demand) has to be seen. The pathway of new techno-economic
structures is marked by much variation, ranging from conventional hardware
investments to company migration (or branch plants) and from internal up-
grading of skills to purchase (or transfer) of skills from elsewhere (or even
takeovers).

The impacts of new technologies may be twofold, either as direct spinoffs
in a local economy (e.g., via inter-firm interactions) or as transfers in a
broader spatial system (e.g., via new information technologies). Thus a
favorable seedbed function of a region is a necessary, but by no means a
sufficient, condition: information channels ensuring an appropriate transfer
of technological achievements are equally important (Townroe, 1988).
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Diffusion analysis has in recent years become an important field of re-
search in industrial economics. This analysis not only focuses on the distri-
bution and adoption of new technologies, but also on the business services re-
lated to technological transformations. According to Cappellin (1990) there
are at least three reasons to regard business services explicitly in the context
of technological innovation:

o The transfer of new producer services to industrial firms may be regarded
as a major organizational (or process) innovation at the firm level.

e The creation of such services (either as new products of existing firms or
in the form of the birth of new service firms) in a certain area may be
regarded as a product innovation.

e Service firms may adopt such organizational (or process) innovations in
order to increase their productivity or to improve the quality of services
offered.

In most diffusion studies the S-shaped curve forms a central component.
Both the adoption time and the adoption rate can be pictured in this curve.
The precise shape of the S-curve can then be explained from firm size, market
structure, profitability of innovations, etc. An important role can be played
in this context by (barriers to) information transfer in a spatial system (see
Giaoutzi and Nijkamp, 1988). It is evident that the adoption of innovations
via a spatial transfer mechanism brings also the demand side of innovations
back into the picture. In this context various social-spatial communication
linkages/patterns are often distinguished, such as hierarchical and contagious
diffusion patterns.

Diffusion models can then be used to mirror the techno-economic land-
scape of a spatial system, although normally such models are hampered by
a major shortcoming, i.e., the presupposed stability of parameters. This is
a major flaw in diffusion analysis, as in this case the Schumpeterian swarm-
ing effects of new basic technologies and the feedback effects from adopted
innovations on spatial structures cannot be adequately taken into account
(see also Alderman, 1990).

Another field where operational research would still need further devel-
opment is the channels along which diffusion takes place. Information trans-
fer systems, technology and R&D centers, industrial institutional agencies,
consultancy and banking institutions, and many other (formal or informal)
channels serve to enhance the flexible transmission and adoption of (infor-
mation on) new technological innovations. However, which channels are eco-
nomically most efficient and politically most effective is still an open research
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question in diffusion research. Therefore, it is worth exploring these points
by dealing more explicitly with networks of relations — potential channels of
diffusion — between actors.

5.4 Networks

Networks are becoming an increasingly popular issue in the scientific litera-
ture. There is a growing awareness that firms should not be seen as individual
organisms that live their own lives independently from other actors in their
economic, social, and cultural environment. Waves of merger activities and
takeovers have resulted in noticeable effects (and sometimes disruption), not
only in financial circles, but also in local employment situations and welfare.
Technological change, e.g., in telecommunications — information technology
— has resulted in locational changes of parts of multinational organizations
and changing activity patterns. Government efforts to stimulate innovative
industries, and the growing interest for autonomous growth potential, ter-
ritorial industrial complexes, and local initiatives have induced a great deal
of interest in the networks of relations between firms, including the diffusion
of innovations.

After a brief review of existing theoretical paradigms, we will explain the
behavior of the actor in his contextual situation. We do so, in order to deal
with two main issues already raised in Section 5.1, i.e., the impact of (the
configuration of) actors in a network upon technogenesis, and the impact of
(the configuration of) these actors upon adoption and diffusion inside the
network.

Two main streams of theorizing play a major role in the network litera-
ture: field theory and systems theory. For instance, Perroux (1955) describes
how actors meet on a plan in abstract economic space, where they try to
dominate other actors and the relevant plan in economic space. Some actors
may be active on various plans — they are multidimensional. The position of
an actor in the arena on the plan - in the field —- is determined by external
forces and internal forces. External forces are demand, public policies, etc.,
internal forces are the — nonrational — drives of actors.

Systems theory may be used to describe attempts to externalize internal
problems of actors (resulting in negative external effects) and to internal-
ize external problems (by means of, e.g., internal labor markets, informa-
tion systems, capital supply). It also assists in describing behavior to resist
threats and challenges. A process comparable with “negentropic” behavior:
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the capability to attain stability in a time-dependent steady state. In our
context, we would use stability in terms of market power, aggregate power,
and network power. The major drawback of this approach is the assumed
equilibrium that ignores Schumpeterian disequilibria. The continuous shifts
in coalitions between actors in a network would call for a more dynamic ap-
proach, like chaos theory, game theory combined with Markov-type decision
models.

After this brief overview, we will deal with the adoptive behavior of the
actor and the contextual role.

5.4.1 Cause for change: The competitive challenges

The major reason for actors to reorganize their activities, to change their
routines, originates from the competitive forces to which they are subjected.
Actors that fail to respond to competitive challenges, threats or opportuni-
ties, will find themselves on the loser’s side. Actors that opt for the wrong
strategy may face the same fate, or may be the subject of takeover raids.
Although a proper response to competitive challenges is of vital importance,
three major categories of causes for weak performance may occur:

(1) Actors are not aware of the challenge or alarmingly poor performance.

(2) Actors are aware of the challenge, but do not know the proper strategy
to follow.

(3) Actors are aware of the challenge, know the proper response but are
unable to implement the proper strategy.

The first two cases are information gap problems. The reason for this
gap can be manifold. Ignorance, poor information retrieval systems, value
perception gaps, false routines, inertia, no gatekeepers, isolated location,
poor management, and so on are examples (¢f. Kamann, 1985). Or, the
configuration of actors, the network, one participates in may be a combina-
tion of poor quality. This may be caused by geographical backwardness or
isolation, but also by selecting the wrong companions. However, the actor
also may be a victim of deliberate exclusion. Strategic information may be
withheld by other actors in an attempt to gain a more advantageous po-
sition. This aspect also causes the third bottleneck: an actor is unable to
seize opportunities or fight threats because of external circumstances beyond
his control. Therefore, when we want to study the innovative behavior and
performance of individual actors, we have to do so in the proper contezt of
external relations.



D.-J.F. Kamann and P. Nijkamp 103

5.4.2 Three dimensions of space

In the preceding sections we have dealt with two spatial dimensions: geo-
graphical space and economic space. We will now add a third dimension:
sociocultural space. Actors have to work in a given sociocultural setting.
This local sociocultural environment may favor certain technologies, ways
of producing goods and services (Kamann, 1988), like Tayloristic production
techniques, and by doing so may hamper other technologies. It favors a par-
ticular régime d’accumulation, a particular régime de régulation (Aglietta,
1986). The finding that technologies and their organizational and ideological
or cultural dimensions are closely related elements, also means that changes
in any element requires suitable or adequate adaptations in the other ele-
ments. In network and organizational terms: a network with a traditional
— Tayloristic — organization and matching culture, will be a slow adopter of
technologies that are alien to that organization and culture, and vice versa.

Part of the influence of sociocultural space is the process of socialization
and culturalization that individuals experience. This moulds the internalized
value system and behavior, the personality (Kamann, 1988) of the actors,
given their biological and genetic inheritance.

All three spaces show a differentiation. Geographical space is polarized
with large metropolitan areas and rural areas. Economic space is polarized
for many types of activities: Toyota, Nissan, GM, Ford as giants in the seg-
ment — the plan — of automobile industries versus the peripheral sweat-shops
in dual production situations. Sociocultural space also is polarized: “west-
ern” societies, with their emphasize on individual action versus societies with
more “traditional” or even feudal value systems. As a result, actors in some
societies are better able to cope with western competitive systems or decen-
tralized decision-making procedures and production systems than others,
in other societies. Even inside western societies, the large cities show dis-
tinct differences from the rural areas; both in sociocultural environment and
technology. It results in different types of personalities and characteristics;
different managerial types. These elements, which play a role when start-
ing new high-risk enterprises or when drastically changing routines, show a
distinct geographical differentiation.

To the differentiation in the three dimensions of space we have to add
their dynamics. The environment is not static, it changes. Some actors
may even have the perception to live in a chaotic environment. In light of
the diffusion theories described above, we may say that these dynamics do
not occur at all places at the same time; some actors are facing turbulence



104 Diffusion of Technologies and Social Behavior

earlier than others. It also means that some actors have adapted to the new
situation at the same time other actors are in a state of shock, which makes
them vulnerable to attacks from the first category. Furthermore, the nature
of the environment shows a significant differentiation in geographical space,
apart from the diffusion aspects. Whereas actors in one area may have a
very stimulating environment, other actors, in other areas may find their
environment very hostile. They have to use much of their energy to solve
the problems arising out of that environment.

The spatial differentiation of the three dimensions is one cause for dif-
ferences in performance between actors. A second cause can be found when
studying the nature of external relations with other actors. We could term
this the network performance of actors. The question is, why do actors
participate in networks at all?

5.4.3 Motives for participation and types of partnership

The answer to the question why actors participate in networks is a rather
easy one: since they have suppliers and buyers, they automatically are partic-
ipants in a network. Networking not only consists of cooperative projects,
partnerships and relations based on trust. Network relations also include
those with actors one considers to be “the enemy”. Apart from this auto-
matic — passive — network participation, we will describe the motives for
active network participation.

Keeping or increasing the market share is one of the most important
strategies of actors. Therefore, given the information gap we mentioned,
we will find that a significant part of network participation of actors is di-
rected towards collecting information about customers, suppliers, the com-
petitors and his products, prices, R&D programs and policies, new markets
and changes in market shares of existing markets. Hence, the information
contents of relations are important.

In his attempts to increase his share of the market or simply to meet the
challenge posed by competitors or newcomers, an actor is likely to run into
obstacles or may well find some bottlenecks when implementing a proper
and adequate strategy. These bottlenecks can occur in research, develop-
ment, finance, production, distributing, marketing, organization, and so on.
Actors have become aware that technological developments these days very
rarely take place in a single firm. It is an “interplay between different or-
ganizations where independent activities are taking place simultaneously in
different parts of the network” (Laage-Hellman, 1987, p. 31). This implies
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that firms realize that in a number of cases it is better to co-develop product
and process innovations with suppliers, buyers or even competitors. “Dif-
ferent units have different resources and skills which are complementary in
nature” (Laage-Hellman, 1987, p. 37). The value of the network in this case
is the combination of “resources” and “skills” which as such is unobtainable
for each of the actors involved. This positive value remains positive, even
when the individual actor has to increase his dependency on other actors.
Active network participation and distribution of activities enable increased
specialization of each actor, while increasing the need for interaction because
of the required coordination. “The establishment of development relation-
ships may in other words be a pre-condition for increasing specialization of
the in-house development process” (Axelsson, 1987, p. 131). Actors start
partnerships depending on the bottleneck they experience and the type of
specialization they prefer.

When network performance is defined as the way an actor is able to use
external relations to achieve his goals and to solve bottlenecks, the following
two questions follow: Who are the other actors? What is the nature of
external relations?

As a collective operator, one network may compete with other networks
in the same market. However, the more — different — actors that participate,
the more important coordination becomes. Efficient networks show fast in-
formation diffusion — when such is required — and coordinated innovative
efforts. As we will see later on, we may find that control and coordination
often coincide.

5.4.4 The other actors

The question “who are the other actors” relates to matters such as effec-
tiveness of relations. Does an actor have suppliers that provide him with
the latest products, machines, know-how, and information? Is he in contact
with producers of new substitutes? Are the suppliers and buyers reliable
and trustworthy? What about the competitors? To answer these questions,
we first have to make a brief detour and describe the class of potential ex-
ternal actors an actor can relate to. This class of entities external to the
individual actor and determining his behavior and performance is known as
the selection environment, milieu innovateur or “atmosphere”. Because of
its dynamic character, terms such as turbulent fields or even chaos are used.
We distinguish four sub-categories of actors in the selection environment
(Kamann, 1988):
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Friends and relatives.

Actors related to locational factors.

Institutional — usually non-market — actors.

Actors that are specific to the product market combination of an actor
and his corporate linkages.

Family and relatives play a role in the socialization process, act as a
peer group and sometimes advise in business matters. Here, we find a cul-
tural differentiation between countries and areas. In some areas, social and
business contacts are mixed, in others, they are not.

Locational factors make a location attractive or unattractive. Actors,
related to these factors, for instance, represent infrastructural services, water
works, energy suppliers or railroad companies. Examples of actors of the
third category are trade union representatives, public administrators, and
lobbies. Two organizational elements included here are the organization
of firms and the organization of the built-up environment. The former is
better known as industrial agglomeration effects in economic space, while
the latter is known as urbanization effects in geographical space. Economic
and geographical space used to coincide for agglomeration effects. Because of
improved transport and communication techniques and modes, we find that
agglomeration effects in economic space no longer necessarily coincide with
geographical space. The widespread phenomenon of the branch-plant that
links to a corporate network of communication, information and transport is
a good example from the 1960s. Presently, we find that just-in-time deliveries
allow for a hundred miles — for the Dutch case — between suppliers and their
main buyer, even for vital parts and components. In spite of this, we still
find examples of agglomeration effects in geographical space (Storper and
Scott, 1990). However, it is not a necessary condition any more for survival
of especially the niche operating firm, particularly when it is linked up to
a proper network. As to urbanization effects, apart from the usual public
services, they also include business services and as such are a locational
factor for, e.g., office activities.

The fourth category of actors in the selection environment we mentjioned
contains units of the corporate network and competitors, suppliers, cus-
tomers, producers of potential substitutes or possible entrants.

We can project the differentiation in economic and sociocultural space on
geographical space, and add these to the existing differentiation in locational
features of its selection environment. Together, they show the differences in
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opportunities for existing firms, the formation of new firms and the innova-
tive behavior of actors.

5.4.5 The nature of relations

Having introduced the potential set of actors one can relate to, we face the
second question: what is the nature of these relations?

Markets and Hierarchies

Following Williamson’s (1975, 1979, and 1987) transaction cost theory,
we could use a continuum between “markets” and “hierarchies” or intra-
organizational arrangements. The choice between the two extremes — the
make or buy question — is based on an optimalization process of the organi-
zational form and a minimalization of costs. Three aspects play a role:

(1) Asset specificity. Durable goods and R&D tie up large investments. This
reduces the flexibility in changing policies. The most common types of
asset specificity are:

e Site specificity, resulting in minimizing transport costs.
Physical specificity, related to machines or products that can be
used for only one particular product or item.

o Human asset specificity, related to the built-up routines of employ-
ees, researchers, shop-floor workers and directors.

Investments in machines and employees required to satisfy the de-
mand of a large buyer may result in a situation of bilateral monopoly; the
supplier and buyer are mutually dependent. The supplier has no other
alternative demand for his products, nor can he shift to other products
without a great loss, while the buyer has no alternative supplier, nor can
he make the product himself without heavy investments in machines and
human capital and at a cost of lost loss of sales because of transitional
problems. Asset specificity is no exceptional case, although buyers try
to prevent such by means of “dual sourcing”. Because of recent techno-
logical developments, asset specificity has become a rule rather than an
exception in numerous intermediate markets.

(2) Uncertainty about the future. Like other human beings, actors try to
reduce risks, allowing for maximum freedom to break up relations when
they become burdensome. The price to be paid is determined by infor-
mation, negotiating, and quality assurance costs. The choice between
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long-term relationships and short-term relationships is what we would
call the relation specificity. Investments in mutual trust, knowing each
other, understanding each other, and especially knowing whom to ad-
dress for information or to fix things.

(3) Frequency. Transaction chains show a repetitive pattern. This reduces
the costs of breaking up a relation, although this is difficult to quantify.
This problem of quantifying costs of a relation coincides with the problem
of quantifying the costs and benefits when externalizing certain activi-
ties. Quantifying the immediate production-related costs may be quite
possible. Quantifying the costs of increased uncertainty in information,
quality, and reliability is another thing.

The choice between markets and hierarchy, in-house production, is rather
easy for the two extreme cases: the one-off job versus eternal production.
However, these extremes are not always the case in real life.

The transaction cost theory assumes that hierarchy does not exist in mar-
kets, and markets do not exist in organizations. Real-life experience shows
that the opposite is true: a market transaction between completely equal
partners — atomistic actors — is an exception rather than a rule. Further,
it ignores that, as Johanson and Mattson (1984) correctly state, today the
goals of many actors cannot be achieved but through other actors. In other
words, actors depend on their network partners for the realization of their
goals. This implies a minimal mutual trust in relations. It means that actors
have to recognize the goals of their partners.

In large corporations, an additional problem occurs when the decision to
externalize or internalize has to be taken. Externalizing an activity means
that the internal unit that used to perform that activity will lose power.
Therefore, that unit is likely to oppose such a decision and will lobby to pre-
vent such. Or, in the opposite case, the unit will give favorable information
about its abilities to perform activities that previously were done externally
and is tempted to give low-cost figures.

Given the fact that the theory largely ignores spatial differentiation — in
any space — and knowledge, skills, machines, products, and sites are consid-
ered to be homogeneous, one is tempted to declare transaction cost theory
to be a neoclassical equilibrium theory (Johanson and Mattson, 1984). Still,
the basic question of whether to make or buy is valid; when less unrealistic
assumptions are included, the theory could become rather valuable.
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Between Markets and Hierarchies: Networks

We just discussed the polarity markets and intra-organizational hierarchies.
We now focus on the part in between: network relations. We express the
degree of dependency, hierarchy, induced by these remaining relations by a
scale. On one side we find completely symmetric exchange relations between
equal partners. On the other side of the continuous scale we find the asym-
metric relations of complete dependency/dominance in market relations.

The ideal case of a symmetric transaction relation is the exchange of a
product for money between two atomistic actors. An example of a symmetric
relation in partnership is the exchange of production of certain products by
Dutch oligopolistic dairy companies. Neither partner would reach economies
of scale for either of the two products. When exchanging the production of
the two products, each firm produces one product for both partners involved;
thereby achieving economies of scale.

An example of the other extreme case can be found in the “dual produc-
tion organization”; for instance, the case of the Japanese kanban system of
a many-tiered hierarchy of sub-contractors (Storper and Scott, 1990).

Hence, we find a continuum of partnerships:

¢ FExchange of production between two or more competitors enable all ac-
tors involved to obtain scale effects.
¢ The joint venture, a form useful for:

—  Development of products and penetration of markets.
—  Expansion in markets.

—  Consolidation of markets by horizontal integration.

—~  Retreat from markets.

¢ Long-term contracts between suppliers and one of their important buyers.
They should guarantee timely and reliable deliveries, and enable suppliers
to invest in innovations required by their buyer.

o Joint production planning between suppliers and buyers to enable zero-
stock-inventories and just-in-time deliveries.

e Joint planning of suppliers and their industrial buyers where the latter
give active support to R&D and capital.

e Dual production organization; the sweat shops, sub-contractors, and
other supliers; here a one-sided monopoly exists. For the buyer, it is
easy to shift to other suppliers; for the supplier, this is impossible.
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Licence agreements can be part of any of the partnerships mentioned,
including straightforward market transactions without any partnership in-
volved.

Type of Dependency

As we said before, various activities between network participants are linked
together in transaction chains that tend to repeat established configurations.
This may induce the following dependencies in relations:

o Technical dependency occurs when products and services fit technically
together and result in inter-industry standards. Therefore, within net-
works, coordination mainly focuses on rigid transaction chains, while ac-
tors are allowed more freedom in less rigid links (Kamann and Strijker,
1990).

o Knowledge dependency means that the supplier has to know the re-
quirements of users of their products, while users have to know what
they actually can do with their input materials, machines, hardware and
software.

o Continuity dependence occurs when a supplier sells a large share of his
output to a single buyer. The actual percentage is a function of the power
of the actors involved, the profit margins and the profitability of other
activities of the firm. The reverse occurs when producers depend on a
single supplier for a particular product or service they require. Firms will
try to prevent this situation by applying dual sourcing. However, in a
large number of cases, increased specialization has led to single sourcing.

o Social dependency is the result of normal social group behavior, where
participants are likely to cooperate with other participants before estab-
lishing contacts with actors outside the network. Axelsson (1987, p. 159)
uses the term soft distance to indicate the sociocultural distance between
actors or entire networks: attitudes, values, norms, culture. The term
hard distance indicates the distance in kilometers.

o Logistical and administrative dependency means that suppliers and buy-
ers have to use the same system to be able to communicate. High switch-
ing costs prevent small suppliers to switch easily to other buyers with
different systems.

e Innovative dependency exists in three varieties: (i) user dominant, (ii)
supplier dominant, (iii) research dominant. Increased cooperation be-
tween suppliers, users, and research institutes or consultants makes this
division less valid today. The new question is who took the initiative -
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the impetus — for new developments, rather than who actually carried
out the development work, produced or used the product or process.

o Financial dependency may have rather important effects, ranging from
profits and strategic information leaking away to enforced purchase of
licences, goodwill, and products. Complete takeovers tend to lead to cen-
tralization of production activities in a particular location and centraliza-
tion of overhead activities in another location. The actor involved runs
the risk of converting his plant into a standardized production branch
plant. Even when he remains relatively independent as a business unit,
corporate planning, investment decisions, and tax management are trans-
ferred to the parent company.

The various types of dependency, usually in a user dominant relationship,
may result in the dual production organization. Based on the dual segmen-
tation theory this theory assumes a primary and a secondary sector. Large
and technically sophisticated corporations are part of the primary sector or
core of the economy. They operate in stable and safe segments of markets
applying modern, capital intensive Fordist mass-production techniques. In
the secondary sector or peripheral sector, relatively small firms operate with
flexible technologies, catering for fluctuating and risky markets. Companies
in the core sector ezternalize uncertainty and labor costs to the peripheral
firms. In secondary firms, wages are low, prospects are poor, working con-
ditions are bad. Alan Scott (1985, p. 17), for instance, found that many
secondary firms in Orange County employ Mexican and Asian workers since
these “cannot perceive or are unable to demand ... recognition of rights”.
Although it increases local linkages compared to the situation with branch
plants, it dominates local firms and segments the labor market. It is a new
variant of the cumulative causation theory.

Most of the relations we discussed so far were of a dyadic nature: between
two actors. We will now broaden our scope to more relations: the network.

5.4.6 Plans in space

Returning to Perroux’s description, we see that actors meet on an abstract
plan in economic space. For the time being, we will assume, that an actor
coincides with the entire firm: a holistic concept of the firm.

Some actors only deal with actors in their own production column: their
upstream and downstream partners. We would label these actors one-
dimensional actors. They operate on a single plan in space [Figure 5.1(a)].
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A second category deals with actors that operate on two unrelated plans. For
instance Philips microelectronics, and formerly Philips-Duphar pharmaceu-
tics. These actors can be named multidimensional unrelated actors [Figure
5.1(b)]. Because of the present increased emphasis on core activities, many
actors of the latter type are separated into two independent actors. Finally,
a third category operates on more plans in space at the same time. For
instance the transport firm, specialized in transporting cut flowers, operates
on the transportation plan, facing large carriers, car manufacturers, logis-
tical services and so on. It also operates on the horticultural plan, facing
large wholesalers, auctions, state agencies, and so on. The transport firm in
fact operates in an intersection of the two plans. These actors can be named
multidimensional related actors [Figure 5.1(c)].

Role of Dimensions

The effect of being one-dimensional, multidimensional related or multidi-
mensional unrelated is twofold:

e The performance of one-dimensional actors is determined by the nature
and configuration of the network on a single plan. The performance of
multidimensional actors on a particular plan is also determined by the
nature of the networks and the position of the particular actors in those
networks on other plans. This implies that an actor may be hampered
to pursue certain strategies on one of the plans, networks, it operates on
since it has to put all its resources in its struggle for survival on another
plan. Or the reverse side could occur in that an actor may improve
its position on one plan because of cross-subsidizing its efforts with the
profits earned on another plan.

¢ Diffusion of innovations may be facilitated from one plan to another plan
through bridge actors that operate on both plans. This may give this
actor a competitive edge. It also means that actors not only have to
be aware of new developments — innovations, potential substitutes — on
their own plan, but also on all related plans. This is, with the limited
time available, a severe handicap for the average small firm.

5.4.7 Type of network

Actors meet other actors on plans, sometimes passively, sometimes actively.
The question is, when are we allowed to say they are part of a network and
when is it just a dyadic relation? A rather general definition of network is
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Figure 5.1. One-dimensional and multidimensional actors in space.
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the “totality of all units connected by a certain type of relationship” (Jay,
1964, p. 138) or Cook and Emerson’s (1978, p. 725) statement that between
actors, “sets of two or more connected exchange relations” are established,
shaping the network. The obvious question here is, how many relations have
to exist before we can use the term network. From the literature we derive
five categories:

(1) The dyadic relation, when based on information “tend to grow out of in-
terpersonal associations between organizational representatives” (Whet-
ten, 1987, p. 240), both agency theory and transaction cost theory focus
on a dyadic relation.

(2) The cluster of relations, forming a clique or coalition inside the

organization.
(3) Organization sets, constituted around a focal actor, “it is not a real
network, because ... the relations between the interacting organizations

are ignored” (Whetten, 1987, p. 240).

(4) The action set is a coalition or clique between organizations; “purposive
networks ... working together to accomplish a specific purpose” (Whet-
ten, 1987, p. 241), compare Galbraith’s (1963) theory of countervailing
power.

(5) Networks, “consist of all interactions between organizations in a pop-
ulation, regardless of how the population is organized into dyads, or-
ganization sets or action sets” (Whetten, 1987, p. 242). This broad
definition can easily become an “every actor has to do with every other
actor”. However, “a network ... is a construct created by an investiga-
tor” (Aldrich and Whetten, 1981, p. 387), which means in practice that
networks are limited in size because the researcher usually has to limit
his scope.

5.4.8 Conspiracy, opportunism, and trust

The difference between the various types of clusters that may be found in
networks sometimes is a matter of the number of relations. In some types,
we find an element of conspiracy. However, as with most conspiracies, not
every participant will receive an equal share of the cake. Given the inequal-
ity among the conspirators — inequality in market force, financial strength,
know-how, and especially, information — the winner may try to take it all.
This may induce a new series of attempts to conspire more successfully by
those who find themselves less privileged than they had hoped.
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The reason for using the term conspiracy is that in our perception this is
a combination of mutual trust and opportunistic behavior. 1t is reflected in
the cooperation paradox: actors realize that they need each other to pursue
their objectives, but at the same time do not want to become dependent on
others. They are worried that the partner gets more out of it or runs off with
all the benefits and secrets. This paradox causes cooperative agreements,
e.g., joint ventures, to show an unstable pattern of behavior; exist until the
conditions that favored cooperation change. This cooperation paradox not
only exists in relation to production economics; all kinds of social systems
show such unstable cooperation patterns.

In conclusion, we say that actors show an opportunistic behavior in some
relations, establish mutual trust in others and finally mix the two elements
in conspiracies with a third set of actors to which they relate.

5.4.9 The selection process: From potential reservoir to
actual segment

Given the potential number of actors with which contacts could be made,
an actor selects a certain network segment. This term coincides with the
term microposition (Johanson and Mattson, 1984), and stands for the ac-
tual configuration of relations between actors. In such a segment, there are
some actors that one particular actor very rarely meets, while he may have
intensive contacts with others. When an actor has no direct contacts with
certain actors, but assumes that other persons, who are included in his list
of contacts, meet these actors, then this is termed indirect contacts.

I know someone, and they know someone, but I don’t know who they know.
The power of the network is that the participants all know it exists. We
all know that we know lots of people in the Valley ... the rate of rumor-
passing in Silicon Valley is simply phenomenal. Reputations, successes,
people leaving a firm, new products. The mill grinds out these rumors at a
prodigious rate [Rogers and Larssen, 1987, p. 80].

We find two types of weak contacts in literature:

¢ Infrequent contacts or weak relations that are “kept in storage” for mo-
ments they become of importance: public agents in charge of, e.g., build-
ing permission, grants or subsidies. They are of no importance for the
regular operation of the firm. Relations with frequent and intensive con-
tacts are termed intensive.
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e Sole contacts with actors that belong to another network or cluster or
plan. Breaking up the relation ends all contacts between two clusters.
These contacts may provide important information about new technolo-
gies and increase diffusion from one cluster to the actor’s; the bridges
between clusters. When they are sole operators, not closely related to
any specific cluster or network, they are termed liaisons — e.g., knowledge
brokers.

5.4.10 The role of personality

The choice of the actual network segment — whether contacts will be direct
or indirect, strong or weak — is a strategic choice. Since this choice is very
rarely made with full information about the potential network, the resulting
incompleteness is aggravated by a geographical limitation of the actor’s scope
and his sub-sector fixation.

This stage of the selection process is largely determined by the personality
of the actor, his business routines, and goals. A multiple actor organization
has many actors in different functions, roles, and tasks. Each actor has his
own personality, and groups of actors demonstrate subcultures and coalition
behavior.

5.4.11 Leaving the holistic concept of the firm

In the last paragraph, we actually left the holistic concept of the firm. Actors
in each functional department of a firm will have their own interest and type
of information required and their own sets of actors that are important to
them. For instance, actors in the sales department focus on buyers while pro-
duction workers focus on machine suppliers (Hamfelt and Lindberg, 1987).
In the management literature, this view is supported by Porter (1985). It
makes our understanding of networking more complete.

5.4.12 Porter’s “value chain” and “value system”

Porter (1985) introduced his “value system” and “value chain” to analyze
competitive advantage. The value chain disaggregates a firm into its strate-
gically relevant activities (Porter, 1985, p. 33). These activities are primary
activities, such as inbound logistics, operations, outbound logistics, market-
ing and sales, and service; and support activities, like firm infrastructure,
human resource management, technology development, and procurement.
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The primary activities form the columns, the support activities the rows in
a matrix.

Firms now may start “coalitions”, that “involve coordinating or sharing
value chains with coalition partners” (Porter, 1985, p. 34). In other words,
a firm may try to increase its competitive advantage by starting cooperative
partnerships for certain segments of its value chain: the cells of the matrix
to which we referred. The actors involved are also required to understand
the jargon of each segment, the segmental “culture” and, to use the words
of Crevoisier and Maillat (1989), the “savoir-faire”. It implies that:

e Firms are a vector of network segments in which they operate, represent-

ing functions and activities.

This vector contains different segments.

The firm as unit is to be a multidimensional actor.

Some of the network relations may show conflicting interests.

When the size of a firm is an indicator for functional segmentation and

diversification, it also means that large firms may run into coordination

problems between the various networking interests involved.

o Large firms are likely to pick up innovations from related network seg-
ments that are valuable for its competitive position.

The required coordination is a matter of balancing control; a delicate bal-
ance between centralized authority and decentralized decision-making power.
The optimal balance varies between products, markets, and especially tech-
nologies used. It determines the success of the entire corporate organization.
In fact, a very similar argument goes for networks. Therefore, methods of
running a network bear resemblance with the strategic management and con-
trol of a corporate firm. However, this assumes an unequal distribution of
power over the participating actors. The issue to study therefore is whether
the so-called symbiotic networks, with flat networks, are as successful as con-
trolled hierarchical networks. Or, perhaps they are not as flat as has been
assumed.

5.4.13 Network orientation and geographical orientation

We concluded that activities in the organization differ in their mix and types
of internal and external contacts and with different actors involved. From
research in contact systems and urban orientation, we know that some of
the external actors are exclusively located in metropolitan areas (Goddard,
1973). This implies that a single actor firm with restricted time available
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will find it hard to have proper network contacts. A large multiple actor or-
ganization can specialize and distribute the various contacts. Although this
requires an internal network that also consumes time, special gatekeepers
act as the interface with the environment and provide relevant external in-
formation, translated into the jargon of the internal network. As a result of
this, activities that draw their information from the internal network are less
dependent on the location in the source area of their relevant information,
the focus (Kamann, 1988), as long as their gatekeepers are there. To extend
the parallel between corporations and networks to this point: we may say
that proper networking may give the same results to the participants, and
may make actors relatively “footloose”.

Using relocation costs and opportunity costs of missed information, an
organization may optimize its location. However, persons have a mix of ac-
tivities and therefore may have different priorities and preferences for certain
localities. In an organization with numerous actors the usual social processes
will take place, where coalitions or cliques and power rather than individual
ratio will decide where the total group will locate. These social processes
with their culturally determined characteristics should be incorporated in an
attempt to describe and predict organizational behavior in this context.

5.4.14 Measuring control: The distribution of power

When visualizing and measuring relations between actors, we will use the
terms manifest and latent. Manifest characteristics of relations are observ-
able entities. They consist of:

(1) Material relations: flows of goods, services, capital, printed information,
human embodied information, and skills.
(2) Immaterial exchange relations: information through personal contacts.

The first category can be visualized by applying input/output analysis
or by means of the expanded filiére approach (Kamann, 1988). The second
category can be visualized through contact systems and interlocking systems.

The latent characteristics of relations are not directly observable but may
be derived or inferred from observable manifest characteristics. Latent char-
acteristics mainly deal with the “strategic value of a relation related to the
issue of dominance and performance. Manifest relations are the materialized
dimension of latent relations” (Kamann and Nijkamp, 1990, p. 15). Features
of latent relations are classified under three headings:

(1) The already mentioned dependencies.
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(2) Instability; at the micro level found in the growth or decline of the in-
dividual firm; at the meso level found in takeovers, mergers, market-
concentration, and collusive and conglomerate behavior; at the macro
level found in the general reduction of life cycles, the international shift
in economic power in geographical space, and the duality between mass
production and flexible, customized production.

(3) Paradigm fixation; such aspects as inertia (Kamann, 1986) of entire net-
works may occur (compare asset specificity). The social aspect of this
implies that areas with an activity dominating the social network “re-
pulse” actors with activities perceived as “alien” to those in power.

5.4.15 Techniques to visualize latent relations

A common method of visualizing networks uses directed graphs and matri-
ces (Aldrich and Whetten, 1981, p. 397; this also includes a discussion on
methodological problems involved). Terms such as “density”, “reachability”,
and “hierarchy” or “centrality” are used and operationalized. Its static ori-
entation, however, makes this type of analysis less suitable for our purpose.

Following the work of Simon (1962) and others, the linking pin theory
became a popular object of study. “Having ties to more than one action-
set or subsystem, linking pin organizations are the nodes through which a
network is loosely joined” (Aldrich and Whetten, 1981, p. 390). The three

main functions of linking pin organizations are:

¢ Communicating between organizations.
e Providing general services interlinking third parties.
¢ When dominant, serving as an example.

A popular technique to visualize the structure of loosely connected sub-
systems is “block modeling” based on a transaction matrix. This technique
seems to be useful for identifying pockets of intense interaction between
members, but does not examine relationships between the clusters (Whet-
ten, 1987, p. 242). This makes it less suitable for our purposes.

We propose a triple technique as a methodology to visualize dominance
in networks:

(1) Draw up an expanded filiére, containing all material links that the re-
searcher judges as significant; in order to increase a proper judgment,
the researcher should be familiar with the sector and actors involved.

(2) Visualize immaterial links between actors; compare this picture with (1).
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(3) Use the technique of shocks: threats and challenges (Kamann and Strij-
ker, 1990). Using a dynamic analysis of the network, the enforcement
of power and possible shifts in power can be traced. The outcome of
(3) feeds back to (1) and (2) to check whether all significant actors and
their links are included. It checks the initial arbitrary judgment of the
researcher.

To this triple technique, we suggest to add a fourth layer, covering the
cultural dimension: the symbols, myths, stories, heroes, customs, script,
shared values, and uses of the network.

5.4.16 How to observe power, dynamics, and paradigm
fixation

In order to operationalize the various types of dependencies, dynamics, and
paradigm fixation, we first of all have to deal with terms such as “control”,
“power” or “dependency”. In a static situation, power supposedly leads to
an unequal distribution of profit margins over the actors involved. Further-
more, one could use market share or the market concentration ratio, and
the aggregate concentration ratio. Other potential useful indicators are the
share of input or output that an actor, a single supplier, or a buyer accounts
for and, related to this, the situation of dual sourcing of input versus a sin-
gle buyer of output. However, in our opinion, power of control should be
measured in a dynamic context. Kamann and Strijker (1990) describe it as
the ability to:

e Prevent a partner from terminating the relation, the no exit power.

¢ Prevent a partner from duplicating relations with other actors, the power
of exclusiveness.

¢ Exclude potential newcomers from the network or even from the market
involved, the no entry power.

¢ Start and induce innovations in products, processes, materials used and
organizational setup, set standards, dictate research agendas, in other
words, dictate the technological trajectory or even the entire paradigm.

¢ Prevent innovations, standards, and research projects.

e Internalize external threats to the network without giving up central
control.

¢ Dictate network responses to outside dangers and opportunities.

¢ “Control” the interlocking system, to have one’s representatives replace
representatives of other actors.
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e Increase shareholding and/or board functions.
e Dictate the social paradigm.

An analysis that tries to trace centrality of control — power — has to be
dynamic; attention should be paid to the various types of dependencies and
paradigm fixations or shifts as mentioned earlier.

5.4.17 Conclusions about networks

Actors do not live in an atomistic world, they depend on other actors. Be-
cause of cooperation between actors, specialization is possible and projects
can be pursued that otherwise would not be possible for each of the actors
involved. This network behavior creates a synergetic surplus.

The resulting degree of dependence is determined by the nature of the
mutual relations between actors. It affects the strategic value of flows of
information, goods, and services an actor is able to obtain. It involves the
freedom to act in the network and to select products, processes and markets,
suppliers and buyers, partners or competitors. Those actors who manage to
dominate network relations or even entire networks will try to consume the
synergetic surplus of the network, at the cost of an equal distribution over
all participants.

Whether this is organized in the style of the spatial product life cycle
— head office, pilot plant, standardized branch plants — or with more au-
tonomous business units is important for actors that are part of a corporate
network. For “independent” actors, it is important whether they are equal
partners or participants of a dual production organization, to mention the
two extreme cases of a scale. Takeovers of actors in a region by actors
that operate within the same region will result in job losses because of ra-
tionalization of production and overheads, but may increase the region’s
competitiveness with actors from other regions. External control however,
from minority shareholding to complete takeovers may, in its worst form,
result in the closure of actors in the network and because of this, loss of jobs
and capital.

Therefore, we conclude that network domination not only affects the
locational choice of actors, but also the intrinsic value of activities in an
area. It therefore determines the present incomes generated in an area and
the possible incomes in the future.
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5.5 Conclusions

The spatial differentiation in the selection environment is an important as-
pect of the origin of new ideas and innovations. It also plays an important
role in the opportunities actors have to be informed about new developments
of relevance to them. Whether they can actually use new developments is to
a large extent determined by their network freedom and participation. Net-
work cooperation between actors creates a synergetic surplus. Those actors
who succeed to dominate other actors or even entire network segments will
consume that synergetic surplus at the cost of others.

Dominant actors will therefore, through these network relations, dom-
inate those areas where they are situated. Distribution of power over the
participants of a network and the ability to monopolize strategic informa-
tion in a network are important for the diffusion of innovations and for the
related distribution of incomes generated.

Unfortunately, so far only a few analytical models have been devised that
seek to cover the above-mentioned conflicting patterns of spatial
development.
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Chapter 6

New Product Diffusion

Models in Marketing;:
A Review and Directions
for Research*

Vijay Mahajan, Eitan Muller, and Frank M. Bass

6.1 Introduction

The diffusion of an innovation traditionally has been defined as the process
by which that innovation is “communicated through certain channels over
time among the members of a social system” (Rogers, 1983, p. 5). As such,
the diffusion process consists of four key elements: innovation, communica-
tion channels, time, and the social system.

As a theory of communications, diffusion theory’s main focus is on com-
munication channels, which are the means by which information about an
innovation is transmitted to or within the social system. These means con-
sist of both the mass media and interpersonal communications. Members

*Reprinted with permission from the Journal of Marketing, Vol. 54 (January 1990),
1-26. Published by the American Marketing Association, Chicago, IL 60606, USA.
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of a social system have different propensities for relying on mass media or
interpersonal channels when seeking information about an innovation. Inter-
personal communications, including nonverbal observations, are important
influences in determining the speed and shape of the diffusion process in a
social system.

Since its introduction to marketing in the 1960s (Arndt, 1967; Bass,
1969; Frank et al., 1964; King, 1963; Robertson, 1967; Silk, 1966), inno-
vation diffusion theory has sparked considerable research among consumer
behavior, marketing management, and management and marketing science
scholars. Researchers in consumer behavior have been concerned with evalu-
ating the applicability of hypotheses developed in the general diffusion area
to consumer research (Gatignon and Robertson, 1985). The marketing man-
agement literature has focused on the implications of these hypotheses for
targeting new product prospects and for developing marketing strategies
aimed at potential adopters (see, e.g., Engel et al., 1986, Chapter 20; Kotler
and Zaltman, 1976; McKenna, 1985, Chapter 4). Researchers in manage-
ment and marketing science have contributed to the development of diffusion
theory by suggesting analytical models for describing and forecasting the dif-
fusion of an innovation in a social system. More recently, this literature also
has been concerned with developing normative guidelines for how an inno-
vation should be diffused in a social system.

We focus on the contributions of management and marketing science
literature to the cumulative understanding of the dynamics of innovation
diffusion. The main impetus underlying these contributions is a new prod-
uct growth model suggested by Bass (1969). The Bass model and its revised
forms have been used for forecasting innovation diffusion in retail service, in-
dustrial technology, agricultural, educational, pharmaceutical, and consumer
durable goods markets (Akinola, 1986; Bass, 1969; Dodds, 1973; Kalish and
Lilien, 1986a; Lancaster and Wright, 1983; Lawton and Lawton, 1979; Nev-
ers, 1972; Tigert and Farivar, 1981). Representative companies that have
used the model include Eastman Kodak, RCA, IBM, Sears and At&T (Bass,
1986).

Since publication of the Bass model, research on the modeling of the
diffusion of innovations in marketing has resulted in an extensive literature.
Contributions of this literature through the 1970s were reviewed by Mahajan
and Muller (1979). However, in the ensuing decade a plethora of studies has
contributed to our understanding of the structural, estimation, and concep-
tual assumptions underlying diffusion models. Though some of these recent
developments have been documented by Mahajan and Peterson (1985) and
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Mahajan and Wind (1986a), we now extend these efforts by presenting a
critical evaluation of the cumulative developments since the Bass (1969) and
Mahajan and Muller (1979) articles. Table 6.1 is a summary of these de-
velopments over the last two decades across five subareas: basic diffusion
models, parameter estimation considerations, fiexible diffusion models, re-
finements and extensions, and use of diffusion models.

6.2 The Basic First-Purchase Diffusion Models

Mahajan and Muller (1979) have stated that the objective of a diffusion
model is to present the level of spread of an innovation among a given set
of prospective adopters over time. The purpose of the diffusion model is to
depict the successive increases in the number of adopters and predict the
continued development of a diffusion process already in progress. In the
product innovation context, diffusion models focus on the development of
a life cycle curve and serve the purpose of forecasting first-purchase sales
of innovations. That is, in the first-purchase diffusion models one assumes
that, in the product planning horizon being considered, there are no repeat
buyers and purchase volume per buyer is one unit. The number of adopters
defines the unit sales for the product. Diffusion models, by definition, are
concerned with representing the growth of a product category.

The best-known first-purchase diffusion models of new product diffusion
in marketing are those of Bass (1969), Fourt and Woodlock (1960), and
Mansfield (1961). These early models attempted to describe the penetration
and saturation aspects of the diffusion process. After briefly reviewing the
original formulations of these models, we review the recent developments
that further evaluate their basic structure.[1]

6.2.1 The Bass model

The main impetus underlying diffusion research in marketing is the Bass
model. Subsuming the models proposed by Fourt and Woodlock (1960) and
Mansfield (1961), the Bass model assumes that potential adopters of an
innovation are influenced by two means of communication — mass media and
word of mouth. In its development, it further assumes that the adopters
of an innovation comprise two groups. One group is influenced only by
the mass-media communication (external influence) and the other group is
influenced only by the word-of-mouth communication (internal influence).
Bass termed the first group “Innovators” and the second group “Imitators.”
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Unlike the Bass model, the model proposed by Fourt and Woodlock (1960)
assumes that the diffusion process is driven primarily by the mass-media
communication or the external influence. Similarly, the model proposed by
Mansfield (1961) assumes this process is driven by word of mouth.

Figure 6.1 is a plot of the conceptual and analytical structure underlying
the Bass model. As noted in Figure 6.1(a), the Bass model conceptually
assumes that “Innovators” or buyers who adopt exclusively because of the
mass-media communication or the external influence are present at any stage
of the diffusion process. Figure 6.1(b) shows the analytical structure under-
lying the Bass model. As depicted, the noncumulative adopter distribution
peaks at time T, which is the point of inflection of the S-shaped cumula-
tive adoption curve. Furthermore, the adopter distribution assumes that an
initial pm (a constant) level of adopters buy the product at the beginning
of the diffusion process. Once initiated, the adoption process is symmetric
with respect to time around the peak time T* up to 27*. That is, the shape
of the adoption curve from time T* to 2T* is the mirror image of the shape
of the adoption curve from the beginning of the diffusion process up to time
T* (Mahajan et al., 1990).

The Bass model derives from a hazard function (the probability that an
adoption will occur at time ¢ given that it has not yet occurred). Thus
f(t)/[1 = F(t)] = p+ ¢F(t) is the basic premise underlying the Bass model.
The density function of time to adoption is given by f(t) and the cumulative
fraction of adopters at time ¢ is given by F(t). This basic premise states
that the conditional probability of adoption at time ¢ (the fraction of the
population that will adopt at time t) is increasing in the fraction of the pop-
ulation that has already adopted. Therefore, the basic premise states that
part of the adoption influence depends on imitation or “learning” and part of
it does not. The parameter g reflects that influence and parameter p reflects
an influence that is independent of previous adoption. If g is zero, f(t) will
follow the negative exponential distribution. If m is the potential number
of ultimate adopters, the number of adopters at time t will be mf(¢) = n(t)
and the cumulative number of adopters at time t will be mF(t) = N(t).
The basic premise of the Bass model can be manipulated, along with the
definitions just provided, to yield:

()= 00 = pm — M) + LN @Om - N (D) (61)

m

The first term, p[m — N (t)], in equation (6.1) represents adoptions due to

buyers who are not influenced in the timing of their adoption by the number
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Figure 6.1. The Bass new product diffusion model. (a) Adoptions due to
external and internal influences in the Bass model. (b) Analytical structure
of the Bass model.

of people who have already bought the product. Bass (1969) referred to
p as the “coefficient of innovation.” The second term in equation (6.1),
g/mN(t)[m—N(t)], represents adoptions due to buyers who are influenced by
the number of previous buyers. Bass (1969) referred to ¢ as the “coefficient
of imitation.” Note in equation (6.1) that at time ¢t = 0, n(0) = pm.

Equation (6.1) is a first-order differential equation. It can be integrated
to yield the S-shaped cumulative adopter distributor, N(t). Once N(t) is
known, further differentiation yields expressions for the noncumulative num-
ber of adopters, n(t), and the time (7™) and magnitude [n(t*) and N(¢*)] of
the peak of the adoption curve.[2]
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Given the basic structure of the Bass diffusion model, three questions
can be raised:

e How does the Bass model compare with the classical normal distribution
model proposed by Rogers (1983)7?

e Is the Bass model complete in capturing the communication structure
between the two assumed distinct groups of innovators and imitators?

¢ How can the Bass model, which captures diffusion at the aggregate level,
be linked to the adoption decisions at the individual level?

Recent developments that address these three questions are discussed
next.

6.2.2 Unbundling of adopters

Rogers (1983, p. 244) has articulated that because of the interpersonal in-
teraction, the adoption curve should have a normal distribution. In fact,
using two basic statistical parameters of the normal distribution — mean and
standard deviation — Rogers has proposed an adopter categorization scheme
dividing adopters into five categories of Innovators, Early Adopters, Early
Majority, Late Majority, and Laggards.

To establish the linkage between the Bass model and the classical normal
distribution model, Mahajan et al. (1990) compared the two approaches. In
their comparison, they highlight two points. First, they argue that adopters
termed “Innovators” in the Bass model should not be called innovators be-
cause they are not necessarily the first adopters of an innovation, as defined
by Rogers. Following Lekvall and Wahlbin (1973), they suggest that because
the Bass model captures the spread of an innovation due to the mass me-
dia and interpersonal communication channels, the Bass model coefficients
p and q should be referred to as the coefficient of external influence and the
coefficient of internal influence, respectively. (We will use these labels in the
rest of this article.) They also provide an explicit expression to estimate
the total number of adoptions due to external influence at any time in the
diffusion process:

_ P 1+3
Ny(t) = m%In [1 T TGt

where N1(t) represents adoptions due to external influence. Hence, adoptions
due to internal influence are, N,(t) = N(t) — N1(1).
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Second, Mahajan et al. (1990) suggest that because one standard devi-
ation away from the mean of the normal distribution represents its points
of inflection (the analytical logic underlying the categorization scheme pro-
posed by Rogers), the same analytical logic can be used to develop adopters
categories for the Bass model. This scheme also yields five adopter categories
with the number of buyers (pm) who initiate the Bass model being defined
as innovators. Examining the diffusion of personal computers, Mahajan et
al. (1990) show how the adopter categories based on the Bass model can be
used to study differences among their profiles.

6.2.3 Innovators versus Imitators

Irrespective of the term “Innovators” used to label buyers who adopt because
of external influence in the Bass model, a question can be raised as to whether
the Bass model really captures the communication structure between two as-
sumed groups of adopters called “Innovators” and “Imitators.” Emphasizing
this argument, Tanny and Derzko (1988) suggest that the communication
structure assumed in the Bass model is not complete. They propose an ex-
tension of the Bass model wherein (1) potential adopters are divided into two
distinct groups of Potential Innovators (say m,) and Potential Imitators (say
ma), (2) both Potential Innovators and Potential Imitators are influenced by
the mass-media communication, and (3) only Potential Imitators are influ-
enced by word of mouth due to Innovators and Imitators. To appreciate the
linkage between the Bass model and its extension proposed by Tanny and
Derzko (1988), consider the following rate equations they proposed:

Innovators : dl\;lt(t) = p1{m1 — Ny(2)] (6.2)
Imitators : ‘”V_;t(ﬁl = p2[me — No()] + g2[N1(2) + No(t)] (6.3)
[ma — Ny(2)] '

If we assume that p; = p; = p (i.e., the coefficient of external influence
is the same for both the groups), the total adoptions can be represented by
summing the two rate equations [and noting that m; + my = m and N(t) =
Nyi(t) + Na2(t)].

dN(t)

7 plmy +mz = Ni(t) = No(t) + @2 N(6)[mz = No(t)] (6 4)

plm — N(t)] + g2 N (t)[m2 — N2(t)]
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Note that equation (6.4) is identical to the Bass model, equation (6.1),
except for the fact that equation (6.4) considers the word-of-mouth influence
on the potential adopters that are Potential Imitators rather than on all of
the potential adopters as is done in the Bass model. In their empirical
work on some of the consumer durable products analyzed by Bass (1969),
Tanny and Derzko (1988) did not find satisfactory results for their proposed
extension (the model either reduced to the Bass model or it failed to provide
estimates for the additional model coefficients). These empirical results are
not surprising because as the diffusion process progresses, the population
of potential adopters mostly comprises Potential Imitators, justifying the
parsimonious model suggested by Bass.

6.2.4 Diffusion models from individual adoption decisions

A key aspect of the Bass model is that it addresses the market in the aggre-
gate. The typical variable measured is the number of adopters who purchase
the product by a certain time t. The emphasis is on the total market re-
sponse rather than an individual customer. This approach is convenient in
practical terms but it raises the following issue: Can the diffusion model be
built by aggregating demand from consumers who behave in a neoclassical
microeconomic way? That is, assume that potential adopters are smart and
are not just carriers of information. They therefore maximize some objective
function such as expected utility or benefit from the product, taking into ac-
count the uncertainty associated with their understanding of its attributes,
its price, pressure from other adopters to adopt it, and their own budget. Be-
cause the decision to adopt the innovation is individual-specific, all potential
adopters do not have the same probability of adopting the product in a given
time period. Is it possible to develop the adoption curve at the aggregate
market level, given the heterogeneity among potential adopters in terms of
their probability of adopting the product at any time ¢? Development of a
model that answers this question can potentially assist in ascertaining the
effect of marketing mix and other variables on demand for the product via
their effect on individual consumers.

In recent years, attempts have been made by Hiebert (1974), Stoneman
(1981), Feder and O’Mara (1982), Jensen (1982), Oren and Schwartz (1988),
Chatterjee and Eliashberg (1989), and Lattin and Roberts (1989) to develop
diffusion models by specifying adoption decisions at the individual level. In
these models one assumes that, at any time ¢, a potential adopter’s utility
for an innovation is based on his uncertain perception of the innovation’s
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performance, value, or benefits. The potential adopter’s uncertain percep-
tions about the innovation, however, change over time as he learns more
about the innovation from external sources (e.g., advertising) or internal
sources (e.g., word of mouth). Therefore, because of this learning, whenever
his utility for the innovation becomes greater than the status quo (he is bet-
ter off with the innovation), he adopts the innovation. Aggregation across
the various potential adopters yields the cumulative adoption curve.

Table 6.2 contrasts the various individual-level diffusion models on sev-
eral dimensions. Of all the models compared in Table 6.2, only three provide
explicit functions for aggregate diffusion models. Depending on the assump-
tions made about the distribution of parameters that measure heterogeneity
across individuals, the model by Chatterjee and Eliashberg (1989) yields
several basic diffusion models. If risk aversion across potential adopters is
assumed to follow a negative exponential distribution, the model by Oren
and Schwartz (1988) reduces to the Mansfield model. If the perceived differ-
ences in the potential benefits of the product across potential adopters are
assumed to follow a uniform distribution, Lattin and Roberts (1989) suggest
the following model.

d

N(t):a—i-bN(t—l)"m

(6.5)
where a, b, ¢, and d are constants. Using the data on several consumer
durables, they indicate that their model provides a better fit to the data
than the Bass model. Their model contains four parameters, however (vs.
three in the Bass model) and, unlike the Bass model, it does not provide
N(t) as an explicit function of time, which limits its long-term forecasting
ability.

6.3 Parameter Estimation Considerations

The use of the Bass model for forecasting the diffusion of an innovation
requires the estimation of three parameters: the coefficient of external influ-
ence (p), the coefficient of internal influence (¢), and the market potential
(m). Though the estimate for the market potential of a new product can
be derived from the diffusion time-series data, recent applications of dif-
fusion models have obtained better forecasting results by using exogenous
sources of information (such as market surveys, secondary sources, man-
agement judgments, or other analytical models) for estimating m (see, for
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example, Heeler and Hustad, 1980; Mesak and Mikhail, 1988; Oliver, 1987;
Souder and Quaddus, 1982; Teotia and Raju, 1986).

In the 1980s, several estimation procedures were proposed to estimate
the Bass model parameters (see Table 6.1). Meta-analyzing the results of 15
such diffusion studies, Sultan et al. (1990) report average values of 0.03 and
0.38 for the coefficients of external influence and internal influence, respec-
tively. Their analyses further suggest that the values of these coefficients are
influenced by the type of estimation procedure used to estimate them. For a
practitioner, the main question is which of the several estimation procedures
should be used and why. The answer to this question depends partially
on the amount of data available to estimate these parameters. We review
estimation procedures that are designed to develop estimates both in the
absence of and in the presence of time-series diffusion data.[3]

6.3.1 No prior data available

If no data are available, parameter estimates can be obtained by using either
management judgments or the diffusion history of analogous products.

One procedure that exclusively uses management judgments to estimate
the diffusion parameters is an algebraic estimation procedure suggested by
Mahajan and Sharma (1986). The implementation of this procedure requires
information from managers on three items: (1) the market size (m), (2) the
time of the peak of the noncumulative adoption curve, and (3) the adop-
tion level at the peak time (n*). That is, the key information required by
the estimation procedure is the peak of the noncumulative adoption curve.
Knowing this information, one can estimate the coefficients of external in-
fluence and internal influence. Though the algebraic estimation procedure
has been implemented in actual applications by some firms (e.g., Institute
for the Future), Bass (1986) has questioned its desirability, suggesting that
one of the key outputs of the diffusion model is the prediction of the timing
and magnitude of the peak. Therefore, if one can guess these items, there is
no need to estimate model parameters.

An alternative algebraic estimation procedure has also been suggested by
Lawrence and Lawton (1981). This procedure also involves obtaining infor-
mation from management on three items: (1) the potential market size (m),
(2) the number of adoptions in the first time period, and (3) an estimate
of the sum of the coefficients of external influence and internal influence,
that is, the p + ¢ value. Though managers may be able to guess the adop-
tion level for the first time period, how does one guess the p + g value? A
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record of the parameter values of earlier new products may provide a basis,
by analogy, for guessing p + ¢. From an analysis of the diffusion patterns
of several products, Lawrence and Lawton (1981), for example, recommend
using a value of 0.66 for industrial product innovations and a value of 0.50
for consumer product innovations (for an application of this procedure to
consumer durables, see DeKluyver, 1982). Such a recommendation may be
too general, however, and does not consider idiosyncratic characteristics of
a particular diffusion situation. Thomas (1985) therefore has recommended
that, for a new product under consideration, the parameters can be esti-
mated by taking a weighted sum of the parameters of analogous products
where weights are determined by establishing the similarity/dissimilarity re-
lationships between the new product and the various analogous products on
five bases of comparison: environmental situation, market structure, buyer
behavior, marketing mix strategy, and characteristics of innovation itself. In
fact, to consider idiosyncratic characteristics of a new product in a partic-
ular social system, recent analogical approaches estimate its coefficients of
external influence and internal influence from regression models that express
a historical empirical relationship between these coefficients and product or
market attributes of several current products. Once this relationship has
been established, the values for the coefficients of a new product can be es-
timated by knowing its characteristics. Four such approaches for the Bass
model have been suggested by Srivastava et al. (1985), Gatignon et al.
(1989), Sultan et al. (1990), and Montgomery and Srinivasan (1989).

In studying parameter estimates of the Bass model, Lawrence and
Lawton (1981) have found that p + ¢ ranged from 0.3 to 0.7 over sev-
eral innovations. They note that first year sales, S7, may be expressed
as m[l — e~ (P*9)/(1 + (¢/p)e~P+9)] and hence ¢/p can be expressed as
[m(1—e~(P+9))— §,]/51e~(P+9), Tt is possible to use judgment in guessing m
and S;. In strategic terms, probably the most critical forecast deriving from
the Bass model is the time of peak of adoptions, T*. This value is given
by [1/(p + ¢)]Ln(q/p). Because p + ¢ varies over a relatively narrow range
and has a mode around 0.5, for consumer products, guesses of p+ ¢, m, and
51 may provide good estimates of T*. Lawrence and Lawton (1981, p. 535)
report good results with this method.

6.3.2 Availability of data

Since the Bass model contains three parameters (p, ¢, and m), adoption
data for a minimum of three time periods are required to estimate these
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parameters. Recent empirical studies, however, have documented that esti-
mates of these parameters, and hence the adoption forecasts, are sensitive
to the number of datapoints used to estimate them (see, e.g., Hyman, 1988;
Tigert and Farivar, 1981). In fact, these studies suggest that stable and
robust parameter estimates for the Bass model are obtained only if the
data under consideration include the peak of the noncumulative adoption
curve (Heeler and Hustad, 1980; Srinivasan and Mason, 1986). Because of
these concerns, attempts have been made in recent years to develop estima-
tion procedures that update parameter estimates as additional data become
available after the initiation of the diffusion process. These procedures in-
clude Bayesian estimation procedures and adaptive filtering approaches that
provide time-varying parameter estimates.

Time-invariant estimation procedures. One of the first procedures suggested
to estimate the diffusion parameters is the ordinary least squares (OLS)
procedure proposed by Bass. The OLS procedure involves estimation of
the parameters by taking the discrete or regression analog of the differen-
tial equation formulation of the Bass model [i.e., equation (6.1)]. In fact,
rearrangement of equation (6.1) yields:

N(t+1)=N(t) = pm+(g-p)N() - mN*(1)

(6.6)
n(t+1) ay + agN(t) + azN?(t)

where a1 = pm, ag = ¢ — p, and a3 = —q/m. That is, regression analysis
is used to estimate a;,ap, and az in equation (6.6). Once a’s are known,
p,q, and m can be estimated. If one has reason to believe that all datapoints
in the diffusion time series should not have an equal weighting in the least
squares procedure, discounted least squares may be used for estimating a’s
(for an application of discounted least squares to the discrete analog of the
Bass model, see Young and Ord, 1985).

The OLS procedure, however, has three shortcomings (Schmittlein and
Mahajan, 1982):

o Because of the likely multicollinearity between independent variables in
equation (6.6), that is, N(¢) and N2(t), the procedure may yield param-
eter estimates that are unstable or have wrong signs.

e The procedure does not directly provide standard errors for the estimated
parameters p, g, and m (and, hence, statistical significance of these
estimates cannot be assessed).
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e There is a time-interval bias since discrete time-series data are used for
estimating a continuous model (i.e., the solution of the differential equa-
tion specification of the Bass model).

To overcome these shortcomings, Schmittlein and Mahajan (1982) have
suggested a maximum likelihood estimation procedure to estimate the pa-
rameters directly from the solution of the differential equation specification
of the Bass model. This procedure also has limitations, however. For ex-
ample, Srinivasan and Mason (1986) point out that because the maximum
likelihood procedure considers only sampling errors and ignores all other er-
rors such as the effects of excluded marketing variables that influence the
diffusion process, it underestimates the standard errors of the estimated
parameters, resulting in possible wrong inferences about the statistical sig-
nificance of the parameters. To overcome this shortcoming, they suggest a
formulation by means of which estimates of p, ¢, and m can be obtained by
using any appropriate nonlinear regression package (a similar formulation
has also been suggested by Jain and Rao, 1989). This formulation also uses
the solution to the differential equation specification of the Bass model for
parameter estimation.

From the preceding descriptions, it is clear that both the maximum like-
lihood and the nonlinear estimation procedures offer better choices over the
OLS procedure. An empirical comparison of these estimation procedures
(along with the algebraic estimation procedure suggested by Mahajan and
Sharma, 1986) by Mahajan et al. (1986) suggests an overall superiority of
the nonlinear estimation procedure, but the maximum likelihood procedure
performs equally well when survey-type diffusion data are used to estimate
the parameters because of the dominance of sampling errors (Mahajan et
al., 1986; Srinivasan and Mason, 1986).

Parameter estimation for diffusion models is primarily of historical inter-
est; by the time sufficient observations have developed for reliable estimation,
it is too late to use the estimates for forecasting purposes. The estimates can
be used for model testing and for comparison across products. Considered in
such a context, the methods often yield estimates that do not differ greatly.

Time-varying estimation procedures. These procedures are designed to up-
date parameter estimates as new data become available.[4] The updating
of parameters is achieved either with the Bayes procedure or the feedback
filters.

Such procedures have been applied in various diffusion settings by Sultan
et al. (1990), Lenk and Rao (1989), and Bretschneider and Mahajan (1980).
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All of these procedures have two elements in common: (1) they require an
initial estimate of the diffusion model parameters before the diffusion data
become available and (2) they specify an updating formula to upgrade the
initial estimates as additional diffusion data become available.

In the Bayesian estimation procedure advocated by Sultan et al. (1990),
statistical results of their meta-analysis study are used to develop initial es-
timates for the coefficients of external influence and internal influence for
a new product. For each of these two coefficients, the procedure updates
the initial estimates by taking a weighted sum of its two values, the initial
estimate and the estimate developed from the actual data (by using any
procedure such as the nonlinear estimation procedure of Srinivasan and Ma-
son, 1986). The weights in the updating formula are expressed as a function
of the variation in the parameter estimates from the actual data so that
as these time-varying estimates stabilize, the weight for the initial estimate
based on the meta-analysis goes to zero. A Bayesian estimation procedure
has also been reported by Lenk and Rao (1989). Their procedure explicitly
considers the between-product and within-product variations in establishing
initial estimates for the new product.

An alternative approach to updating the diffusion model parameters
for the Bass model has been demonstrated by Bretschneider and Mahajan
(1980). It estimates the time-varying values of the Bass model parameters
by updating the regression coefficients in the discrete analog of the Bass
model, equation (6.6). The updating formula is based on a feedback filter
suggested by Carbone and Longini (1977). This feedback filter estimates an
adjustment to the current values of parameters at time ¢ based on the error
between the actual and the predicted values of the noncumulative number
of adopters at time ¢. Though the procedure provides time-varying esti-
mates for the diffusion model coefficients, it has the same shortcomings as
the ordinary least squares procedure.[5]

6.4 Flexible Diffusion Models

The basic structure of a diffusion model can be characterized in terms of
two mathematical properties, point of inflection and symmetry. The point
of inflection on a diffusion curve occurs when the maximum rate of diffusion
is reached. If the diffusion pattern after the point of inflection is the mirror
image of the diffusion pattern before the point of inflection, the diffusion
curve is characterized as being symmetric. For example, as depicted in
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Figure 6.1(b), the adopter distribution for the Bass model peaks at time
T*, which is the point of inflection of the S-shaped cumulative adoption
curve, and is symmetric with respect to time around the peak time T™* up
to time 27*. Furthermore, the Bass model assumes that the maximum
penetration rate cannot occur after the product has captured 50% of the
market potential. In practice as well as in theory, the maximum rate of
diffusion of an innovation should be able to occur at any time during the
diffusion process. Additionally, diffusion patterns can be expected to be
nonsymmetric as well as symmetric.

Easingwood et al. (1983) have suggested that the flexibility in the diffu-
sion models can be achieved by recognizing an important underlying assump-
tion. In most of the diffusion models, the impact of the word of mouth on
potential adopters is assumed to remain constant throughout the diffusion
span. This assumption is tenuous because, for most innovations, the word of
mouth is likely to increase, decrease, or remain constant over time (Hernes,
1976). Easingwood et al. (1983) suggest that the time-varying nature of the
word-of-mouth effect can be incorporated in the Bass model by specifying
the coefficient of internal influence as systematically varying over time as a
function of penetration level. That is,

w(t) = q[?]a (6.7)

where a is a constant and w(t) is the time-varying coefficient of external
influence. Substitution of equation (6.7) into the Bass model, equation (6.1),
yields the non-uniform influence (NUI) model suggested by those authors
(in terms of the cumulative fraction of adopters):

e A0 (0 (6:9)

where F(t) = N(t)/m and a+ 1 = §. When p = 0 (i.e., coefficient of
external influence is zero), equation (6.8) or (6.9) yields a flexible extension
of the Mansfield model termed nonsymmetric responding logistic (NSRL)
by Easingwood et al. (1981). An interesting alternative interpretation of
the NSRL model in terms of experience curve and price elasticity has been
provided by Sharp (1984).

In addition to the NUI and NSRL models, Table 6.3 reports characteris-
tics of nine other diffusion models. The following observations are warranted
from this table:
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¢ In addition to the NUI and NSRL models, only two models offer complete
flexibility in capturing diffusion patterns (i.e., point of inflection can
occur from 0% to 100% penetration and the diffusion patterns can be
symmetric or nonsymmetric). These are the models proposed by von
Bertalanffy (1957) (an identical model has been proposed by Nelder,
1962 and Bewley and Fiebig, 1988).

¢ Like the NUI and NSRL models proposed by Easingwood et al. (1981
and 1983), the model by von Bertalanffy expresses the coefficient of in-
ternal influence as systematically changing over time as a function of
penetration level, that is,

_a(1-F?)

w(t) = )
where ¢ is a constant. Unlike the NUI and NSRL models, the differen-
tial equation used to specify the diffusion process by the Von Bertalanffy
model has a closed-form solution enabling one to represent cumulative
adoption as an explicit function of time. This model, however, assumes
that the word-of-mouth effect decreases over time. The NUI and NSRL
models can accommodate the word-of-mouth effect that increases, de-
creases, or remains constant over time.

¢ In comparison with the models suggested by Fasingwood et al. (1981 and
1983) and von Bertalanffy (1957), the FLOG (flexible logistic growth)
model suggested by Bewley and Fiebig (1988) expresses the systematic
variation in the coefficient of internal influence as a function of time, that
is,

(6.9)

w(t) = ql(1 + k)74 * (6.10)

where k£ and p are constants. The FLOG model offers a closed form
solution and, like the NUI and NSRL models, can accommodate the
time-varying word-of-mouth effect.

Though some evidence suggests that, in comparison with the basic dif-
fusion models (such as the Bass model), the flexible models provide a better
fit to diffusion data (see Easingwood, 1987 and 1988; Lattin and Roberts,
1989; McGowan, 1986; Rao, 1985), this advantage is obtained by incorpo-
rating additional parameters. Hence these models are more difficult to use
in the absence of diffusion time-series data (using the historical data on
existing products, however, Easingwood (1989) has demonstrated how the
NUI model can be used to develop analogical parameter estimates for a new
product).
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6.5 Refinements and Extensions of the
Bass Diffusion Model

Several assumptions underlie the Bass model. Most are simplifying assump-
tions that provide a parsimonious analytical representation of the diffusion
process. However, recognition of these assumptions is important to prop-
erly understand and interpret the dynamics of innovation diffusion captured
by the Bass model. Table 6.1 lists several of these assumptions that have
been of concern to diffusion modelers in the 1970s and 1980s. Nine of these
assumptions warrant attention.

Market potential of the new product remains constant over time. The Bass
model assumes that the market potential (m) of a new product is deter-
mined at the time of introduction and remains unchanged over its entire
life (Kalish, 1985; Mahajan and Peterson, 1978; Sharif and Ramanathan,
1981). Theoretically, there is no rationale for a static potential adopter pop-
ulation. Instead, a potential adopter population continuously in flux is to
be expected.

Extensions of the Bass model that address this assumption have at-
tempted to relax by specifying the market potential as a function of relevant
exogenous and endogenous variables — controllable as well as uncontrollable
— that affect the market potential. Examining the diffusion of a durable,
Kalish (1985), for example, specified the dynamics of the market potential
as a function of price of the product and reduction of uncertainty associ-
ated with the product with its increased adoption. Assuming full product
awareness in the population, he specified

m(t) = mo exp [- dp(t)(a‘jr%)] (6.11)

where a and d are constants, mg is the size of the market potential at the time
of production, P(t) is the product price, and the term [(a+1)/(a+ N(t)/mo)]
represents the effect of market penetration in increasing the size of market
potential due to the word-of-mouth effect. Other applications have repre-
sented the market potential as a function of growth in the number of house-
holds (Mahajan and Peterson, 1978), population growth (Sharif and Ra-
manathan, 1981), product profitability (Lackman, 1978), price (Chow, 1967;
Jain and Rao, 1989; Kamakura and Balasubramanian, 1988), growth in the
number of retailers making the product available to potential customers
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(Jones and Ritz, 1987), and income distribution, price, and product uncer-
tainty (Horsky, 1990).

Diffusion of an innovation is independent of all other innovations. The Bass
model assumes that the adoption of an innovation does not complement, sub-
stitute for, detract from, or enhance the adoption of any other innovation
(and vice versa) (Peterson and Mahajan, 1978). In reality, however, an inno-
vation is not introduced into a vacuum nor does it exist in isolation. Other
innovations are present in the marketplace and may have an influence (pos-
itive or negative) on its diffusion. Consideration of simultaneous diffusion
of multiple innovations is especially critical if the diffusion of one innovation
is contingent upon the diffusion of another innovation (e.g., compact disc
software and compact disc hardware) or if the diffusion of one innovation
complements the diffusion of another innovation (e.g., washers and dryers).

Following the contingent diffusion model suggested by Peterson and Ma-
hajan (1978), Bayus (1987), for example, conducted an empirical study ex-
amining the diffusion dependence between compact disc software and com-
pact disc hardware. In the contingent diffusion model, the market potential
of the dependent product is contingent upon the diffusion of the primary
product. That is, in the Bass model representation of its growth, equation
(6.1), its market potential is specified as [N,(t) — N2(t)] where Ny(2) is the
cumulative number of adopters of the primary product (e.g., compact disc
hardware) and Ny(t) is the cumulative number of adopters of the contingent
product (e.g., compact disc software).

Nature of an innovation does not change over time. Manufacturers of high
technology products usually achieve diffusion in the marketplace by offering
successive generations of an innovation. Each generation is positioned to be
better than its predecessors on relevant product attributes. Assessment of
market penetration therefore is critical for successive generations of a high
technology product. In addition to creating its own demand, each generation
of the product cannibalizes the diffusion of its predecessors. This important
application of diffusion models for assessing technological substitution has
been demonstrated by Norton and Bass (1987) for the growth of two basic
types of integrated circuits, memory and logic circuits. If 7, represents the
introduction of the second generation, Norton and Bass suggest that the
word-of-mouth effect within each generation and substitution effects across
successive generations can be represented by the following extension of the
Bass model:
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Sl(t) = mlFl(t) - mlFl(t)Fg(t — Tg) (612)
Sz(t) = mgFg(t — Tg) + mlFl(t)Fg(t — Tg) (613)

where equation (6.12) represents the diffusion equation for the first genera-
tion product and equation (6.13) represents the second generation product,
S1 and S are their shipments at time ¢, and F(t) and Fy(t) are fractions of
adoptions for each generation and are given by the Bass model [solution of
equation (6.1)]. In equations (6.12) and (6.13), the term m, Fy(t)F(t — 72)
represents the cannibalization or substitution effect.

The geographic boundaries of the social system do not change over the dif-
fusion process. Despite the fact that the diffusion of an innovation occurs
simultaneously in space and time, research on these two dimensions of dif-
fusion seldom has been integrated in a marketing context. For example, the
new product rollout is clearly a popular option used by many firms to dif-
fuse their products from market to market over time (in both national and
international markets). Such a new-product launch strategy enables a firm
to capitalize on word-of-mouth communication, referred to as the “neigh-
borhood effect” (Brown, 1981; Gore and Lavaraj, 1987), across markets.
Simultaneous assessment of market penetration within a market and across
markets therefore is necessary.

One application that addresses diffusion from a joint space and time per-
spective has been reported by Mahajan and Peterson (1979). In examining
the adoption of tractors in 25 states in the central agricultural production
region of the United States for the period 1920-1964, they extend the Bass
model by assuming that (1) the innovation is introduced initially in one
market and (2) the relative number of total adoptions is greater in markets
that are closest to the market of innovation origination (i.e., the neighbor-
hood effect diminishes with increased distance from the market of innovation
origination, decreasing the size of market potential across markets).

The diffusion process is binary. The Bass model assumes that potential
adopters of an innovation either adopt or do not adopt the innovation. As a
consequence of this assumption, the Bass model does not take into account
stages in the adoption process (e.g., awareness, knowledge, etc.). Some of
the attempts to extend the two-stage models to incorporate the multistage
(or polynomial) nature of the diffusion process include models by Midgley
(1976), Dodson and Muller (1978), Sharif and Ramanathan (1982), Maha-
jan et al. (1984), and Kalish (1985). Most of these extensions tend to
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characterize stages in which positive, negative, or neutral information is
communicated about the product. The implementation of these models is
rather cumbersome as they require detailed information about the customer
flow across the various stages. In empirical applications, the developers of
these models therefore either collapse the various stages (Kalish, 1985 as-
sumes full product awareness), attempt to derive the population in various
stages by decomposing the time-series diffusion data (Midgley, 1976; Sharif
and Ramanathan, 1982) with too many parameters to be estimated with the
limited available data (Silver, 1984), or trace the innovation diffusion with
the panel data (Mahajan et al., 1984a; Mahajan et al., 1984b).

Diffusion of an innovation is not influenced by marketing strategies. Since
the pioneering work of Robinson and Lakhani (1975) that incorporated the
impact of price in the Bass model, several efforts have been made to study
systematically the impact of marketing mix variables such as price, adver-
tising, promotion and personal selling, and distribution on product growth
(efforts related to price and advertising are reviewed extensively by Kalish
and Sen, 1986). As the Bass model contains three parameters (coefficients of
external influence and internal influence, and the market potential), the im-
pact of marketing mix variables has been incorporated into the Bass model
by representing these parameters as a function of relevant variables. At-
tempts have been made to represent the market potential as a function of
price (e.g., Kalish, 1983 and 1985) and the distribution growth (Jones and
Ritz, 1987). Other attempts to incorporate marketing mix variables have
been concerned with representing the coefficients of external influence and
internal influence as a function of diffusion-influencing variables. Though
analytically very elegant, most of these modeling efforts lack empirical vali-
dation (Mahajan and Wind, 1986b). However, they can be useful in estab-
lishing working hypotheses to examine the likely impact of marketing mix
variables on innovation diffusion. As these hypotheses are presented in the
next section, we briefly comment here on studies that have provided some
empirical support for their extensions.

Two empirical studies by Horsky and Simon (1983) and Simon and Sebas-
tian (1987), respectively, have examined the impact of advertising on innova-
tion diffusion. Studying the diffusion of a new banking service, Horsky and
Simon argue that because advertising provides information to innovators,
the coefficient of external influence in the Bass model should be represented
as a function of advertising expenditures (with diminishing returns). Their
empirical results provided a good fit to their diffusion data, supporting their
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argument. Studying the diffusion of new telephones in the Federal Republic
of Germany (FRG), Simon and Sebastian suggest that, though advertising
may influence innovators (and hence the coefficient of external influence) in
the early stage of the product life cycle, it is more likely to influence the
coeflicient of imitation in the intermediate life cycle stage of a new product
because the objective of the advertising content in the intermediate stage is
to influence potential customers through evaluation by customers and social
pressure. Furthermore, the advertising effect is cumulative over time. They
report a good fit to their diffusion data, supporting their arguments about
incorporation of the cumulative effect of advertising into the coefficient of
imitation.

The question of the inclusion of price in the Bass model intrigued diffu-
sion analysts in the 1970s and 1980s. Examining the diffusion of a (unmen-
tioned) durable, Kalish (1985) suggested that price affects the market po-
tential of a product [see equation (6.11)]. However, recent empirical studies
by Kamakura and Balasubramanian (1988) and Jain and Rao (1989), em-
ploying data on several consumer durable products, show that price affects
the rate of diffusion (via the coefficients of external influence and internal
influence) rather than the market potential.

Product and market characteristics do not influence diffusion patterns. The
Bass model does not consider explicitly the impact of product and mar-
ket characteristics on diffusion patterns. Empirical studies reported in the
innovation diffusion literature, however, have found that product and mar-
ket characteristics have a substantial impact on innovation diffusion pat-
terns (Rogers, 1983; Tornatzky and Klein, 1982). Three empirical studies
(Gatignon et al., 1989; Kalish and Lilien, 1986a; Srivastava et al., 1985) have
attempted to incorporate product and market characteristics into the Bass
model by expressing the coefficients of external influence and/or internal
influence as a function of these characteristics. Whereas Srivastava et al.
(1985) and Kalish and Lilien (1986a) examine the impact of product char-
acteristics on diffusion patterns, Gatignon et al. (1989) study the impact of
market characteristics on the diffusion of a product across markets. Only
Kalish and Lilien (1986a), however, explicitly consider the changing con-
sumer perceptions of the product characteristics as the product is accepted
over time. They define the coefficient of imitation as changing over time due
to changes in the product characteristics.
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They are no supply restrictions. The Bass model is a demand model. If
the demand for a product cannot be met because of supply restrictions,
such as the unavailability of the product due to limitations on production
capacity or difficulties in setting up distribution systems, the excess unmet
demand is likely to generate a waiting line of potential adopters (Simon and
Sebastian, 1987). In such a situation, the adopter distribution is same as
the supply distribution and applying the Bass model to these adoption data
is inappropriate. Therefore the Bass model must be extended to integrate
the demand-side dynamics with the supply-side restrictions.

A model that captures innovation diffusion dynamics in the presence of
supply restrictions has been suggested by Jain et al. (1989). Their model
conceptualizes diffusion as a three-stage process: potential adopters — wait-
ing adopters — adopters. They have demonstrated the application of their
model for the diffusion of new telephones in Israel.

There is only one adoption by an adopting unit. The objective of a diffusion
model is to represent the level or spread of an innovation among a given set
of prospective adopters. For a great many product innovations, the increase
in the number of adopters may consist of first-time buyers as well as repeat
buyers. The Bass model, however, captures only the first-time buyers.

In recent years, five empirical studies have been reported that capture the
repeat/replacement dynamics of innovation diffusion. Two of these studies,
by Lilien et al. (1981) and Mahajan et al. (1983), include repeat purchase
in the Bass model to examine diffusion of ethical drugs. The other two
studies, by Olson and Choi (1985) and Kamakura and Balasubramanian
(1987), include product replacements in the Bass model to assess long-term
sales for consumer durable products. Norton and Bass (1987) assume that
adopters continue to buy and that the average repeat buying rate over the
population of adopters is constant.

6.6 Uses of Diffusion Models

Innovation diffusion models traditionally have been used in the context of
sales forecasting. However, as pointed out by Mahajan and Wind (1986b)
and Kalish and Lilien (1986a), sales forecasting is only one of the objectives
of diffusion models. In addition to forecasting, perhaps the most useful
applications of diffusion models are for descriptive and normative purposes.
Because diffusion models are an analytical approach to describing the spread
of a diffusion phenomenon, they can be used in an explanatory mode to test
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specific diffusion-based hypotheses. Further, because diffusion models are
designed to capture the product life cycle of a new product, they can be used
for normative purposes as the basis of how a product should be marketed.

6.6.1 Descriptive uses

Table 6.4 is a listing of nine illustrative studies in which the diffusion mod-
eling framework has been used to test hypotheses. Srivastava et al. (1985)
and Rao and Yamada (1988) use diffusion models to test hypotheses related
to the impact of perceived product attributes on diffusion patterns. Kobrin
(1985), Takada and Jain (1988), and Gatignon et al. (1989) use diffusion
models to test hypotheses related to innovation diffusion across countries.
Bass (1980), Olshavsky (1980), and Modis and Debecker (1988) use diffu-
sion models to test hypotheses related to the life-cycle dynamics of a new
product. Finally, Mahajan et al. (1988) evaluate the hypothesis that any
S-shaped curve may not be a result of the imitation process. The preceding
studies clearly demonstrate how the diffusion models can be used to evaluate
hypotheses related to the dynamics of innovation diffusion.

6.6.2 Normative uses

Though diffusion models are concerned with representing the growth of a
product category, that growth can be influenced by the individual or by col-
lective actions of competitors that have long-term effects on the growth or
decline of the market. Alternatively, even if there is only one firm in the
industry, it must consider the life cycle dynamics over time to determine
optimal marketing mix strategy for maximizing its profitability. That is, it
must find out what trajectory (pattern or strategy) of the relevant market-
ing mix variables it should follow to maximize its discounted profits over
the planning period given the constraint that the life cycle of the product
follows a certain growth pattern. It therefore solves the following dynamic
optimization problem:

Maximize m = Total discounted profits over the planning period (6.14)
Subject to : A given life cycle growth pattern (6.15)

The dynamic optimization formulation outlined in expressions (6.14) and
(6.15) is the general framework that has been used by several authors in the
1980s to develop optimal marketing mix strategies, especially for price and
advertising. Most of these studies use the Bass model, and its extensions
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incorporating marketing mix variables, in expression (6.15) to represent the
life cycle dynamics over time. They usually consider a single marketing mix
variable, such as price, to isolate its effects on product growth. Before we
comment on these studies, a further elaboration on expressions (6.14) and
(6.15) is warranted.

Note that the determination of trajectory of the marketing mix vari-
able(s) that maximizes expression (6.14) depends on the specification of the
growth model used to specify the life cycle growth pattern in expression
(6.15). Therefore, though most of the studies use the Bass model to capture
the word-of-mouth effect in expression (6.15), different optimal strategies
can be obtained depending on how the relevant marketing mix variables are
incorporated in the Bass model. To highlight this point, we consider here
derived optimal pricing strategies for new durable goods.

When launching a new product, a firm usually can choose between two
distinct pricing strategies, market skimming and market penetration. A
market-skimming strategy uses a high price initially to “skim” the market
when the market is still developing. The market penetration strategy, in
contrast, uses a low price initially to capture a large market share.

Introduction of the impact of price in the Bass model framework gener-
ally has resulted in two types of normative pricing strategies. One derived
pricing strategy posits that price will increase at introduction, peak, and
decrease later (Dolan and Jeuland, 1981; Jeuland and Dolan, 1982; Kalish,
1983; Robinson and Lakhani, 1975). Kalish and Sen’s (1986, p. 94) intu-
itive explanation for this pricing strategy is that if early adopters have a
strong positive effect on late adopters, a low introductory (“subsidized”)
price should encourage them to adopt the product. Consequently, once a
product is established, price can be raised because the contribution to sales
due to additional adopters decreases over time. Studies deriving this pricing
strategy generally assume that price does not affect the population of po-
tential adopters and produces a multiplicative effect on the rate of diffusion.
That is, from equation (6.1)

L = [+ L] om - N0a(P) (6.16)

where g(P) is the price response function for the dynamic price P at time ¢.
Equation (6.16) assumes that price affects the rate of diffusion.

The second derived pricing strategy posits that price is more likely to
decrease over time, supporting the market-skimming strategy (Kalish, 1983).
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In deriving this optimal strategy, some researchers have assumed that price
affects the market potential. That is:

dN(t) _

22 = [p+ LN i) - N (6.17)

The preceding analyses illustrate that we must be cautious about the
normative policies derived from the diffusion-based dynamic optimization
framework because the derived policies could be simply an artifact of the
underlying assumptions made for analytical convenience. Despite this ob-
servation, the diffusion modeling framework has provided an excellent op-
portunity to develop a “theory” of life cycle analysis for empirical validation.

Table 6.5 is a summary of some of the major results from various studies
for optimal strategies for three variables: pricing, advertising, and product
introduction time. We summarize these results for two industry settings,
monopoly and oligopoly. The major results reported for each study reflect
the issue raised in the study.

6.7 Conclusions and Discussion

From our review of the emerging literature on innovation diffusion model-
ing in marketing, we can highlight research issues that must be addressed
to make these models theoretically more sound and practically more effec-
tive and realistic. We discuss such research possibilities related to the five
subareas of recent developments.

6.7.1 Basic diffusion models

Though several assumptions underlying the Bass model have been of concern
in the 1980s (Mahajan and Wind, 1986a), we believe five issues warrant
further investigation.

Adoptions due to internal influence. One of the key features of the Bass
model is that it explicitly considers the influence of internal (word of mouth)
as well as external sources of communication on innovation diffusion. As de-
picted in Figure 6.1(a), the Bass model assumes that adopters whose pur-
chase decisions are influenced by external sources of information are present
at any stage of the diffusion process. Such adopters, however, should not be
labeled “innovators” because innovators, by definition, are characterized as
the first adopters of an innovation (Mahajan et al., 1990). The question now



160 Diffusion of Technologies and Social Behavior

are: What are the characteristics of adopters who, despite a large product
penetration in the marketplace, are predominantly influenced by external
sources? How do they differ from innovators and other adopter categories
on those characteristics? Because, within a certain time period in the diffu-
sion process, the Bass model implies the presence of adopters due to both
internal influence and external influence, how do those two groups differ from
each other?

In a recent empirical study, Feick and Price (1987) suggest that in any
social system there are individuals who assimilate and disseminate informa-
tion on products (and therefore influence others) and tend to rely on external
sources of information. They label these individuals “market mavens.” On
the basis of their empirical results, however, they conclude that “the con-
cepts of the market maven and the innovative consumer are distinct” (1987,
p- 90). Their findings raise research questions about the linkage in the Bass
model between market mavens and adopters who buy as a result of external
influence.

Multiple adoptions. The Bass model has been developed to represent the
conversion of potential adopters to adopters. It explicitly assumes that each
potential adopter buys only one unit of the product. However, certain in-
novations are bought in multiple units by potential adopters (e.g., multiple
units of scanners by a supermarket and multiple units of personal computers
by a firm). For these innovations, the sales data must be linked with the
number of adopters by using a function that explicitly takes into consid-
eration the multiple-unit-adoption behavior of the potential adopters (see
Norton and Bass, 1987).

Effect of consumer ezpectations. For certain innovations (e.g., computers),
consumer expectations about an innovation’s future characteristics (e.g.,
price) influence purchase intentions (see, e.g., Holak et al., 1987; Winer,
1985). For such innovations, in addition to influencing the nature of the
adoption curve, consumer expectations can also influence the optimal mar-
keting mix strategy used by a firm. For example, incorporating consumer
expectations related to price in the Bass model, Narasimhan (1989) sug-
gests that the optimal pricing strategy for a monopolist cycles over time and
within each cycle the price increases at introduction, peaks, and decreases
later. Given the importance of consumer expectations in understanding dif-
fusion dynamics, we expect future research to incorporate them into the Bass
model.
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Ezploration of recent developments in hazard models. The different diffusion
models can be viewed as making different assumptions about the “hazard
rate” for non-adopters as a function of time (the hazard rate being the likeli-
hood that an individual who has remained a non-adopter through time ¢ will
become an adopter in the next instant of time). The Bass model specifies
this rate as a linear function of previous adopters. Since the publication of
the Bass model, however, much work developing and applying hazard models
has appeared in the statistics, biometrics, and econometrics literatures (e.g.,
Cox and Qakes, 1984; Kalbfleisch and Prentice, 1980; for possible marketing
applications of hazard models, see Helsen and Schmittlein, 1989; for inter-
pretation of diffusion models as hazard models, see Lavaraj and Gore, 1990).
The key development in hazard models over the last decade has been in the
area of understanding covariate effects on the hazard rate (and consequently
on duration times). This development is particularly important because at-
tempts to incorporate marketing mix variables (and other covariate effects)
in diffusion models have to date have been very limited in scope and ad
hoc in their choice of model specifications for those effects. Exploration of
recent developments in the hazard modeling framework may provide a unify-
ing theme for understanding of covariate/marketing mix effects in diffusion
models.

Understanding of diffusion processes at the micro (individual) level. Diffu-
sion models based on individual-level adoption decisions offer an opportu-
nity to study the actual pattern of social communication and its impact on
product perceptions, preferences, and ultimate adoption. The empirical ev-
idence provided by Chatterjee and Eliashberg (1989) on the development of
aggregate diffusion models from individual-level adoption decisions, though
limited, is encouraging. Further empirical work on such models may assist
in developing the aggregate diffusion models prior to launch.

6.7.2 Parameter estimation considerations

In comparison with the other subareas we review, parameter estimation con-
siderations for the Bass model probably received the most attention in the
1980s. These developments are timely and encouraging, but further empir-
ical work on the validation of meta-analysis procedures (Montgomery and
Srinivasan, 1989; Sultan et al., 1990), Bayesian estimation procedures (Lenk
and Rao, 1989; Sultan et al., 1990), and procedures that capitalize on the
information provided by managers and potential adopters (e.g., Randles,
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1983; Souder and Quaddus, 1982) is important. An emerging body of liter-
ature in the forecasting area suggests that combining parameter estimates
from different estimation procedures can yield better forecasting results (see
Mahajan and Wind, 1988). Empirical studies that explore the feasibility of
such findings for diffusion models are desirable (Lawrence and Geurts, 1984).

6.7.3 Flexible diffusion models

Flexible diffusion models have the advantage of capturing penetration pat-
terns that are symmetric as well as nonsymmetric with no restrictions on the
point of inflection. However, among all the models reviewed in Table 6.3,
only the models by von Bertalanffy (1957) (or Nelder, 1962) and Bewley and
Fiebig (1988) offer closed-form solutions to the differential equations used
to specify the diffusion dynamics (i.e., express the number of adopters as an
explicit function of time, which is desirable for long-term forecasting). Fur-
thermore, these models have a flexibility advantage by requiring estimation
of additional numbers of parameters. However, two important questions re-
main: How much additional long-term forecasting accuracy is provided by
the flexible models, in comparison with the basic diffusion models such as
the Bass model, when controlled for the number of parameters? Given the
parameter estimation considerations discussed here, how can parameters in
these models be calibrated prior to launch for long-term forecasting? Further
empirical work related to these questions is desirable.

6.7.4 Refinements and extensions

We briefly discuss below a number of possibilities for further refinement and
extension of the Bass model.

e A decade ago, Mahajan and Muller (1979) concluded that it was not
clear how marketing mix variables should be incorporated into the Bass
model. The few empirical studies reported in 1980s still do not pro-
vide conclusive guidelines on this question. Despite the arguments made
in the favor of including price in the market potential, empirical stud-
ies on consumer durable products by Kamakura and Balasubramanian
(1988) and Jain and Rao (1989) suggest that price affects the rate of
diffusion (by influencing the coefficients of external influence and inter-
nal influence). Similarly, in relation to the inclusion of advertising in
the Bass model, the two reported empirical studies suggest different al-
ternatives. Horsky and Simon (1983) recommend that it be included in
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the coefficient of external influence whereas Simon and Sebastian (1987)
report better results by including it in the coefficient of internal influ-
ence. Interestingly, though both of these studies examine the effect of
advertising on the diffusion of a service (a banking service by Horsky
and Simon and a telephone service by Simon and Sebastian), they are
conducted in two different markets (USA and the FRG) and under differ-
ent market conditions (there was a supply problem with the availability
of telephones in the FRG). Whether these differences had an impact on
the reported results is an empirical question. Given the importance of
including marketing mix variables in understanding diffusion dynamics,
we expect more empirical work including other marketing mix variables
such as distribution.

o Several of the empirical studies reported in Table 6.5 have incorporated
product attributes in the Bass model. A natural extension of these stud-
ies is to develop procedures to determine optimal product design to ob-
tain the desirable penetration rate.

e For high technology products the time interval between successive gen-
erations of technologies has been decreasing. Norton and Bass (1987)
have shown how diffusion of successive generations interacts within the
context of the Bass model. Forecasting possibilities stemming from this
work appear to be promising. Extensions involving pricing of generations
of technology would be desirable and feasible.

e When should a firm introduce a second generation product? Though
the analytical results of Wilson and Norton (1989) suggest the answer is
“now or never”, they exclude the impact of other variables such as price.
Further theoretical and empirical work addressing this question would
be welcome.

¢ For high-technology products, the product offering of a firm generally in-
cludes both hardware and software, such as Nintendo hardware (keypad)
and Nintendo software (video games) for children. Because of the con-
tingency inherent in the relationship, it is important to develop diffusion
models that examine the diffusion of the entire bundle of product offer-
ings. In addition to forecasting, normative questions may relate to its
optimal pricing and distribution. For example, how should a monopolist
(e.g., Nintendo) manufacture and distribute its hardware and software?
Should it keep a monopoly on both of them? Should it keep a monopoly
on hardware and create an oligopoly for software to increase demand for
the hardware?
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¢ How do the number of competitors and the rivalry among them influence
the growth of a product category? Does the growth affect the entry/exit
patterns of competitors? Answers to these questions are within the do-
main of the diffusion modeling framework and provide a linkage with the
strategic planning literature. Theoretical and empirical work on these
questions will further enhance the utility of diffusion models.

e Supply restrictions influence diffusion patterns. For certain type of prod-
ucts (e.g., prescription drugs), it may be desirable to retard the diffusion
process by controlling their supply and distribution. Further empirical
and theoretical work, on this linkage would enable managers to control
the life cycle of a product by managing the supply.

e Market interventions (e.g., patent violations) represent externalities that
can influence the growth pattern of a new product. Though the use of
intervention analysis is well established in the time-series analysis lit-
erature, no attempt seems to have been made to conduct intervention
analysis with the diffusion models (Mahajan et al., 1985). Theoretical
and empirical work in this area could assist in assessing the impact (e.g.,
assessing patent violation damages in a legal case) of market interven-
tions on the product life cycle.

e Though integration of the time and spatial dimensions has been of inter-
est to geographers, their integration is equally important in marketing to
evaluate alternative product distribution strategies across markets. Such
extensions of the Bass model could assist in evaluating the impact on the
growth of a new product of how and where the product is made available.

e The diffusion literature has emphasized consistently the importance of
negative word of mouth on the growth of a new product (Mahajan et
al., 1984a). The multistage extensions of the Bass model offer an avenue
for considering its impact on the growth pattern. These extensions lack
empirical validation, however. Data collection and estimation procedures
should be developed to make these extensions practicable.

e Not all new products are accepted by consumers at the time of their
introduction. Some products are much slower than others in being ac-
cepted by potential adopters. That is, they differ in terms of how long it
takes them to “take off.” The “takeoff” phenomenon is not considered
explicitly by the Bass model. The Bass model assumes the presence of a
certain number of consumers before “takeoff” (i.e., pm). Extensions of
the Bass model that explicitly consider this phenomenon will be useful
in explaining and predicting the take-off behavior of a new product.
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6.7.5 Use of diffusion models

One of the critical uses of diffusion models has been for forecasting the first-
purchase sales volume curve. In recent years, questions have been raised
about the forecasting accuracy of diffusion models (Bernhardt and Macken-
zie, 1972; Heeler and Hustad, 1980). We sympathize with such concerns and
believe that further empirical work is needed to identify conditions under
which diffusion models work or do not work. For example, recent work by
Jain et al. (1989) suggests that the use of the Bass model is inappropriate in
international settings where the supply of the product is restricted. Further-
more, as the diffusion models capture the dynamics of innovation diffusion
for the first-time buyers, it is not clear that the same diffusion dynamics
are applicable to replacement sales. Therefore the use of diffusion models
for such adoption data may be inappropriate (see, e.g., Bayus, 1988; Bayus
et al., 1989). Finally, diffusion models are imitation models. Any S-shaped
curve, however, may not be a result of the imitation process, and alterna-
tive time-series models may be more appropriate for such data (Mahajan
et al., 1988). Even in the presence of the imitation effect, it may be neces-
sary to examine various diffusion models systematically to identify the one
that best describes the data (Rust and Schmittlein, 1985). There is also a
growing body of literature on “chaos theory” suggesting that for certain pa-
rameter values, diffusion models generate persistent chaotic behavior within
predictable boundaries (Gordon and Greenspan, 1988). Understanding of
such phenomena may be essential to decipher the impact of changes that
affect the diffusion dynamics.

The use of diffusion models to test diffusion-based hypotheses is very
encouraging. The empirical studies documented -in Table 6.4 clearly attest
to their potential for such applications. We expect additional empirical work
employing a diffusion modeling framework to test hypotheses related to life
cycle dynamics (for example: How does the number of competitors change
over the life cycle of a product? How does the number of brands available
in a market influence the growth of a product? How does the rivalry among
competitors in an industry affect the life cycle of a product?).

The use of diffusion models to derive normative results for the dynamics
of innovation diffusion received considerable attention in the 1980s. However,
as summarized in Table 6.5, these results are simply working hypotheses.
Furthermore, the nature of these results is contingent on the assumptions
made in their analytical derivation. For most of these studies, the analytical
elegance surpasses the empirical validation of the derived results. Empirical
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evidence is needed to find out if and when the firms use the derived normative
strategies.

Finally, it is important to acknowledge that several firms have used dif-
fusion models for forecasting the demand of a new product. By sharing
their experiences, industry users can contribute to the further validation of
diffusion models.
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Notes

[1] Related to the Mansfield model is the model suggested by Fisher and Pry (1971)
and the Gompertz curve. For applications of the Gompertz curve and its com-
parison with the Mansfield model, see Hendry (1972), Dixon (1980), and Ziemer
(1988). Several other growth models also have been proposed in the market-
ing, economics, and technological substitution literatures to depict the growth
phenomenon (e.g., the Weibull distribution). As some of these models either do
not explicitly consider the diffusion effect in their formulation or combine other
models, they are not included in our review. For applications of such models to
new product growth situations, see DeKluyver (1982), Sharif and Islam (1980),
Meade (1984), Lee and Lu (1987), and Skiadas (1985 and 1986).

[2] These expressions are given by:

_ . ~(pta)t 2, —(p+a)t
N = m gt n() = m [BetZe ]
nT*)= Lp+q?  NT)=m[i-&
* 1 L
"= +9) In (q)

[3] A brief analytical description of these procedures is given in an appendix in the
unabridged version of this paper which can be obtained from the authors.

[4] The idea that coefficients of a market response model should change over time
is not new in marketing. In fact, several theoretical approaches that assist in
developing market response models when model coefficients have a time-varying
behavior have been applied and documented in the marketing literature (see,
e.g., Mahajan et al., 1980; Wildt and Winer, 1978). Two such approaches also
have been examined in the context of diffusion models: the systematic param-
eter variation methods and the random coefficient methods. The systematic
parameter variations assume a prior: the time path of the model coefficients.
These methods have generated a new set of diffusion models termed “flexible
diffusion models” (Mahajan and Peterson, 1985) that are reviewed here.
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In the random coefficient methods, the random parameters are assumed to con-
stitute a sample from common multivariate distribution with an estimated mean
and variance-covariance structure. Following Karmeshu and Pathria (1980a and
1980b), Eliashberg et al. (1987) explored the applicability of these methods to
the Bass diffusion model. They consider the coefficients of innovation (p) and
imitation (¢) in the Bass model as stochastic and hence time-varying by assum-
ing that p = p+ ¢,(¢) and § = ¢+ ¢,(t), where p and ¢ denote constant means
and ¢, and ¢, denote normally distributed error terms surrounding those means
such that their means are zero and the variances are constant. Their empiri-
cal results suggest that their stochastic formulation of the Bass model does as
well as the deterministic version of the Bass model. There are other types of
stochastic diffusion models, but they are not included in our review. Reviews
of such models are given by Bartholomew (1982), Eliashberg and Chatterjee
(1986), and Boker (1987).

[5] For an application of this approach to the diffusion of robotics in the State of
New York, see Bretschneider and Bozeman (1986). Other feedback filters can
also be used to estimate time-varying diffusion parameters. For example, the use
of the Kalman filter to estimate the time-varying coeflicients for the Mansfield
model has been reported by Meade (1985).
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Chapter 7

The Research on Innovation
Diffusion: An Assessment

Giovanni Dos:

7.1 The Role of Innovation Diffusion in Economic
and Social Change

In recent years, innovation diffusion has attracted increasing attention within
the economic discipline as well as from other social sciences, such as sociology,
organization theory, economic geography, and political science.

Some of the reasons for the growing attention are likely to be found
within the internal patterns of enquiry of the various disciplines themselves.
Others are more obviously related to a general awareness of the importance
of innovations and innovation diffusion — in products, processes of produc-
tion, and forms of economic organization — for economic growth and, more
generally, social change.

Certainly, the so-called microelectronics revolution has provided a pow-
erful focus on the widespread economic and social consequences of major
technological innovations. In this respect, fundamental, and still largely
unanswered, questions concern, for example, its impact on employment and
growth, the consequences for business organization, the induced changes in



180 Diftusion of Technologies and Social Behavior

the patterns of consumption, the implications for educational requirements,
the possible demand for new public policies, and many others. Moreover, in
addition to microelectronics, other new technologies, such as bioengineering
and new materials raise somewhat different but equally broad interpretative
and normative issues.

The importance of changing patterns of innovation and diffusion has also
emerged as a controversial issue in the interpretation of the trends in produc-
tivity growth within several OECD countries. Can the observed statistical
slowdown be attributed to a parallel slowdown in the rates of innovation?
Or, rather, to a slowdown in the rates of innovation diffusion and, thus,
to an increasing gap between average and best-practice techniques? How
can all this be reconciled with the intuitive evidence on the far-reaching
productivity improvements which apparently the microelectronics revolution
produces?

There is also an international aspect of innovation and diffusion. The
most striking phenomenon has probably been the impressive Japanese ca-
pability of quickly adopting, improving, and — more recently — introducing
new technologies. These capabilities, together with somewhat different or-
ganizational arrangements, have also meant a rapid growth of Japanese in-
ternational competitiveness. More generally, many analysts suggest that the
changing competitive strengths of the USA, the EEC countries, Japan and
the newly industrializing countries, must also be attributed to a differential
promptness of these countries in introducing and/or adopting technological
and organizational innovations.

Another major issue, somewhat related to the previous one, concerns
the relationship between innovativeness and the capability of appropriating
economic benefits from the innovations themselves. This is the subject of
great debat in the USA. To what extent is it necessary to be an innovator in
order to enjoy relatively high per capitaincomes? Under what circumstances
is the innovator able to enjoy a quasi-rent on its technological achievements?

From a longer historical perspective, a view with respectable consensus
holds that all the processes of economic growth and social change — at least
since the English Industrial Revolution — cannot be explained without ref-
erence to the introduction and diffusion of major technological innovations
— from the steam engine to electricity, the internal combustion engine, rail-
roads, fertilizers, plastics, jet engines, and uncountable minor innovations.

Finally, very broad interpretative questions which are well beyond the
domain of the economic discipline concern, for example, the relationship
between new technologies and labor processes; the cultural and social
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structures which favor or hinder the introduction and diffusion of new tech-
nologies; the scientific and educational context within which innovation and
innovation diffusion take place.

The list of questions could be much longer. Indeed, all the foregoing
issues highlight the crucial importance of the phenomena of innovation and
innovation diffusion in the interpretation of how economic and social struc-
tures keep together and change, sometimes in a rather orderly manner, and
at other times with more abrupt discontinuities.

In a fundamental sense, the empirical evidence on the permanent pro-
cess of technological and organizational change in contemporary societies
confronts most social sciences such as, for example, economics, sociology,
political science, and psychology, and demands theoretical explanations of
its causes, patterns, and consequences.

The aim of this chapter is simply to sketch an overview of the state of
the art, primarily in the economics of innovation diffusion highlighting some
common themes and (often controversial) issues which underlie most other
chapters of this book (see also, Arcangeli et al., 1990, on whose introduction
this chapter partly draws).

7.2 Invention, Innovation, and Diffusion

One of the contributions of J. Schumpeter’s work that is often cited with
reference to technological change concerns his distinction between inven-
tion, innovation, and diffusion. According to his definition, invention con-
cerns the first development of a new artifact or process. Innovation entails
its economic application. Diffusion describes its introduction by buyers or
competitors. It is a rough and “heroic” conceptual distinction, which can
hardly be found in practice, since the empirical processes are usually never
quite like this. The invention is often introduced from the start as an in-
novation by economically-minded research establishments. Diffusion entails
further innovation on the part of both developers and users. All three ac-
tivities are often associated with changes in the characteristics of, and in-
centives for, potential innovators/adopters. However, Schumpeter’s distinc-
tion between invention, innovation, and diffusion is still a useful theoretical
point of departure. For example, invention is suggestive of some sort of ex-
ploited potential for technological progress, while innovation and diffusion
hint at the economic, social and organizational incentives and impediments
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to the incorporation of technological advances into economic products and
processes.

What progress has recently been made in the conceptualization of such
phenomena? It is tempting to compare the contributions that follow with
those presented almost thirty years ago at the Conferences of the National
Bureau on Economic Research on The Rate and Directions of Inventive Ac-
tivities (NBER, 1962). Significant elements of continuity as well as further
developments appear.

7.2.1 Inventive opportunities

What is an inventive opportunity? Do all “new opportunities” emerge from
apparently exogenous scientific progress? What shapes the dynamics of their
actual exploitation? The analysis of technology as a quite specific sort of in-
formation characterized by indivisibilities and, at least some, public-good
features in the sense of being able to be potentially transmitted and reused
repeatedly without loss, certainly drew also from the seminal contributions
of Arrow (cf., for example, Arrow, 1962a and 1962b) and a few of the roots of
such an approach are already witnessed by the cited NBER reading. That
approach easily fostered widening streams of later analyses on “the eco-
nomics of R&D” as a subset of the economics of imperfect and asymmetric
information (for reviews of recent developments, see Stiglitz, 1985; Stone-
man, 1990; Tirole, 1988). In an extreme synthesis, all the variegated con-
tributions that can be joined under the “imperfect information” perspective
have explored the properties of innovative worlds whereby notional opportu-
nities are either given or are subject to the exogenous dynamics of scientific
discoveries, but their actual exploitation depends on the particular incentive
structures (related, e.g., to the forms of market competition, etc.) and pos-
sibly also on the past available information on which the agents can draw
(¢f. David, 1975; Atkinson and Stiglitz, 1969; Stiglitz, 1987).

Conversely, a somewhat different approach has drawn a sharper distinc-
tion between information and prior knowledge, the latter being the rather
elusive set of cognitive structures, search rules, “tacit” capabilities guiding
inventive activities (¢f. Nelson and Winter, 1982; Pavitt, 1988; Dosi, 1988),
all implicitly or explicitly linking with Simon’s views on behaviors and deci-
sions (see, e.g., Simon, 1965 and 1979). From such a perspective, information
is still imperfect — indeed, largely imperfect — but, in addition, the rates and
directions of inventive activities are shaped and constrained also by specific
skills and heuristics of the searching agents, the activities in which “they are
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good”, their past experiences, etc. The recent attempts to conceptualize the
procedures and directions of innovative activities in terms of technological
paradigms and trajectories clearly fits within this perspective (Dosi, 1988).
Relatedly, significant progress has been made in the empirical under-
standing of the varying balances between private and public aspects of tech-
nological knowledge, between new opportunities that are generated in non-
profit institutions (such as universities, public research establishments, etc.)
and those which are created within the business sector (in private R&D
laboratories, but also through the more informal activities such as experi-
mentation and learning) (on all this, see Nelson, 1988 and 1990).

7.2.2 Invention and innovation incentives

Irrespectively of the specific theoretical representations of inventive oppor-
tunities and their exploitation, the economic discipline has increasingly at-
tempted to understand and conceptualize the effects of different economic
incentives upon the actual rates of invention and innovation. Plainly, the is-
sue goes back to the highly plausible fact that economically-motivated agents
will undertake the costs and risks of innovating only in so far as there is,
or they believe in, some differential economic returns from innovation. In
other words, for whatever notional opportunities, the actual rates of inno-
vation are going to be affected by the appropriability conditions. In fact,
the recent economic literature has increasingly tried to explore the nature
and effects of varying appropriability conditions (see Levin et al., 1985 and
1987); a mainly empirical survey is in Dosi (1988); the review in Kamien
and Schwartz (1982) concerns the relationship between market structures
and incentives to innovate discussed within a relatively orthodox perspec-
tive; a discussion of some of the current theoretical literature is in Dasgupta
(1988).

7.2.3 History and path-dependency

Both the theoretical and empirical literature reflect the growing recogni-
tion that history counts: past technological achievements influence future
achievements via the specificity of knowledge that they entail, the develop-
ment of specific infrastructures, the emergence of various sorts of increasing
returns and non-convexities in the notional set of technological options. On
theoretical grounds, this has led to the development of path-dependent mod-
els (¢f. Arthur, 1988; David, 1985 and 1990); for some discussion of the
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general importance of this class of models for economic theory see Dosi and
Orsenigo, 1988).

Certainly, over the last three decades, empirical analyses and theoretical
modeling has made significant advances in the unfolding of the black boz
by which the economic discipline had traditionally represented technology
and technological change (Rosenberg, 1982), by unfolding the determinants
and nature of invention and innovation, and the driving forces, patterns
and consequences of innovation diffusion (reviews and some evidence can be
found in Dosi, 1988; Arcangeli et al., 1990).

Below, I shall first sketch some empirical stylized facts and, second, try to
present an overview of the diverse streams of analysis, organized around their
methodological analogies, their basic assumptions on the diffusion process,
and the characteristics of the adopters.

7.3 Some “Stylized Facts” on Innovation
Diffusion

Even after a new product or production process or form of organization is
developed, its economic and/or social significance is still going to depend
on its acceptance amongst potential customers and the degrees to which
it is imitated by competitors. The study of innovation diffusion concerns
these phenomena. Not surprisingly these phenomena have been of interest
to several social disciplines. For example, rural sociology has studied the
circumstances which affect the pace of adoption of agricultural innovations.
Other areas of sociology have investigated the diffusion of social innovations,
such as particular forms of health care, pension funds, etc., and the social
characteristics that influence the acceptance of new products. The latter
have obviously also been the concern of marketing studies. Economic geog-
raphy has studied innovation diffusion in its spatial dimension (somewhat
overlapping with regional economics). A thorough review of these areas of
research is in Rogers (1983). Innovation diffusion studies also have a rel-
atively long tradition in economics, pioneered by the investigation on the
diffusion of hybrid corn by Griliches (1957) and of a few industrial processes
by Mansfield (1961). (For surveys, see Stoneman, 1983 and 1990; Metcalfe,
1988).

One can find in the literature different definitions of diffusion. However,
whatever the definition, one of the basic stylized facts of the diffusion pro-
cess is that it is never instantaneous. Innovation diffusion always takes time
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and occurs at rates that plausibly depend on the features of those technolo-
gies which are to be adopted; possibly on the features of those technologies
which are to be substituted; on the incentives that the economic environment
provides for adoption; on the characteristics of the would-be adopters; on
the information available to them; on their technological competence; possi-
bly, on their size. For example, the evidence from Mansfield (1968), Romeo
(1975), Nasbeth and Ray (1974), von Tunzlemann (1978), and Ray (1984)
show indeed quite a high inter-firm, inter-industry and inter-technology vari-
ance in the speed of diffusion (irrespective of the measures chosen).

7.3.1 Diffusion patterns

In general, as Rosenberg puts it,

in the history of diffusion of many innovations, one cannot help being struck
by two characteristics of the diffusion process: its apparent overall slowness
on the one hand, and the wide variations in the rates of acceptance of
different inventions, on the other [Rosenberg, 1976, p. 191].

Typically, one observes roughly S-shaped diffusion curves, whose precise form
varies conciderably across innovations (cf. Davies, 1979; and several contri-
butions to this book). That the empirical curves are S-shaped should not
be surprising: many time-dependent processes with some kind of asymptotic
value present such a form. However, an important interpretative question
concerns the determinants of particular diffusion patterns.

In one way or another diffusion analyses attempt to explain such empir-
ical variety in the observed rates and patterns of adoption of new products,
processes, and forms of organization:

e Why is adoption not instantaneous? Why is adoption distributed over
time?

e  What keeps the sequence of adoptions going forward through time, rather
than stopping after the first or n-th firm or household has adopted?

At a more detailed level of empirical investigation, several studies, as
mentioned, highlight the differences in the patterns of innovation diffusion
and, also, in the origins of innovations themselves. For example, some in-
novations are embodied in specific artifacts produced somewhere else in the
economic system (for example by machine or intermediate component manu-
facturers). Other innovations take the form of disembodied knowledge which
diffuses via people’s mobility and/or via competitive R&D.
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In general, the speed of diffusion is inherently hard to judge because
there is no precise way to define the ultimate scope of application or use of a
new method of production or a new method of production or a new product
(Rosenberg, 1976; Gold, 1981). In fact, whatever empirical definition of
potential adopters one takes, their number tends to increase over a certain
time after the introduction of the original innovation. At an early stage,
new methods of production and new pieces of equipment “are of necessity,
badly adapted to many of the ultimate uses to which they will eventually be
put” (Rosenberg, 1976, p. 195). Diffusion is generally interlinked with more
or less incremental improvements of the innovation itself which (a) enhance
the technical/economic superiority of the new product or process vis-d-vis
older ones, and (b) enlarge its scope of application (a detailed illustration of
these processes for agricultural machinery is in David, 1975).

7.3.2 Potential adopters

The universe of potential adopters cannot be realistically assumed to be
composed of identical units. One of the clearest cases is that discussed in
David (1975) where the set of potential adopters of agricultural equipment
were farms of different sizes and different configurations of the land. In turn,
this affected the scope and the profitability of the mechanization of agricul-
tural production. So, for example, the larger and on average flatter and
regularly shaped American farms help to explain a faster rate of diffusion of
agricultural mechanization in the USA as compared to, for example, the UK
(of course in these international comparisons, differences in wage rates also
determine differential incentives to the diffusion of mechanized equipment).

Another straightforward case is whenever the incentive of adopting an
innovation is somewhat scale-based, or at least there is a minimum scale
at which adoption is profitable (this general conjecture is argued in Sylos-
Labini, 1967). Hence, the differences in size of potential adopters affect the
incentive to adopt. A wealth of empirical evidence suggests, in fact, that
the size of the firm is positively correlated to the speed of adoption (Mans-
field, 1968; Metcalfe, 1970; Davies, 1979; see also Chapter 14 by Kelley and
Brooks). This is not necessarily the case in inter-industrial, cross-innovation
comparisons: that is, ceteris paribus, an innovation does not diffuse quicker
simply because it is introduced into an industry where the average size of the
firm is larger (Romeo, 1975; Davies, 1979). That the scale of firms matters, is
also shown by the finding that the absolute cost of innovation affects, ceteris
paribus, its rate of diffusion (Mansfield, 1968; Davies, 1979). Of course, from
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a theoretical point of view, one may attribute the phenomenon to various
sorts of imperfections on the financial markets, etc. However, the expense
of introducing and using an innovation does not include only the price tag
on the new equipment, but also the costs of reorganization needed to take
advantage of the new equipment or method. In turn, there is a fixed element
in these costs, which can be spread, according to the size of the firm, over
different volumes of production. More generally, a whole approach to inno-
vation and diffusion studies would argue that it is often the case that the
adopting firms differ in their technological capabilities, and that some of the
potential adopters may not adopt because they do not have the technological
and organizational capabilities to do so. To put it simply, they do not adopt
since they lack the appropriate skills, internal knowledge, or managerial ca-
pabilities. Diffusion processes generally involve learning, modifications in
the existing organization of production, and, sometimes, even modifications
in the products, i.e., essentially, diffusion involves innovation for the user
(Freeman, 1982; Rosenberg, 1976 and 1982; Gold, 1981; Lundvall, 1988). In
brief, this second set of factors, which influence the patterns of diffusion,
relates to the nature and distribution of technological asymmetries between
firms. Conversely, each process of diffusion is matched by the development
of skills among users, the solution of specific technical bottlenecks which
hinder adoption, and the development of complementarities with other an-
cillary technologies (for detailed illustrations of these points, see Rosenberg,
1976, Chapter 11).

Over time, post-innovation changes in the price of the innovative goods
(e.g., new machines) affect the incentive to adopt them, in general, and
differentially for different sets of users (see again, Rosenberg, 1976; David,
1975).

7.3.3 Profitability and expectations

It is not surprising that there is robust evidence indicating that the rates
of diffusion of innovation are influenced by the differential profitability of
the new process of equipment as compared to the existing one (Mansfield,
1968; Mansfield et al., 1977; Davies, 1979). It can plausibly be argued
that this is indirect evidence of the disequilibrium nature (or at least a high
degree of uncertainty) of many diffusion processes, since one would expect
that according to most definitions of equilibrium, any firm for which the
innovation is profitable — no matter to what extent profitable — would adopt
it.
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Certainly, part of the explanation of a discrete time lag in the diffusion
of, e.g., a superior (i.e., unequivocally more profitable) machine is a “vin-
tage effect” (Salter, 1969): given the general irreversibility of investment
decisions, adoption decisions are to some extent scrapping decisions, which
in turn depend on the “technological vintage” of the equipment currently in
use.

Moreover, technological expectations matter, in the sense that the ex-
pected stream of future revenues from, e.g., a new type of machine of today’s
type, depends also on the expectations about the technical characteristics,
productivity, and costs of future machines. In a way, the rate of adoption
of innovation is implicitly influenced by expectations about future techno-
logical developments and also about the second order (how will that rate
of change vary in the future). On empirical grounds, the evidence suggests
very complex and often hardly formalizable processes of formation of these
expectations: the decision rules of adoption may be highly imperfect in a
neoclassical sense — heavily based on firm-specific and sector-specific institu-
tional traits and animal spirits (for evidence, see Carter and Williams, 1957;
Stoneman, 1976; Kleine, 1983).

7.3.4 Appropriability

The typical process of diffusion discussed so far, fits particularly well the
description of the factors which drive or hinder the purchase and use of, say,
a new type of machinery by a (changing) population of potential adopters.
That is, it concerns primarily the introduction of a process innovation which
is often a product innovation manufactured somewhere else in the economic
system: for example, it can be the decision of a textile firm whether to
introduce an automatic loom which in turn is a new product of a machine-
building firm. However, the symmetric complement to this process is the
diffusion of product innovations amongst potential suppliers (e.g., machine
tool builders, etc.). After all, product-related R&D is estimated to account
for 75 to 90% of total R&D expenditures in manufacturing (see Le Bas, 1981,
for a discussion of the various sources of evidence). What affects the pat-
terns of diffusion in supply (e.g., the number of machine tool builders which
produce numerically controlled machines of a certain type or the number of
drug firms which manufacture a new antibiotic)? Empirical research in this
field is relatively young. However, some important findings emerge from the
works of Gort and Klepper (1982) and Gort and Konakayama (1982) as well
as from industrial case studies.
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First, diffusion in supply — which implies more or less creative imitation
of the original innovative product by other producers — relates directly to the
appropriability conditions of innovations. Of course, a notional innovation
with total appropriability would never be imitated by any other producers.
Conversely, very low degrees of appropriability would allow, other things
being equal, easy imitation and a quick diffusion in supply.

Second, note the double role that appropriability plays in diffusion in
production. On the one hand, it acts as an incentive to imitation and entry
since it is, ceteris paribus, correlated with a differential profitability in the
production of the innovation good. On the other hand, it performs as an
entry barrier, since appropriability is almost by definition based on some
kind of appropriable asset, cumulated experience, differential technological
capabilities or legal devices such as patents (see on these issues, Chesnais,
1990; Teece, 1986; Levin et al., 1987; Philips, 1971; Gort and Klepper, 1982;
Dosi, 1984). The net effect upon the rates of diffusion in production (that is,
the rates of entry) are likely to depend on (a) the perceived opportunities of
technical progress (a high opportunity with high appropriability conditions
is likely to be a powerful incentive to enter and make a better product and/or
innovate further along the same technological trajectory); (b) the nature of
the knowledge-base on which a particular technology draws and, relatedly,
the degree of specificity to the incumbent producers of their innovative ca-
pability (see Gort and Klepper, 1982, for empirical evidence).

7.4 Innovation Diffusion: Drawing Together
Diverse Streams of Analysis

Let us first introduce a classification of diffusion models by means of some
underlying dichotomies in the analytical hypotheses and stylized facts which
they assume.

(1) Heterogeneity versus uniformity of potential adopters of innovations. Are
all agents the same? Do they have similar incentives to innovation adop-
tion? Or, conversely, do they differ in some structural characteristics, or
in their capabilities of efficiently acquiring new products and processes
of production, or in their technological ezpectations?

(2) Perfect versus imperfect information. Can the adopting agents be as-
sumed to have adequate information — at least for interpretative purposes
— about the nature and future developments of any one technology? Or,
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rather, should we suppose that an essential determinant of innovation dif-
fusion concerns information diffusion about the existence and attribute
of particular innovations?

(3) Non-increasing versus increasing returns in new technological develop-
ments. Under what circumstances can we expect the use and/or the
production of innovations to exhibit constant or decreasing returns? Con-
versely, are there factors which may yield size-related economies of scale,
various sorts of learning processes and, generally, dynamic increasing
returns?

(4) The importance of history for the patterns of diffusion. Clearly, the is-
sue relates also to points (2) and (3). The higher the uncertainty about
the technical and economic characteristics of innovation, the higher the
importance of the learning history of individual agents is likely to be
with respect to their adoption decisions. But does this also affect the
general patterns of diffusion, or can one assume that the final “attrac-
tor” or stationary state of a diffusion process will still be independent
of individual vicissitudes? Most is going to depend on the existence of
dynamic increasing returns [point (3)] and on the feedback processes be-
tween the number of adopters of the technology, on the one hand, and the
changing incentives to further adopt it, on the other. Whenever these
circumstances occur we are clearly in the domain of path-dependent,
non-ergodic processes, briefly recalled in Section 7.2 of this work. In all
these cases, history counts, not only for individual patterns of behavior,
but also in terms of the general long-term dynamics of the system.

(5) The interaction between supply and demand of innovation. When can one
reasonably assume that the innovation to be adopted is supplied once-
and-for-all, and conversely, when is it correct to assume a continuous
process of improvement in its technical characteristics — which also make
adoption easier and enlarges the set of potential users? How important
are changes in supply conditions, in primis prices, for the changing pace
of innovation diffusion?

(6) Diffusion in demand versus diffusion in supply. The way diffusion pro-
cesses are often represented typically concerns a new good (say, a new
type of production machinery) whose manufacturer is keen on selling
to as many customers as possible. However, another side of the diffu-
sion process concerns, as mentioned, the diffusion of the manufacturing
capacity of this new good amongst the producers themselves. The the-
oretical representation of this kind of diffusion in production clearly re-
lates to the conditions of imitation of an innovation and thus with the
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theoretical analysis of technological appropriability, possibly entry- and
mobility-barriers, “tacitness” versus “universality” of technical knowl-
edge. Ultimately, it is an area where diffusion analysis joins with the
economics of innovation and the economics of industrial dynamics.

(7) The forces driving diffusion. Are these forces mainly ezogenous to the
context in which the diffusion of a particular innovation takes place,
such as general changes in relative prices and macro demand growth?
Or rather do they mainly relate to factors that are endogenous to
the supplying and adopting industries, such as for example, learning
in the manufacturing of the innovation, learning by using, network
externalities?

In addition to these basic dichotomies on the “stylized facts” that the
analyses assume, some other fundamental alternatives concern directly the
analytical methodology, and in particular:

(8) Behaviors and choice processes of individuals or individual organiza-
tions. At one extreme, one may represent decision processes about
adoption/non-adoption of new technologies as a standard optimization
exercise, whereby the agents explicitly form expectations about the re-
turns on the new technologies, confronts the entire payoff matrix reach-
able through their actions, and choose by maximizing some objective
function. Following an economist’s convention, call this “rational” or
“optimizing” behavior. At the other extreme, a few authors attribute
much less “rationality” to individual choice processes, according to a
methodological option grounded in the empirical observation and in some
theoretical reasons for the impossibility of literally maximizing behaviors
in environments that are sufficiently complex and nonstationary. Thus,
in this other approach, behaviors are likely to be rather “routinized”,
influenced by specific “visions” and norms. Call this “institutionalized
behavior”.

(9) Equilibrium versus disequilibrium dynamics of diffusion. In the follow-
ing, I shall use the convention that diffusion dynamics is an “equilibrium
one” whenever micro decisions are postulated to be reciprocally consis-
tent and “rational” microbehaviors all turn out to be fulfilled in their
objectives. Conversely, I shall call “disequilibrium” diffusion processes
all those dynamics wherein (a) the “attractors” of the process change
themselves as a result of the very actions of the agents — such as when
there are system-level increasing returns to technology adoption and/or
(b) the diffusion process is explicitly represented in terms of the trial-
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and-error efforts of the agents, which exhibit “disequilibrium behaviors”
and deliver “disequilibrium signals” to other agents. (I refer here to equi-
librium and disequilibrium diffusion dynamics as “macro level” analysis
even when it refers to “macro behaviors” of single industries or groups
of forms. The proper meaning of “macroeconomics” will be restated in
the final section.)

As can be easily seen, the foregoing dichotomies in assumptions, in the
postulated stylized facts, and in the theoretical methodologies have a crucial
importance well beyond the area of innovation diffusion. Indeed, issues like
the diversity amongst agents, the access to information that the latter have,
the consequences of increasing returns and non-convexities, the status of
maximization and equilibrium assumptions, and the postulated processes
which bring consistency among a multiplicity of agents, all raise challenging
questions which are at the core of economic analysis in general. In fact,
this is probably one of the reasons for the general importance of innovation
diffusion: it does, after all, concern the processes by which the economy
generates and accommodates “the new”, and thus directly touches all those
questions on coordination and change that have puzzled economists since
the beginning of economics as a discipline.

7.5 Diffusion as Information Spread and
Adaptation

Before adding some comments of my own, let me suggest a taxonomical guide
through the state of the art in the field by mapping the various approaches
found in the literature according to some of the earlier dichotomies. In Table
7.1 diffusion analyses are grouped according to their methodological differ-
ences [points (8) and (9), above]. Four broad groups are given based on a
two-dimensional classification based on whether the equilibrium or disequi-
librium approach is used and on whether the particular model deals with
optimizing or institutionalized behavior.

7.5.1 Equilibrium approaches

“Institutionalized” Behavior

The top-right corner of Table 7.1 includes all equilibrium models with in-
stitutionalized behavior, developed with a strong descriptive emphasis, that
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Table 7.1. Methodological classification of diffusion models.

Micro behaviors

Macro level Optimizing behaviors Institutionalized behaviors
Equilibrium
Steady-states Neoclassical models, Traditional models with
e.g., David (1969); adjustment lags, e.g.,
Stoneman (1983); Griliches (1957);
Reinganum (1981) Mansfield (1968)

Davies (1979)°
Marshallian models
in Metcalfe (1988)¢

Disequilibrium
Traverses or Increasing returns Evolutionary models, e.g.,
self-organization models of diffusion, cum. Nelson and Winter (1982);
processes innovation, e.g., David self-organizational models,
and Olsen (1984, 1986); e.g., Silverberg, Dosi,
David (1985, 1986); and Orsenigo (1988)

Farrell-Saloner (1985)
Arthur (1983, 1988)°

These models do not make explicit assumptions on microbehaviors and are, in principle,
consistent with either hypothesis.

investigate the empirical relevance of various economic and social variables
as favorable or retarding factors in the adoption of innovation. The starting
point is generally the empirical regularity, mentioned earlier, on diffusion
patterns often presenting an S-shaped profile. Indeed, it is generally found
that time-patterns fit rather well rate equations of the generic form

d(IIt _

- =
where z; stands for the number of adopters at time t and N is the total
number of potential adopters. Hence the analysis primarily concerns the
factors determining the rates of change in adoption and the primary focus
is about how people and organizations become exposed to novelty and react
by rejecting or embracing change. The analysis of the diffusion of new tech-
nologies, in this approach, could in a way be considered as part of the study
of more general behavioral patterns of humans and organizations.

Both in the economic and sociological literatures, primary attention
is given to the propagation of information about novelties, which may
come as stimuli, surprises or threats to individuals and corporations. The

SN, z:) (7.1)
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stimuli elicit responses, which come with varying lags, depending upon
socio-psychological attributes of individuals, their position in the social sys-
tem, or, somewhat analogously, on corporate cultures and organizational
structures.

I classified this approach under “equilibrium” because it still generally
treats diffusion as a process of convergence to some long-term, steady-state
(say X* = N in equation 7.1) with non-instantaneous adoption primar-
ily accounted by frictions, lack of information, response lags, and “out-of-
equilibrium” behaviors of micro agents. The various studies that come under
this heading are thoroughly reviewed in Rogers (1983). They have certainly
provided rich insights into the empirical variety of socioeconomic determi-
nants of diffusion patterns. However, if one looks for a deeper ezplanation,
then it does not exist. In particular, economists often consider such a deeper
level to rest in the microfoundations of any one aggregate process and most
often are only satisfied when, in turn, micro behaviors can be grounded de-
ductively into some “rational” choice procedure. This kind of theoretical
diffidence toward simply descriptive models is probably also one of the ex-
planations for the appeal of the class of models that we are going to consider
next, those at the top-left of Table 7.1.

“Optimizing” Behavior

The top-left corner of Table 7.1 includes “optimizing” equilibrium mod-
els. In many respects equilibrium diffusion models eum micro optimization
represent the extension of neoclassical economic theory to diffusion phenom-
ena. In this class of models diffusion is seen as the outcome of rational
goal-directed choices, made by more or less fully informed firms and con-
sumers, among the set of available technologies — particularly the choice
between new technologies and those previously available. Here the focus
is upon modeling the choice-process, and assimilating innovation-adoption
into the larger corpus of (decision-theoretic or game-theoretic) microeco-
nomic theory. This theory, when it is employed as a positive model (and not
simply as a normative exercise) asserts a correspondence between the central
(average) tendencies in individual behaviors and the (theoretically-derived)
equilibrium.

Given the above, why, then do not all the agents adopt at the same
time? One of the simplest answers is that the agents are “rational”, but
less-than-perfectly informed: there are objective costs in information ac-
quisition, adjustment costs, etc. In a way this is the most straightforward
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“rationalization” (in terms of “rational agent” micro theory) of the evidence
put forward by the studies reviewed in the previous section.

Another route is to assume that agents are “rational” and different in
some structural characteristics. P.A. David long ago started exploring this
route whereby thresholds to efficient innovation adoption are determined by
the scale of output of adopters, and consequently, the benefits of adoption
for each agent do not reach a maximum at the same time (David, 1969).

Consider the basic model:

o The users of the innovation belong to a competitive industry.

o They are heterogeneous with respect to output scale.

e There is perfect information about the characteristics and economic ben-
efits of the innovation.

¢ The innovation is embodied in some fixed, lumpy piece of equipment
(e.g., continuous rolling, annealing machines, tractors, etc.).

¢ Adopters are “myopic” in that they ignore the future acquisition costs
of the technology.

e The scale of the firms is fixed and does not adjust in response to the
innovations.

This scale-constrained world (as from David, 1969) is depicted in Figure
7.1, where g(z) is the frequency distribution of some agents’ characteristics
(2, in our case, size). If we specify a time-path of the threshold level of
the characteristics index z*(t) above which adoption becomes profitable, we
re-map the characteristics distribution into the time domain. We can derive
a so-called “Probit model” of diffusion.

Consider for example lognormal size distributions (as in David, 1969 and
Davies, 1979) and some alternative time patterns of the threshold (for ex-
ample, exponential relative decline in fixed-factor/variable factor price ratio,
as in David, 1969, or linear time-paths with retardation in the decline of the
threshold, as in Davies, 1969). Distributions of heterogeneous agents with
a moving threshold for efficient adoption can generate a sigmoid diffusion
curve. The time-profile of the threshold can obviously be given exogenously,
but can also be derived from the diffusion-dynamics itself: for example,
Stoneman and Ireland (1983) and David and Olsen (1984) derive it explic-
itly by specifying learning effects in the supply of the new technology.

Of course, size is by no means the only source of differentiation amongst
adopters and equilibrium — “rational” models can accommodate other forms
of heterogeneity, such as, for example, location and transport costs, regional
wage levels, information costs, etc. For example, David and Olsen (1984)
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glz)4

z*(t) z
Objective characteristics distributions [g(z)] models:

¢ Vintage-distribution of fixed capital (Salter).

o Size-distribution of firms (output) (David, Davies).

e “Priors” on benefits (uncertain) (Stoneman, Jensen, Reinganum).
¢ Risk-aversion distribution.

Figure 7.1. “Equilibrium diffusion” with heterogeneous agents.

move beyond probit-type (or “threshold”) models — in which the scale of
output is not influenced by the new technology and the firm size distribu-
tion remains invariant with respect to the diffusion process — and allow for
a competitive firm’s choice of output jointly with its technology adoption
decision. Hence, the heterogeneity which determines the time-distribution
of adoptions must come from factors other than output size.
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Equilibrium models with heterogeneous firms have typically assumed
a competitive industry (with competitive or monopolistic suppliers of the
innovation). Conversely, another stream of equilibrium analysis has explored
diffusion in the context of strategic oligopolistic interactions cum homoge-
neous agents (e.g., Reinganum, 1981; Fudenberg and Tirole, 1985).

A closely related approach describes equilibrium diffusion with homoge-
neous, perfectly forward-looking agents cum non-appropriable learning (Jo-
vanovic and Lach, 1989).

A taxonomy of equilibrium - “rational” models, categorized according to
the heterogeneity versus homogeneity of the agents and endogeneity versus
exogeneity of the driving forces of diffusion is presented in Table 7.2.

Table 7.2. A taxonomy of equilibrium models of technology diffusion.

Nature of dynamic Objective characteristics of potential adopters
driving process Heterogeneous Homonogeneous
Exogeneous Competitive industry Interdependent adopters
adoption, driven by: with: pre-commitment
o market demand growth (Reinganum, 1981)
e output distribution or
changes strategic interaction
e input price trends (Fudenberg and Tirole, 1985)
e exogeneous drivers
Endogeneous Competitive industry Oligopolistic or duopolistic
adoption, driven by: rivalry with learning
e learning in innovation or system-scale effects
supply

e learning in use

e network externalities
which are unbounded
or bounded

One of the general questions addressed by equilibrium models with in-
terdependent adopters is: can one conceive a consistent pattern of adoption
whereby identical agents adopt at different times? Technically, an answer
to such a question generally corresponds to the exploration of the existence
of Nash equilibria in the domain of adoption decisions, thus extending the
application of a methodology increasingly used by mainstream industrial
economics with respect to, e.g., price and quantity variables in oligopolistic
settings.
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Certainly, these various versions of equilibrium-rational analyses have
generated an increasing number of contributions, highlighting the impli-
cation for the diffusion process of different subsidiary assumptions (e.g.,
“myopic” versus “rational” expectations, strategic interactions with or with-
out pre-committed choices, competitive versus monopolistic supply of the
innovations, etc.). (A review of these developments is in Stoneman, 1990.)
It is much harder to assess the heuristic value of this class of models for
the positive interpretation of empirical phenomena of innovation diffusion.
Any evaluation also involves a general judgement on the tool-box of the eco-
nomic discipline as a whole, the status, and interpretative power of method-
ological assumptions such as equilibrium, rationality, etc. It is a judge-
ment which certainly divides the economic discipline. However, irrespective
of disciplinary preferences and the particular beliefs on “how much of the
real world equilibrium-rational models can illuminate”, there are phenom-
ena which they can hardly handle, ultimately related to diffusion processes
involving various forms of increasing returns, circular feedbacks between in-
novation and diffusion and environments where “rational behavior” is not
only empirically unlikely but theoretically impossible to define. The models
classified in the bottom half of Table 7.1 try precisely to deal with some or
all of these phenomena. I shall now turn to them.

7.5.2 Disequilibrium approaches

Increasing Returns, Path-dependency, and Fvolutionary Processes in
Innovation Diffusion

Many students of technology diffusion processes have arrived at the view,
argued, for example, by Rosenberg (1972); Freeman (1982); Sahal (1981);
Freeman and Perez (1988), that innovation and diffusion are continuously
interlinked. Over time, technology adoption, and the creation of new tech-
nologies are mutually dependent. Moreover, the innovation-diffusion pro-
cess must be seen as “macro-disequilibrium dynamics” (in the meaning of
macro defined earlier), characterized by the exploration of various sorts of
increasing returns along particular “trajectories” of technical progress (Nel-
son and Winter, 1977; Dosi, 1982), and the evolution of various institutions
within the economy (including firms) along with the exploitation of the new
technologies.

Of course, if positive feedbacks between adoption of innovations, their fur-
ther improvements, and the cost of acquiring them are important enough,
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this implies, in technical terms, a source of non-convexity in the technological
opportunities at the level of the firm, the industry or the whole economy. We
leave the world of convergence to macro-level solutions and of equilibrium
paths which can be defined independently of the actual technological and
economic history of particular clusters of innovations. On the contrary, we
are in the path-dependent world of Arthur (1983 and 1988) and David (1985),
wherein the long-term positions of the system may well depend on even mi-
nor initial fluctuations, individual choices, institutions, and policy measures.
(On these issues, cf., in particular, the chapters by David; Amendola and
Gaffard; Dosi et al. in Arcangeli et al., 1990.)

In a different vein, all the models classified in the bottom half of Figure
7.1 deal with diffusion processes that are implicitly or explicitly historical
with multiple notional end-state and endogenously-generated opportunities
(dynamic increasing returns). However, they differ in their approach to
micromodeling,.

Those on the bottom-left (e.g., David, 1985 and 1990; David and Olsen,
1990; Farell and Saloner, 1985) maintain a micro “rationality” assumption:
agents still make their optimizing choices which collectively yield some sort
of externality that in turn affects future returns and future options.

Conversely, the “evolutionary” and “self-organization” models on the
bottom-right of Figure 7.1 depart also from the standard micro-rationality
and explicitly represent diffusion as the outcome of diverse behaviors of
agents exhibiting “institutionalized” (so-called “bounded rationality”) be-
haviors. Indeed, the supporters of this analytical approach do claim that
the difference between “evolutionary” and “equilibrium” approaches to in-
novation diffusion is much deeper than the difference between the explicit
(but somewhat unelegant) representation of a process and the description of
the final state to which that same process is converging. Rather, evolution-
ary theory claims that (a) only under particular circumstances can “rational
equilibria” be postulated to be the “attractor” or end-states of empirically
more plausible “disequilibrium” trial-and-error processes, and relatedly, (b)
actual end-states may well depend on non-average behaviors, so that an ex-
plicit account of the distributions of specific choice rules and of the specific
mechanisms of competitive selection are theoretically required (these issues
are discussed, in this perspective, in Nelson and Winter, 1982, and Dosi et
al., 1988, in particular the chapters therein by Silverberg, Allen, Dosi, and
Orsenigo.

Broadly speaking, many “rational” and evolutionary/self-organization
models of innovation diffusion overlap in the endeavor to ezplain theoreti-
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cally open-ended (history-bound) processes. They do also sometimes overlap
in the questions that they ask. For example: are there micro strategies that
are stable in an evolutionary sense? How does dynamic mutual consistency
come about? However, they depart in the relative faith that they place on
the rational power of microagents as an “ordering factor”. In a way, all
micro-rational models look for order by investigating the conditions of exis-
tence of consistent rational strategies (whether pure or mixed strategies, in
game-theoretic settings) that could support a diffusion process. Conversely,
evolutionary /self-organization models rest their emphasis on diversity, learn-
ing and environmental selection as the main ordering factors, which ez post,
but not necessarily ex-ante produce recognizable regularities in the diffusion
process.

7.5.3 Optimizing equilibrium compared to
institutionalized behaviors and disequilibrium

The reader may find a vivid illustration of the analogies and differences be-
tween the basic equilibrium and disequilibrium approaches by comparing
Jovanovic and Lach (1989) and Silverberg et al. (1988). Loosely speak-
ing, they could be considered as somewhat extreme archetypes of the two
categories of models. In fact, they both start with quite similar techno-
logical assumptions: adoption of a capital-embodied innovation drives fixed
and variable costs down and, therefore, the efficiency gains are a sort of
collective result of adoption decisions. However, the analogies stop here.
Jovanovic and Lach assume perfect micro technological forecasting and an
ez-ante “equilibrium ordering” of entry decisions which, I must confess, I
keep finding rather obscure in its microeconomic plausibility. (What is the
mechanism generating the proper “queue”? How does one learn that he got
an epsilon-wrong in this queue? What are the collective results of several
epsilon mistakes?) Conversely, Silverberg et al. (1988) assume that people
get it systematically wrong. This is not because they are “more stupid” than
the Jovanovic-Lach (1989) agents. In principle, they form their expectations
the best way they can. However, the end-results are truly collective phe-
nomena, emerging from complex nonlinear interactions amongst all of them.
What difference do the alternative analytical approaches make? In my view,
one of the basic differences is that the “rational-equilibrium” approach loses
interpretative significance the more the diffusion process is influenced by
particular distributions of the expectational and technological characteris-
tics of individual agents. In this sense, “equilibrium approaches” show the
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same limitations, and more so, than so-called rational expectation models in
macroeconomics: “equilibrium paths” — whenever they exist — are not inde-
pendent of the distribution of beliefs, technological capabilities, and learning
processes of individual agents. In fact, one may simply check the robustness
of the properties of a unique equilibrium diffusion path - from Jovanovic-
Lach — allowing for different stochastic disturbances on, e.g., expectations: in
general, one cannot presume the equilibrium path to be even locally stable;
hence also the conclusions based on the properties of “perfect” equilibrium
diffusion processes cannot be presumed to hold. In particular, it seems to me,
equilibrium-“rational” analyses of diffusion must rule out ez hypothesi the
possibility of (imperfect) out-of-equilibrium adjustment and learning from
mistakes, which, I would argue, are an essential part of diffusion processes
and affect also the specific path that is empirically observed.

It is indeed a major methodological difference which cuts across most
fields of economic analysis: it is particularly evident with respect to innova-
tion diffusion probably because, as mentioned, it is a crucial domain where
novelties emerge in the economic system with an intrinsic tension between
economic coordination and change. The supporters of methodological ra-
tionality believe that the calculating and planning powers of the agents can
be stretched to also embrace highly complex, uncertain and non-stationary
environments. Others suggest that for interpretative purposes this is a re-
search program that despite unreasonable demands on individual calculating
powers is bound to end up in rather indeterminate conclusions, and that in-
stitutions, together with more “impersonal” selection mechanisms can be
part of a more promising microfoundation.

Moreover, innovation diffusion obviously bears major implications also
in terms of macroeconomic growth of income, productivity, and employment
(meaning here the proper “macro” level of the whole economy); industrial
structures and organizational forms (including size, degrees of integration of
business firms, etc.), and, finally, public policies. Let me now also briefly
introduce also these broader issues.

7.6 Innovation Diffusion, Economic Dynamics,
and Public Policies

Most diffusion models focus upon the determinants of innovation diffusion.
However, a somewhat symmetric question concerns the effects of innovation
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diffusion upon changes in industrial structures and, more generally, on eco-
nomic development.

In a genuinely dynamic framework, different capabilities, degrees of suc-
cess or simply luck in innovation adoption by the various firms, affect firms’
competitiveness, continuously generate asymmetries among them, and ulti-
mately modify industrial structure (relative firm size, degrees of industrial
concentration, etc.). It is probably a rather uncontroversial claim of “Schum-
peterian” / “evolutionary” economics to have initiated this kind of investiga-
tion, albeit now paralleled by other approaches that rely more on optimizing
microfoundations and equilibrium dynamics (see, for example, Dasgupta and
Stiglitz, 1980a and 1980b).

Yet, irrespective of the specific analytical assumptions, any world where
structural conditions and innovation diffusion are dynamically-coupled, that
is wherein structural conditions influence innovation adoption and innova-
tion adoption changes industrial structures, is going to exhibit nonlinear
dynamics and path-dependency (hence, also multiplicity of dynamic paths
and irreversibilities).

A crucial corollary of all this is that institutions and policies matter
in shaping economic dynamics. Some of the contributions in Arcangeli et
al. (1990) (especially Volume IIT) go further and conjecture some general
“mappings” between (a) characteristics of diffusing technologies (or clusters
of them), (b) institutions also shaping their adoption (and economic coor-
dination, in general), and (c) patterns of economic growth. For example,
Freeman and Perez (1988) argue that it is the “matching” or “mismatching”
between broad “techno-economic paradigms” (such as electromechanic au-
tomation, microelectronics, etc.) and forms of socioeconomic organization
which accounts for long-term historical regularities in economic growth in-
tertwined by significant periods of instabilities and crises. On a somewhat
similar level of analysis, contributions like Boyer (1988a and 1988b), Boyer
and Coriat (1990), Coricelli et al. (1989), attempt some sort of explanation
of the changing macrocoefficients (e.g., in the rates of change of income, em-
ployment, labor productivity, etc.) also in terms of plausible changes in the
underlying trends in innovation and diffusion.

It is a formidable task, still at a very early stage of development, but
it hints at the possibility of “microfounding” macrodynamics cum non-
stationarity (at the very least in the available technologies, and most likely
also in institutions and “preferences”). Some are keener on searching
for these microfoundations through multiple equilibrium-rational dynamics.
Others prefer to explore evolutionary/self-organization processes. Still, there
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seems a common quest for a micro-macro link that withholds (indeed, en-
dogenously generates) non-stationarity in the so-called “fundamentals” and
accommodates micro-diversity.

Another major consequence of differentiated patterns of innovation and
diffusion concerns its regional and international dimensions. If regions and
countries innovate and adopt at different rates, first, that very phenomenon
must be explained, which in principle is a task of some sort of diffusion model
cum heterogeneous adopters. Second, its implications for regional growth,
international trade, and development must be explored. Several works have
started to address these issues (see again, Volume III of Arcangeli et al.,
1990). Some increase the understanding of the “microcircularities” between
technological advantages, patterns of international location, and interna-
tional trade (such as the chapter by Cantwell and Dunning in Arcangeli et
al., 1990). Others (e.g., Cimoli et al., 1990; Dosi et al., 1990) link interna-
tional diffusion with international institutional differences and “technology-
gap” trade theories. Still a few others develop the tradition of regional
economic studies in a fruitful parallelism between those models where time
is the dimension of diffusion (such as, typically, in industrial economics), and
those where it is space. Finally, all these complex and intertwined features
of innovation diffusion have equally crucial normative (policy) dimensions.

Path-dependency and irreversibilities of diffusion patterns also imply the
fundamental role of (plausibly less-than-perfectly informed) policies in the
choice of major technological trajectories. But one side of the dilemma is
that with local increasing returns, markets could most likely be more “my-
opic” and dynamically inefficient than approximate policy measures. How-
ever, somewhat symmetrically, it is hard to define the circumstances under
which public policies can plan with more foresight toward notionally superior
technologies. Prima facie, all this is a powerful argument for technological
pluralism or at least for economic set-ups which allow for a sufficient di-
versity at the beginning of any new technological paradigm (Dosi, 1982 and
1988; David, 1990; Nelson, 1988). It remains also a major area of historical
and theoretical exploration.

Micro-macro links add further complexity to the normative puzzles. If
there are “multiple possible macro worlds” and institutions count in the de-
termination of the one which finally emerges, then also very subtle questions
come out concerning how individual agents, social groups, and public policies
can influence such outcomes. Putting it another way, no matter whether one
represents the world as multiple equilibrium dynamics cum non-convexities
or as multiple open-ended evolutionary processes, one is still left with the
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questions on how and in which direction should the initial conditions be
influenced — in one case — or how and in which form should micro diversities,
selection processes, and economic institutions be shaped — in the other case.
All this, in our view, is another major frontier of research, which brings
history, social disciplines, and policy analysis somewhat nearer to each other.
Needless to say, it is an enormous task, but I believe, worth the endeavor.
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Chapter 8

Adoption and Diffusion of
Technology as a Collective
Evolutionary Process

Gerald Silverberg

8.1 Introduction

Innovation diffusion occupies a special place in the economics of techno-
logical change. On the one hand it is empirically the best established and
most intensively studied phenomenon in this area, and the logistic and other
S-shaped curves have provided a sound mathematical, if somewhat phe-
nomenological, inroad into a diverse range of applications. On the other,
it still remains somewhat divorced from any microeconomically founded,
overarching theory of the determinants of technological change which might
constitute a central component of a general approach to economic dynamics
and social evolution.

Why is this the case after many years of diffusion research and a vast
accumulation of case studies, and a diversity of mostly ad hoc theoretical
models? The reason appears to be twofold. First, most diffusion research
has proceeded on the basis of a number of implicit assumptions which have
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inevitably narrowed the focus of inquiry and prevented a link-up with other
aspects of the economics of technological change. Second, a number of fea-
tures of the economic history of modern technology, which must be obvious
to even the most casual observer, have failed to become part of the diffusion
literature. As I shall argue below, these represent two sides of the same
coin. Once they are brought together a new perspective opens up which, in
my opinion, may lead to a fruitful generalization and integration of present
work.

The study of technical change has been dominated in this century by
what I call the linear model, which undoubtedly goes back to Schumpeter
(1912): there is a linear progression from invention to innovation to imita-
tion/diffusion. Each of these three stages is distinct, and a technology passes
unidirectionally from one to the next, in the course of which the dominant
economic factors and the nature of the actors change character significantly.
The technology itself, however, remains more or less the same (once it has
been invented) — it is simply passed along this pipeline (perhaps undergo-
ing in the process some slight modifications and adaptations) to reveal its
economic potential and be exploited until its innovative strength has been
exhausted like a squeezed-out lemon. The diffusion literature has naturally
embraced an analogous perspective: an innovation arrives at time zero as a
consummated creation, like Venus from Zeus’ brow. The problem is then to
explain why it takes so long for it to be completely adopted by its (a priori
clearly defined) potential adopters. Nonadoption is taken as self-evidently
irrational, the (Schumpeterian) heroes being the inventors and innovators,
the imitators being ambiguous figures obviously necessary to the process but
somehow unseemly and undeserving, while a remnant remains of conserva-
tive stick-in-the-muds doomed to economic obscurity. The only questions to
be examined are what determines the rate of diffusion, what distinguishes
early from late adopters, and to what extent is forecasting (of the rates and
ultimate level of saturation) possible. Implicit in this viewpoint is the notion
that the faster the better, the earlier the timepoint of adoption the better,
the higher the level of diffusion the better.

Another peculiar lacuna in the diffusion literature is the fact that, al-
though the influence of profitability on adoption and diffusion rates has been
extensively studied since Mansfield, the inverse — the effect of the timing of
adoption on profitability, relative competitiveness and market structure —
has surprisingly been largely neglected. In all of the concern to find an eco-
nomic explanation for technological change, the economic implications of the
latter have been left out of the picture, or relegated to the by now familiar



G. Silverberg 211

implicit assumption that the earlier the better. It is almost as if decisions
with respect to technology, although influenced by economic considerations,
themselves had no economic repercussions, in particular in terms of the abil-
ity to compete. Thus studies which simply note the number or size of firms
which adopt over time overlook the fact that the sizes, profitabilities, and
strengths of these firms do in fact change, sometimes quite significantly, dur-
ing the diffusion period, and in part at least precisely due to the adoption
decisions implemented. In part this neglect is justified by the argument that
most diffusion processes concern innovations which are themselves of sec-
ondary importance to the overall performance of a firm. But if this were
so universally true, then there would seem to be little point in devoting so
much scientific attention to questions of diffusion in the first place.

Of course this characterization is unfair to quite a number of writers
on diffusion. The probit and other equilibrium traditions have argued that
diffusion proceeds according to a pace consistent with some predetermined
distribution of agents’ characteristics (e.g., David, 1966; but see Olmstead,
1975, for a counterargument on precisely David’s case study of the diffusion
of reapers which reinforces the thesis of this chapter). Other writers (in
particular Rosenberg, 1972; Sahal, 1981) have emphasized that the technical
characteristics of an innovation develop simultaneously and interdependently
with its diffusion. Yet none of these questions seem to have been dealt
with systematically, and above all fitted into the overall pattern of technical
change, of which diffusion is only a part, albeit an essential one.

The mirror image of these sins of omission are a number of observations
which seems almost too obvious to have to be stated. The point of recol-
lecting them here, however, is that they may serve as an entryway into a
new perspective on the role of diffusion per se in the process of technical
change, and thus bring into focus a number of previously disparate elements
of the picture. The first observation is that technologies improve and de-
velop considerably during the diffusion process. In fact, in many cases a
new technology may actually be inferior in performance to an established
one, and only overtake it later (Enos, 1962, e.g., gives a number of examples
taken from petroleum refining). This is at variance with the implicit as-
sumption noted above that a technology arrives full blown before diffusing,
and that development and diffusion can be separated from each other. This
adds an element to the adoption decision which until now only the probit
models have incorporated, albeit in a very static sense: when to invest in a
new technology given that its technical performance characteristics are both
uncertain and changing, and that its future potential is poorly known. The
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fact that, in general, decision makers are conscious of the changing nature of
technologies in their investment decisions and modify their criteria accord-
ingly enables us to connect up with the considerable literature on durable
investment under technical change and the role of technological expecta-
tions (e.g., Terborgh, 1949, on optimal replacement, and Rosenberg, 1976,
specifically on expectations).

But we can go a step further with this observation to make the claim that
one reason technologies develop considerably during the diffusion process is
precisely due to this process itself. One obvious reason is learning by doing
and learning by using on the part of producers and users, respectively (there
is a large literature on this subject, but the classical references in economics
are Arrow, 1962a, and Rosenberg, 1982). The more a technology is adopted
and employed the faster producers can go down their learning curves due to
increased cumulative investment and production, and the better users can
exploit it due to their own accumulated experience. Moreover, user/producer
interactions play a critical role in the development and adaptation process, as
has been pointed out by Lundvall (1988) and von Hippel (1988) in particular.
This process of incremental innovation, which quantitatively can be much
more significant than the original act of invention, itself can take on the
character of invention, not in the sense of the solitary inventor or pioneering
firm still secretly cherished by most writers on technology, but what Robert
C. Allen has labeled “collective invention” (Allen, 1983).

Allen defines collective invention as a fourth form of the generation of
new practices and technological knowledge alongside non-profit university
and governmental research, firm R&D, and individual inventors. In this
process nonpatentable incremental inventions, i.e., explorations of possible
technological practice, operating conditions, procedures, designs, etc. are
more or less freely exchanged within an industry:

The essential precondition for collective invention is the free exchange of
information about new techniques and plant designs among firms in an
industry ... . Thus, if a firm constructed a new plant of novel design and
that plant proved to have lower costs than other plants, these facts were
made available to other firms in the industry and to potential entrants.
The next firm constructing a new plant could build on the experience of
the first by introducing and extending the design change that had proved
profitable ... . In this way fruitful lines of technical advance were identified
and pursued [Allen, 1983, p. 2].

Whereas Allen restricts his concept of collective invention to a form of tech-
nical change in which firms, essentially noncollusively, build on each others’
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individual experience without committing resources to what we would now
call R&D (and thus, he argues, was more significant in the nineteenth cen-
tury), there are several aspects of the phenomenon which seem to be relevant
to a more general evolutionary perspective on technical change in decentral-
ized economies. First, much incremental technical change is incidental to
more normal activities of firms such as investment, scaling up, and routine
problem solving. Second, technology is to some extent a form of information
and thus partakes of some of the peculiar economic properties of this elusive
concept. It can be both private and public at different times, tacit or codifi-
able, reproducible, and transmissible at low cost but exploitable only if the
recipient has already attained a certain technological level him/herself, and
nonadditive. However, complementary pieces of information can be syner-
getic, allowing much larger advances to be achieved when combined than if
they were used in isolation.

In dynamic terms these properties are the preconditions for the well-
known Schumpeterian interaction between innovator and imitator. The im-
plicit (linear) assumption of this picture is that the innovator enters with the
new information, which eventually leaks out and is copied by others, enabling
them to gradually catch up with his superior technological level and whittle
away his superprofits. In view of our brief discussion of collective invention
above, however, we may be emboldened to break with this one-way concept
of innovation causality and advance the hypothesis that imitation, copying,
and diffusion themselves contribute significantly to the further technological
maturation of the original innovative idea through a complicated, two-way
process of interaction and collective exploration. Almost any economic his-
tory of the development of technology which goes beyond the Samuel Smiles’
exaltation of the heroic inventor will confirm that most innovations pass
through many hands and strange byways before they attained the dominant
design by which we now know them. Rare is the example of the Edison
light bulb and electric power system which was single-handedly developed
to market maturity by one research laboratory under one man’s direction ( cf.
Friedel et al., 1986). But even here, the original idea is much older, Edison’s
original inspiration (an electromechanical solution based on telegraph tech-
nology) was a dead-end, and crucial ancillary equipment (such as vacuum
pump technology) came from outside. Furthermore, the important further
advances on this technological trajectory such as high-voltage AC generation
and transmission, came about through a multitude of partly complementary
and partly competing international contributions totally outside of Edison’s
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control and against which he actnally fought a vain rearguard action for a
time (see Hughes, 1983; David and Bunn, 1988).

Many of these factors and feedback channels have been recognized in the
literature, though usually in isolation. From the economic point of view the
discussion has focussed on their influence on the appropriability of techni-
cal change to the individual agent, that is, the agent’s ability to capture a
private economic reward for his inventive exertions and exclude free riders.
The information character of technology is what puts this appropriability in
doubt, of course. The classical solution is the legal institution of the patent.
But it has become clear in recent years that patents are suitable protection
for only certain classes of innovations. And in areas of very rapid tech-
nical change and concomitant rapid obsolescence of ideas, secrecy or first-
mover advantages can be more cost effective forms of protection than the
time-consuming and expensive process of patenting, which moreover man-
dates disclosure (¢f. Levin et al., 1985). Furthermore, patents can often be
designed around, another example of the peculiar forms information inter-
change can take. The appropriability issue, even in a neoclassical setting,
also leads to the well-known justification for government-sponsored R&D
due to the discrepancy between social and private rates of return on R&D
investment (Arrow, 1962b).

Appropriability is a fascinating issue for the economist because it is an
example of an externality, and thus poses a challenge to the optimum wel-
fare implications of those styles of general equilibrium analysis which, at
least in theory, fully reconcile individual and social interests. This has led
to a sophisticated literature on whether too much or too little R&D will
be done compared to some posited social optimum, due to either the in-
adequate private incentive or the danger of redundancy and duplication of
research efforts. From the perspective of this chapter I think these questions
are somewhat besides the point. As I shall try to demonstrate in the follow-
ing, both externalities and (near) duplication can be very useful, perhaps
even necessary, components of technical change when seen as a collective
evolutionary process. The key concept in this regard is learning, which can
take place within the individual, the organization, and collectively through
a network of feedbacks unfolding over time between both cooperative and
competitive agents.
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8.2 A Self-Organizational Approach to the
Modeling of Technology Diffusion

I want to draw on the above observations to indicate some of the features
of an appropriate modeling framework for the analysis of technical change,
based on some of my own previous work (Silverberg, 1987; Silverberg et
al., 1988; Silverberg, 1990), and the literature reviewed in Silverberg (1988
and 1989). To begin with, it is clear that if technical change is an ongoing
process, albeit proceeding in fits and starts, then the decision procedures
of participants must eventually take this into account, and thus cannot be
rooted in purely static analyses. This is one of the chief reasons (though cer-
tainly not the only one) in my opinion for discarding the production function
approach for anything but rough indexes of total factor productivity (¢f. Sil-
verberg, 1990). In particular, investment and choice of technique decisions
must be predicated on expectations about the future rate at which present
commitments become technologically obsolete. Fortunately, there exists a
considerable literature under the name of optimal replacement theory deal-
ing with precisely these questions, if under certain simplifying assumptions,
and insufficiently known to most students of technical change (Terborgh,
1949; Massé, 1962; Smith, 1961; Malcomson, 1975). The essence of a careful
optimization treatment of the replacement decision is that the most com-
mon rule of thumb in practice, the cutoff (undiscounted) payback period,
is theoretically valid, with the payback period determined by the longrun
(expected) rate of future technical change and, to second order, the cost of
capital.

This conclusion is only really valid, however, for fairly routine forms of
capital-embodied incremental technical change and abstraction from prob-
lems of market power strategic rivalry. Given that entrepreneurs do employ
the payback criterion (though with somewhat varying values of the required
payback), one may ask how they collectively learn what the correct payback
for any given historical epoch of technical change should be.[1] To this end
I have constructed a simple evolutionary model of market competition and
incremental technical change which is dynamic, rooted in bounded rational-
ity and plausible decision rules, and displays the properties of cumulative
causation and selection (Silverberg, 1987).

One pathway of diffusion is already incorporated in this kind of model:
the vintage effect (whose pedigree goes back to Solow, 1959; Salter, 1960;
Kaldor and Mirrlees, 1962). A rational investor will only gradually replace
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installed equipment once the gain in performance satisfies certain criteria.[2]
This does not explain, however, why different agents first adopt a new tech-
nology at different times, only why diffusion through the aggregate stock of
“machines” takes time. An obvious reason is that different entrepreneurs
employ different payback periods, as many surveys of business practice have
repeatedly confirmed. Moreover, their assessment of cost savings and the
appropriateness of a technology to their line of business may differ (much
as in the probit-type models). The variance in payback periods is not unex-
pected, given that these should depend in the first instance on expectations
about the (necessarily uncertain) rate of increase of the cost advantage of
new techniques over old ones, as well as the cost of capital. But it is also
clear that systematic differences exist in the customary values in general use
in different countries (see Silverberg, 1990), something which probably can-
not be explained by reference to differences in the national costs of capital
(about which there is considerable definitional and measurement confusion
in any case) alone, as Flamm (1988) for example argues.

If we assume that the rate of change of best practice productivity is ex-
ogenously given, then the “optimal” payback period will allow a firm to track
technical change by continually incorporating new equipment into its capital
stock at a rate which just balances average unit cost advantages against the
financial costs of capital turnover due to acquisition and scrapping. In con-
trast to the usual derivations of optimal replacement policy, however, this
model critically turns on the dynamics of oligopolistic competition. Experi-
ence with simulation experiments seems to indicate that a unique “optimal”
payback period may not exist independent of market structure and pricing
strategies (as markups on units costs). In particular, collective effects may
be at work which may lock an industry into alternative combinations of lo-
cally “evolutionarily” stable payback periods and markups. This is the focus
of my current research and is a topic I cannot go into further here.

Since the thesis of most recent work in the economics of technical change
is that the creation of best practice technology itself must be seen as en-
dogenous to the system, this sort of model can only be a stepping stone
to further work. This is particularly the case given that the thesis of the
present chapter is that this process is endogenously intertwined with and
inseparable from the process of diffusion as well. Thus the question is: How
are we to model these feedbacks, and at what level must they be situated?

The concept of technological trajectory (Dosi, 1982; Nelson and Winter,
1982; Sahal, 1985) comes to our rescue at this point, enabling us to generalize
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the previous model in the direction of bona fide diffusion. As Griibler points
out in Chapter 18 of this volume,

. should we not attempt to define the object of diffusion research prior
to analysis by some sort of “evolutionary tree”, spanning the whole di-
verse domain into which any particular case is embedded? Improvements
and add-on innovations, which result that a particular technology would
become competitive within a given market segment, could be represented
as “branchings” along an evolutionary “tree” and allow for classification,
taxonomy and rigorous definition of technologies in competition ...

A practical example of the utility of this morphological approach is also
provided by Foray and Griibler’s (1990) work on casting technologies (see
Chapter 16). Technological trajectories enable us to distinguish, at some
hierarchical level, between true branchings and incremental advances along
well-defined technological “chreods” (to borrow a biological metaphor from
Waddington, 1976). But what does a true branching, which seems to be what
we really want to focus upon in diffusion studies, imply for the economist,
as opposed to everyday technical change?

A change of technological trajectory entails, first of all, a quantum jump
in uncertainty, not so much with respect to the relative merits of competing
technologies at a given time, but rather concerning the rate and extent of
future developments, since extrapolations from past experience, which may
have been specific to the old trajectory, lose their validity. (In fact, even
the further development of the old trajectory may be radically influenced
by the advent of the new one, as the often remarked sailing ship effect
seems to indicate.) Furthermore, the nature of these developments may well
depend on the expectations and commitments of others, i.e., have a strong
bandwagon element, such as has often been observed about the standards
setting problem and network externalities (cf. Arthur, 1988).

We can go a step further, however, by recognizing that technologies are
not just blueprints or collections of artifacts, but also require complementary
skills, tacit and codifiable knowhow, and proficiencies of agents at various
levels of involvement with them, from management and engineers to foremen,
skilled, and unskilled workers. These skills, organizational structures and the
like, may often be highly specific to a particular trajectory (one need only
think of the myriad of organizational differences between job-shop skilled
worker production and the Fordist assembly line). They are created in ways
which are still poorly understood, as a generalized form of individual learning
so to speak, but with specific team, organizational, and cultural components
which still very much elude scientific analysis. Phenomenologically we can
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often represent them by means of the familiar learning-by-doing power law
relationships. The other side of this coin is the fact that learning which
takes place in one organization can leak out (or be stolen) to the benefit of
another. Crucial in this regard is the dynamic aspect: the rates at which
skills can be acquired through own activity versus the lags in their more
general diffusion through formal and informal networks of communication
and exchange.

Whereas the adoption/investment decision could be reduced to an ap-
plication of the simple payback method in the previous model (albeit with
some uncertainty as to the appropriate payback period to use), adoption
decisions with respect to genuine changes of technological paradigm present
some novel aspects which may generalize to other instances of the basic prob-
lem of innovation. First, decisions in the present have to be made on the
basis of no more than hunches about the development potential of a technol-
ogy in the future. This is as true of invention as of the adoption of a rapidly
changing new technique [such as numerically-controlled (NC) machine tools
or computer-aided design (CAD)]. We may even view these as being phases
along the path from idea to actuality in which dimensions of uncertainty are
reduced while the standard design(s) gradually comes into being. Second,
the presence of both internal and interagent learning leads to the following
dilemma. Should one adopt early/commit R&D to preemptory innovation,
in order to secure a competitive lead (or, in the ideal but rare case, a water-
tight patent) via technological accumulation internal to the firm? Or should
one keep one’s powder dry, so to speak, and wait for the technological smoke
to clear a bit (primarily due to the resource-intensive efforts of others in dif-
fusing and developing) before entering the fray? Kleine (1983), Rosenberg
(1976), and Stoneman (1976) provide good examples of this reasoning from
different industries. Cohen and Levinthal (1989) go a step further and argue
that much R&D itself is not undertaken primarily to realize own innovations
so much as defensively, in order to allow the firm to keep up with the progress
of others in the field.[3] This confirms once again my hypothesis that R&D
and innovation on the one hand, and adoption/diffusion on the other have
very many more structural features in common than has usually been re-
marked. The hard and fast Schumpeterian distinction between innovation
and imitation may thus have outlived its usefulness.

In Silverberg et al. (1988) these stylized facts find expression in a simple
but dynamic generalization of my model of incremental technical change.
The productivity of a vintage of new technology at any point in time is
posited to be the product of an underlying embodied maximum value and
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the efficiency at which it can currently be exploited within the economic
organization due to cumulative learning. To each technological trajectory
is associated a skill level internal to the firm and a public skill level avail-
able to new entrants, which lags behind the average of internal levels and
results from the spillover externality. Firms express their assessment of the
relative advantages of early entry into the new trajectory by augmenting
their standard payback period by some factor, which I term the anticipation
bonus.

On the assumption of a diversity of firm anticipations it can be shown
that the dynamic appropriability of an innovative strategy is very much a
function of the rates of learning, both internal and public. Thus for high
enough values of the rate parameters governing each form of skill accumula-
tion, first movers do derive the largest net benefit, in terms of ultimate gains
in market share, from the introduction and diffusion of the new technology.
This is of course the classical Schumpeterian picture. For intermediate val-
ues, however, a second-mover or imitator may be able to capture more of the
benefits by letting early innovators bear an excessive share of the develop-
ment costs. For even lower values of these parameters, an innovation will fail
to reach maturity and its diffusion will spontaneously reverse, even though
some firms are willing to commit to it and it is indeed potentially superior.
Given that an unbiased survey of innovation prospects would seem to show
that a large if not major share of all innovations fail to diffuse successfully,
it is reassuring to find a theoretical model which can also yield this result,
though this eventuality did not play a role in its original formulation.

Why then do firms differ in their assessment of and commitment to a new
technological trajectory, and what implications does this fact have for the
rate and direction of technical change? First, our results, while superficially
paradoxical, are really self-consistent. Firms do not know whether in any
particular case a first-in or a wait-and-see attitude is superior in terms of
appropriating permanent gains from technological investments. Those that
are sufficiently aggressive will secure first-in status, but at the risk of not
having the staying power to see an innovation to maturity (on the assumption
that it indeed does have potential). But even in this worst case for them,
they may serve as the essential trigger to subsequent adoption decisions
of other firms who do eventually see the innovation through to profitability.
This is by no means uncommon in the history of technology, as Marx already
remarked. The lure of the (Schumpeterian) innovative laurels is what sparks
this process in sufficiently entrepreneurial economies, but the model provides
no rational guarantee for the appropriateness of this stance. Finally, too
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Figure 8.1. Time to diffuse from 10% to 90% of industry capacity as a
function of the internal and public learning rates.

conservative an adoption strategy may lead to the inexorable elimination of
the firm from the market and preclude any possibility of ever catching up,
due to the cumulative causative forces at work in the model. Thus a certain
amount of innovativeness becomes almost compulsory for everyone once it
has become at all widespread among competitors.

The mesolevel manifestations of these contending considerations are also
quite intriguing. If we plot diffusion speed (measured e.g., as the time to
go from 10% to 90% of the saturation share) as a joint function of these
two learning rates, then we find that they both contribute to more rapid
diffusion (see Figure 8.1). Moreover, for a given rate of internal learning, an
increase in the rate of “leakage” or public learning does not undermine the
appropriability of an innovative strategy, as one might expect, provided one
is indeed already in the Schumpeterian regime (see Figure 8.2). Thus higher
rates of public learning are always socially desirable if the rate of internal
learning is sufficiently high to guarantee economic incentives to innovation,
if only risky ones.
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Figure 8.2. Diffusion winner: first versus later adopters, for a given distri-
bution of strategies, as a function of the learning rates.

This state of affairs confronts innovation and industrial policy with a cu-
rious, two-handled instrumentarium. On the one hand, at least in a private
capitalistic economy, it is necessary to ensure that technological investments
are at least in part (and then only temporarily) appropriable. On the other
it is highly desirable to encourage information flows, quick diffusion of ex-
perience, and formal and informal cooperation and sharing. The example
of collective invention investigated by Allen reveals the spontaneous, one is
tempted to say self-organizational, forms this can take which at first glance
seems to run contrary to the principles of economic self-interest. An industri-
alist would gradually extend the technological frontier by building blast fur-
naces which were slightly taller, slightly larger, and operated at higher blast
temperatures. This clearly produced fuel economies, but too large jumps
along this technological trajectory often resulted in conspicuous failures. By
pooling the accumulated experience of different furnaces it was possible to
avoid mistakes and direct efforts in the right directions. This was possible
because engineers quite willingly published and exchanged operations data
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on new furnaces. Allen rightly asks why firms would disclose this highly use-
ful proprietary information to competitors and potential entrants. In this
case they seemed to have little to lose from disclosure, a bit of prestige to
gain from technical publicity, and significant mutual benefit to be derived
from collective invention in terms of reaping production returns in relation to
other iron-producing areas. Von Hippel (1988) also provides contemporary
examples of engineers from different, sometimes competing, firms informally
and unofficially exchanging information.[4] Saxonhouse (1974) relates how
Japanese textile manufacturers pooled operating and equipment experience
through their trade association during the early industrialization period. All
of these examples hinge on the quid pro quo nature of the ongoing interaction
between the agents which is reminiscent of the kind of emergent informal co-
operation analyzed by Axelrod (1984). From a myopic rationality standpoint
this may appear paradoxical, but seen in the long term when agents repeat-
edly interact and come to terms with one another, it may well be in the
interests of competing agents to engage in certain forms of tacit cooperation
and give and take. Industrial policy has begun to recognize this fact by en-
couraging and legalizing certain forms of precompetitive joint R&D, such as
is exemplified by Sematech and other projects in the USA. The Japanese ap-
pear to have been singularly successful in reconciling economic competition
with R&D cooperation and technology targeting.[5] Moreover, this synergy
is potentiated when the rates of both forms of learning are high, for diffusion
of knowledge and cooperation alone is relatively ineffectual. It is necessary
for it to be accompanied by a correspondingly high ability to assimilate and
internally storm the internal learning curves of the firms themselves in order
to reap all the benefits. Thus the appropriability issue does not necessarily
lead to a contradiction between public and private exploitation of technolog-
ical innovations, for they can still be made socially and privately compatible
if the learning rates are both sufficiently high.

If we want to descend from the Olympian heights of this sort of analysis
to the actual determinants of what we have labeled public and internal learn-
ing then we are forced to confront a wide range of sociological, institutional,
and even cultural issues. Thus a major difference between the innovation
systems of the USA and Japan relates to the very different (wo)manpower,
training, and employment traditions of the two countries. The turnover of
skilled personnel in the USA is quite high, it being quite common for even
top executives and engineers frequently to take jobs with rival organizations.
This has been seen as a certain disincentive for firms to invest in human cap-
ital formation in the USA, since they are not assured of the appropriability
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of this investment in terms of employee loyalty. In the context of our model
this could be interpreted as lowering the rate of internal learning. Japan, on
the contrary, with its system of lifetime employment at least for the leading
export firms, has evolved a unique system to build up internal skills, loyalty,
and shop-floor cooperativeness. There are of course two sides to this is-
sue, the high mobility of entrepreneurially-minded labor in the USA leading
to frequent innovative company spinoffs (the semiconductor and computer
industries being prime examples, where dissatisfaction with established com-
panies’ technology policies has lead to several generations of new foundings).
While this may increase the rate of public learning, it may not guarantee a
sufficiently high rate of internal learning (which, as we have seen, it quite
crucial) to be socially desirable in terms of firm and national levels of tech-
nological appropriability. In particular, the Japanese may be enjoying the
best of both worlds due to their very successful system of precompetitive
cooperation and coordination.

Henry Ergas (1987) has introduced the distinction between innovation
and diffusion oriented technology policies. While I do not quite find his
choice of labels apposite (as Giovanni Dosi suggested at the conference, mis-
sion oriented versus generic broad-based might be more appropriate), this
distinction is not without relevance for our purposes. A case in point is
numerically controlled machine tools, a major innovation dating back to the
early 1950s and the desire of the US Air Force to automate certain involved
operations in aircraft manufacture.[6] The technology which resulted was in-
deed very sophisticated, in fact too sophisticated for anything but subsidized
government work. It was not until over a decade later that the technology
was increasingly tailored to the needs of general industry and became eco-
nomically viable, but then American firms, which had specialized in the
expensive and sophisticated varieties, were no longer in the forefront. This
example reinforces my contention that innovation and diffusion are never
entirely separable. The filling of different market niches, itself a form of
diffusion, is very often contingent on a sequence of subsequent innovations,
both major and incremental. The casting example analyzed by Foray and
Griibler (1990), in which a new process eventually spread from the batch to
the mass production segment of the industry precisely because of the learn-
ing economies realized during the initial diffusion phase, is also in this vein.
A technology policy that does not take the interdependence of these two
aspects into account will always be inherently flawed.
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8.3 Theoretical Outlook and Conclusions

The concepts employed in our model have many points of tangency with
other modeling approaches in the literature. The question of internal learn-
ing and spillovers in R&D and diffusion has also been examined in a neo-
classical, equilibrium framework by Spence (1984) and Jovanovic and Lach
(1989), for instance. While I cannot go into the technical issues which sepa-
rate our approach from theirs here, I would only point out that we come to
much less pessimistic conclusions regarding the disincentives and limitations
to appropriability than they generally do for systems in the high internal
learning regime. This is due primarily to the more dynamic, disequilibrium
formulation we have opted for, which represents innovation advantages as
being only temporary but potentially leading to cumulative divergences in
development paths.

Our work of course is very much in the modeling tradition established by
Nelson and Winter (1982) and further extended by Winter (1984) and Iwai
(1984a and 1984b). An important distinction is the insistence on the embod-
ied nature of much technical progress, i.e., that it can only be realized when
new investment is taking place. This has not been emphasized sufficiently
in the past in evolutionary modeling (although it should not be overempha-
sized, as in the pure vintage modeling tradition). Investment can influence
the rate of technical progress through yet another pathway, however. If
innovation is collective in the sense of Allen, then further exploration and
extension of the technological frontier will only take place if new investment
is kept up on a broad front. Allen argues that the demand stagnation of the
last quarter of the nineteenth century in Britain brought investment, and
thus this form of productivity-enhancing technical change, to a halt, which
eventually led to an undermining of Britain’s technological competitiveness
and a further fall in her world market share.

The endogenization of the innovation frontier is the preeminent need in
this area. I believe new analytical constructs will have to be introduced
to deal with this problem, since, contrary to conventional wisdom, true in-
vention and innovation are more analogous to a semi-blind, semi-stochastic
exploration of a rugged landscape than an optimization problem with well-
defined choice sets and payoff matrices. The application of analytical and
simulational tools from mathematical biology and artificial intelligence, such
as genetic algorithms, evolutionary stable strategies, and classifier systems,
although bearing the danger of misplaced analogy, may hold the key to fur-
ther progress.[7]
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Notes

[1]

2]

[3]

4]

(5]

[6]

This assumes of course that they have in fact discovered the correct value. One
could argue, however, that these technological expectations might under certain
circumstances be collectively self-fulfilling, so that a multitude of (possibly)
suboptimal technological regimes could exist. This is the object of current
research I am conducting which I cannot go into here.

The simple criterion that total (current plus amortized capital) costs of the
new investment equals current costs of the old is widely applied in the litera-
ture. Thus the very provocative discussion of the rationality of late Victorian
entrepreneurs is usually couched in this framework (cf. McCloskey, 1974; Allen,
1981). This is all the more remarkable as this is definitely not the rational! so-
lution to this problem, as a glance at the optimal replacement literature would
immediately reveal. We seem to be confronted here with another instance of
academic economists presuming to have a claim to superior rationality over the
practitioners (whose rationality, ironically, they are attempting to vindicate).
Thus they write (Cohen and Levinthal, 1989, pp. 569-570): ... we argue that
while R&D obviously generates innovations, it also develops the firm’s ability to
identify, assimilate, and exploit knowledge from the environment - what we call
a firm’s learning or absorplive capacity ... the exercise of absorptive capacity
represents a sort of learning that differs from learning-by-doing ... . Learning-
by-doing typically refers to the automatic process by which the firm becomes
more practiced, and hence, more efficient at doing what it is already doing. In
contrast, with absorptive capacity a firm may acquire outside knowledge that
will permit it to do something quite different.”

I am very grateful to Harvey Brooks for bringing this example to my attention
during the conference.

Thus Flamm (1987, p. 151), for example, on computers: “Joint research, a major
element in the rapid development of Japanese computer technology, has created
a unique mix of cooperation and competition. In general, Japanese authorities
have worked to preserve competition in downstream applications and commer-
cialization of new products. But the results of more basic, precompetitive joint
research have been shared quite widely to eliminate wasteful duplication and
increase productivity of R&D spending.”

See Noble (1984) for a somewhat polemical and contradictory but valuable
account.

On genetic algorithms see Goldberg (1989) and Holland (1975), on classifier
systems Holland, Holyoak, Nisbett and Thagard (1986). One application path-
way to technology has been explored by Kwasnicka and Kwasnicki (1986) and
Kwasnicki (1989). The original Nelson and Winter model of course can also
be viewed as a kind of evolutionary algorithm which tries quite deliberately to
argue by economic and not biological analogy.
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Chapter 9

Diffusion of Innovations
Under Conditions of
Uncertainty: A Stochastic
Approach

Serger Yu. Glaziev and Yuri M. Kaniovski

9.1 Introduction

The diffusion of innovations is at the core of the pattern of technological
change. Many attempts to explain and describe this process have been un-
dertaken during the last decade and a vast bibliography of publications on
this subject is presented in Rogers, 1962 and 1983; and Rogers and Shoe-
maker, 1971. The theory of innovation is an important part of economic and
social science, and is both conceptual and formal. Their unity is a necessary
premise for the success of any scientific theory.

Currently, researchers are aware of some mismatch between the con-
ceptual and formal sides of innovation theory. The conceptual part draws
increasing attention to the hidden mechanisms of technological change. The
problems of uncertainty and unevenness of innovations are at the center
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of current conceptual discussions. Economists argue about the relation-
ships between ruptures and continuity in long-term technological change,
and instability and consistency of technological trajectories during the dif-
ferent phases of an innovation’s life cycle. A classification of innovations
and some important new concepts, which reflect the technological pattern of
change [technological and techno-economic paradigms, technological trajec-
tories (Dosi, 1984; Perez, 1983; Freeman, 1987), radical, basic, incremental,
process, and product innovations, having different diffusion regularities] were
recently introduced into economic theory. These conceptual innovations have
not yet been adopted by the formal side of innovation theory.

The majority of the present mathematical models treat the diffusion of
innovations in a traditional way as a deterministic process, which can be de-
scribed by means of differential equations or logistic curves. This approach
has been quite successful as many studies have shown. Without question-
ing the usefulness of this approach, we must emphasize that the hypothesis
about the deterministic character of innovation diffusion is appropriate only
for the growth and maturity phases of the innovation life cycle under stable
conditions. In this chapter we present another approach to innovation diffu-
sion modeling which considers uncertainty and random fluctuations within
the process. We consider a simple model that enables us to trace the in-
fluence of innovators and imitators on the final market share. It is worth
mentioning that this approach for describing competing technologies, based
on the generalized urn scheme, was proposed by Brian Arthur (1983).

We concentrate our analysis here on the early stage of innovation dif-
fusion, when the costs and benefits of a new technology are not clear and
the trajectory is fluctuating. This phase is not considered by the traditional
deterministic approach because of the uncertainty and instability.

The early phases of radical innovation diffusion are characterized by the
two important features which are often missed in diffusion models: (1) the
instability of the present development and the uncertainty of the future evo-
lution trajectory, and (2) the existence of different alternative technologies,
which compete for the potential adopters. The random fluctuations play an
important role in this phase and must be taken into consideration.

9.2 Formulation of the Problem

According to the Schumpeterian theory of innovation, innovation diffusion is
a process of cumulative growth of imitators, which introduces the innovation
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into the market (after its exposure by entrepreneurs) with expectations of
high profits (Schumpeter, 1939). We assume that several alternative (from
the point of view of their expected profitability and possibilities for adop-
tion) technologies were simultaneously introduced into the market by various
entrepreneurs. The relative advantages of these technologies are not clear
for the imitators, who must make their choice in order to survive in the
changing economic environment.

For the sake of simplicity, we consider two new technologies (say, A and
B), introduced into the market by a corresponding number of innovators.

The difference between our approach and the traditional approach con-
cerning the classification of the participants of the diffusion process is ap-
parent. According to the latter, all of the participants can be divided into
the following groups: innovators, early adopters, early majority, later major-
ity, and laggards. All groups except the first are considered to be imitators
(Rogers, 1983; Bass, 1980). The difference between innovators and imitators
is based on the characteristic features of their behavior, “imitators unlike in-
novators are influenced in the timing of adoption by the decisions of other
members of the social system” (Bass, 1980). From our point of view, we
aggregate these groups into two wider ones.

Starting with n4 A-technology innovators and np B-technology innova-
tors we study how technologies are shared by the imitators in the market.
We assume that for each time instant ¢ > 1 one new imitator appears on
the market (we consider a time scale connected with the appearance of new
firms in the market). Technology A is chosen with probability p;(z;) and
technology B with probability 1 — p,(z;). Here z; is the proportion (relative
concentration) of the adopters that use technology A at time ¢:

A
Y

Ty = ———5
n{‘+ntB

9

where n{' is the number of adopters that use technology A at time ¢ and
n¥ is the number of adopters that use technology B at time t > 1. The
probabilities of technological choice are considered to be a function of the
relative concentration of the alternative technologies in the market. Accord-
ing to the premises of the model we assumed that the number (and share)
of adopters of this or that technology is the indicator of the accumulated
experience of its utilization. Also p; is a function which maps R(0,1) on
[0,1], where R(0,1) is the set of rational numbers from the interval (0,1).
Asfarasn! + nf = ngy 4+ ngp+t-1and n = (ng+ng +t - 1)z, our
probability of additions of new adopters depends on both the total number
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of units of the technologies in the market nj + n? at time ¢ and the number
of the adopters that use technology A (n{') and technology B (nP).

We are interested in finding the final ratio of the adopters that use tech-
nology A and technology B under the assumption that the market has an
infinite capacity. Formally speaking we shall study the limit behavior of the
value z; as t — oo.

Let us consider 8,(z),n > 1,z € R(0,1), independent with respect to n
random values which have Bernoulli distributions. Assume that

P{f(z) = 1} = pi().
Then the process z;, t > 1, follows the dynamics (Arthur et al., 1987):

1
Typ1 = Ti+ m{ﬂt(l‘t) -z} =1 +
1
T Sy
na
t>1 == 1
2 1,I nA + ng (9 )

Consequently our process is driven on average by the term p;(z;) — z; (at
time t).

The study of the asymptotic behavior of the process z;, t > 1, may be
done by means of the methods shown by Arthur et al. (1987 and 1988), but
we will not consider it in detail. Here we are interested in the formation
of probabilities p; under different premises. We shall study the asymptotic
behavior of the innovation diffusion process according to the different prob-
ability functions, inferred from the conceptual premises.

As was mentioned above participants of the real innovation diffusion pro-
cess usually do not have sufficient information about the relative advantages
of new technologies. According to the premises of the model, imitators when
making their decisions, take into account the experience of earlier adopters.
The information about this experience is not easily obtained because it is
related to the competitive position of adopters (firms) in the market. As
usual each firm can be acquainted with the experience of a limited sample,
which is far less than the whole range. This is the main source of uncertainty
in decision making and innovation diffusion that must be taken into consid-
eration in a market economy. It can be eliminated only by accumulating
experience about innovation adoption. But with decreasing uncertainty in
the utilization of a new technology and the risk associated with its adoption,
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the profitability also decreases with the saturation of the market during in-
novation diffusion. The supernormal profitability of a successful innovation
is temporal — it declines with the market shift towards a new equilibrium
level while innovation diffuses according to well-known empirical laws.

We shall take into account both of the above-mentioned points. First,
we shall consider the case of new technology uncertainty where imitators
have no means to compare the expected profitabilities of the competing
technologies, accompanied by information uncertainty about the real mar-
ket situation (this case is typical of the early stages of radical innovation
diffusion and for technological change during the turbulent phase of techno-
logical paradigm substitution). Second, we shall consider the case in which
imitators have enough information to compare the expected profitability of
competitive technologies, but they still do not have sufficient information
about the market (it is typical for the growth phases of innovation diffusion
and technological change within a consistent technological trajectory).

9.3 Diffusion of Innovations with Uncertain
Probabilities (Imitative Behavior)

According to the above-described premises of the model, imitators make
decisions to introduce a new technology according to the accumulated expe-
rience of its utilization by previous adopters. This is a traditional assump-
tion made for diffusion innovation models (see Rogers, 1983). It is natural to
suppose that among alternative, uncertain new technologies they will choose
those that were successfully introduced by the majority of previous adopters
from the known sample. In the case of two technologies this decision-making
principle can be formulated strictly in the following way:

Rule 1. Ask an odd number r of the users of alternative technologies. If the
majority of them use A, choose A. Otherwise choose B.

The probability of choosing technology A at time ¢ under the above rule
of decision making is given by the following formula:

, { r—1
CisCrz

-
=l Ynf4nB
2

Here C? = W@qiT)! is the number of combinations from ¢ to p. Also
¢! = q(¢g—1)...1. Let us designate this probability p{(z;), where z; is
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the proportion of technology A in the market. Then p/(z) equals to p!(z)
with the accuracy of the order o(1) as ¢ — oo (uniformly with respect to
z € [0,1]). Here

r

Pe)= Y Cha(-zy
k=mtd

When r = 1 we have pl(z) = p!(z) = z for all n > 1. The graphics of the
function p! for different r are given in Figure 9.1. The function f whose
zeros determine all possible limits for values of z; (see Arthur et al., 1987)
is given now by the following formula:

f(@) = p'(2) - a.

Let us consider the case when r > 1. The corresponding set Bf([0,1]) of the

zeros consists of three points: 0, %, 1. It may be shown that both 0 and 1

are attainable, but { is unattainable (see Arthur et al., 1988). Consequently
x4 converges as t — oo to 0 or to 1 (and to both points with positive prob-
ability). This means that finally we shall have only one of the alternative
technologies in the market. But each of them has the probability of being
the winner.

Let us study the relationship of the probability of being the winner
Pnynp (1) (starting with ng innovators of A and np innovators of B) of
technology A to the proportion of initial adopters. Then

pnA,nB(0)+pnA1nB (]‘) = 1' (9'2)
As far as pl(z) = 1 — pI(1 — z), we have that

p"ArnB(O) = pnanA(]‘)
and

pnAvnB(]') = pnanA(O)'
With equality (9.2) we obtain

pnA.nB(O) + pna,ﬂA(O) =1 (9'3)
and

pnA,nB(l) + pnB,nA(l) =L (9'4)
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Figure 9.1. Probability of choosing (according to Rule 1) technology A as
a function of its market proportion.

Combining equalities (9.3) and (9.4) with n4 = np = n one has

pn,n(o) = pn,n(l) = % (9.5)

Let ny < np. Then all trajectories z;,¢ > 1, that lead to 1 should at
least once exceed the value % Let us show that the process z;,t > 1, takes
this value. Indeed, suppose that for some k,m(1 < k < m) there will be

k/m <  and %_};_11_ > 3 (9.6)

(this means that the process does not take this value). If m is an odd number,
i.e., m = 2p+ 1 for some p > 1, then the smallest k¥ that ensures the second
one of the inequalities (9.6) is k = p+ 1. So we have

—_ ptl 1
kim=30 >0
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what contradicts inequalities (9.6). Similarly we obtain a contradiction in
(9.6) when m is an even number. Consequently one of the inequalities (9.6)
is indeed an equality. It means that the process z¢,t > 1, when crossing the
middle of the segment [0,1] takes the value 1. Taking into account the above
and (9.5) we obtain

0o
Poans() = Y P{zt ol = ;—k}
k=npg-nzx
na
P{xl = m,zg < %,...,.’Bk_l < %,zk = %}
def 1
= 3 Tnamp- (97)

As far as
P"Ay"B{mt < %7t 2 1} =1—Tngnp

and

PnA,nB{zt < %1 t Z 1} Z PnA,nB{zt = nA(nA + nB +t_ 1)_11
o0

n4
t>1} > 1—pl
= }—,}1{ pk<nA+nB+t—1)}>0

we have that 4y, ., < 1. Consequently [because of (9.7)] pn, ny(1) < 3 and
[because of (9.2)] Py ,np(0) > 5 for ng < np.

This implies that the probability of being the winner is greater for the
technology with the larger number of innovators.

For r = 1 we can use the results of Polya (1931) and Athreya (1969)
to find that the limit of z; has a Beta distribution with parameters n4 and
np. We designate this limit random variable Z. Then Z has a density (with
respect to the Lebesgue measure in R!) of the following form

fx(y) = { %y“_l(l —y)"e~1 for y €0,1],
0

for y ¢ [0, 1].

This means that at the limit both of the technologies can exist in the
market in all possible combinations. However, each individual combination
has zero probability. We have for the following events non-zero probability
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“the final combination belongs to the interval (e, §)”, where (a, 8) C (0,1)is
arbitrary. The case r = 1 corresponds to the situation in which each imitator
only has sufficient information about a single previous introduction of an
alternative technology. This reflects a situation of extreme high uncertainty
in the market. A negligible share only is known by the followers. According
to the results of this model, one can expect here instability in the final
sharing of the market by alternative technologies.

To summarize the above argument we can make the following conclusion.
When there is uncertainty about innovations, sharing the market depends
on the strategies of the imitators (dependence of the final market share
on the number r and numbers of innovators). In the case where followers
make their choice according to the knowledge of their predecessors (if they
know more than one case of previous innovation adoption) innovators can
essentially affect the final sharing of the market. In particular the probability
of dominating the market is greater for the technology with the larger number
of innovators at the beginning of its life cycle. It is necessary also to mention
that according to the premises and results of the model, innovators can
only influence the market sharing tendency, but cannot predetermine (in a
deterministic way) the domination of one of the alternative technologies. In
addition, this model illustrates a very important regularity in the formation
of new technological trajectories: the earlier phases of innovation diffusion
play a relatively more important role in this process than later ones. As a
result, the structure of the innovation diffusion process is formed in the very
early stages.

9.4 Diffusion of Innovations with Expected
Profitability and Uncertainty of Current
Market Sharing

Now we shall consider the case in which the decisions of imitators are de-
termined by the expected probability of alternative technologies. We as-
sume that imitators have enough information about alternative innovations
to estimate the expected dynamics of their relative profitabilities. This case
corresponds to the diffusion of new technologies in stable environments in
which the trajectories of evolution have already been formed and are stable.
At the same time, as in the previous case, the main source of information for
the followers of new technologies is the experience of earlier adopters. They
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make decisions based on their estimation of the dynamics of innovation prof-
itability and the market situation. We assume that imitators interpret the
apparent sharing of the market sample between alternative technologies as
the sharing of the whole market. We must emphasize once more that accord-
ing to the premises of our approach, imitators make their decisions based
on limited information about market structure — it is an important source
of uncertainty in the decision making and in the randomness of innovation
diffusion.

As was mentioned above, the profitability of a new technology usually
decreases with the increase in the number of adopters and later saturation of
the market. Therefore it is natural to suppose that imitators will recognize
the decreasing profitability of a technology as the number of its adopters
increases.

Let us introduce positive functions g4 and gg which describe the depen-
dence of the proportions of the A and B technologies in the market sample
and the imitators expected profitability. These principles of decision making
can be formalized in the following way:

Rule 2. Ask an odd number r of the previous adopters. Let N of them
use technology A. (Consequently r — N use technology B.) Calculate the
values gA(g) and gp(1 — %) If the first of these values is greater, choose
A. Otherwise choose B.

According to the premise that a decrease in the proportion of a tech-
nology corresponds to an increase in the expected profitability, functions g4
and gp should be nonincreasing. If they are decreasing there can be only
one solution of the equation

9a(z) = gp(z),z € [0,1]. (9.8)

To ensure that the solution exists, one requires continuity of the func-
tions, and that g4([0,1]) = ¢B([0,1]) for example. (This last condition
means that values of the expected profitabilities change in the same inter-
val.) Now we suppose that the solution of the equation (9.8) exists. Figure
9.2 demonstrates one of the possible situations.

Here z corresponds to the proportion of technology A in the market.
Functions g4 and §4 demonstrate two possible ways in which the expected
profitability can decrease. One can see that if §4(z) < ga(z) for every z,
then #* < z*.
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Figure 9.2. Expected profitabilities of the technologies as functions of a
proportion of technology A.

Consider 7 > 1. Let N(r) be the smallest N such that N/r > z*. Then
in the same manner as in the previous case, the probability of choosing
technology A at time ¢ is given by the formula

N(N-1C% ,CT5
n{‘ ntB
T

1=0 Cnf +-n.tB

and corresponding function p{!(z) equals p!!(z) with the accuracy of the

order o(1) as t — oo (uniformly with respect to = € [0,1]). Here

No-1 :
plz)y= Y. Cizi(1-z)"
=0
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r> 1[N(r) < 5]

Figure 9.3. Probability of choosing (according to Rule 2) technology A as
a function of its proportion on the market.

If r = 1 then p/!(z) = p’!(2) = 1 — z for all t > 1. Function p’! is given in
Figure 9.3.

The function f whose zeros determine all possible limit values for z
(Arthur et al., 1987) is given by the following formula:

f(z) = p"(z) - =

The corresponding set B ([0, 1]) of zeros is singleton. As it follows from
Arthur et al. (1987) z; goes to § with probability 1 as t — oo. It is easy to
see that § = % for r = 1 and for 7 > 1 there will be
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6> % when N(r)> =
§ =35 when N(r)= =L
<1 when N(r)< =,

These results then have the following conceptual interpretation:

(1) When imitators make their decisions according to the expected proba-
bility dynamics, final sharing (namely, the position of the point 8) of
the market by the new alternative technologies is determined by the
strategies of the imitators. In contrast with the previous case, imitators’
strategies influence the domination of one of the alternative technologies
in the market in a deterministic way.

(2) Under the given circumstances, both of the technologies will exist when
the market reaches the limit.

(3) For the given function of the reduction in the expected profitability for
technology B (say gp) and two given functions (say g4 and §4) of the
reduction in the expected profitability for technology A, the limit share
of technology A will be smaller for the faster decreasing function (this
means that 4(z) < ga(z) for all z € [0, 1]).

The results show that the final sharing of the market depends upon
changes in the imitators’ expectations of the profitability of new technolo-
gies. Figures 9.2 and 9.3 illustrate the dependence between changes in the
expectations of the imitators and shifts in the final structure of the market.
The decrease in the rate of technology-expected profitability means that
imitators estimate their chances of gaining profits by the introduction of
technology A as greater than by the introduction of technology B. Therefore
the changes in the expectations of imitators lead to a corresponding change
in the limit structure of the market. Within this framework we can deal
with a situation where one of the technologies (say B) is a conventional one.
This means that gg(z) = const for all z € [0, 1].

To illustrate this let us consider the simplest examples. Assume that
ga(z)=a+b(1-2z),g8(1 —z) = c+dz. Here g4(0) = a+d is the expected
profitability of technology A when nobody in the market sample uses it.
Also g(1) = a is the expected profitability of technology A when all adopters
in the sample us it. Consequently a > 0,b > 0. Similarly ¢ > 0 and d > 0.
These functions are given in Figure 9.4.

Ifa+b>candd+ b > 0 there is only one solution z* of the equation
ga(z) = gn(z). It is easy to check that

«_atb-—c

Y
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a+b
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0 x* 1

Figure 9.4. Linear (with respect to the proportions on the market) expected
profitabilities of the technologies.

and z* belongs to (0,1) if and only if a + b > c and a < ¢ + d. As one can
see in Figures 9.2 and 9.3, if ‘—’—j_ll’_—;” > % then technology A will dominate
the market.

Thus, under this dependence of the expected probability and share of
alternative technologies, the final structure of the market is determined by
both the initial and final expected profitabilities of the alternative technolo-
gies or by the relation between initial expected profitabilities and rates of
change. In the case when g4(0) = gg(0), i.e., a + b = ¢ + d, technology A
will dominate in the market if, and only if, the rate at which its expected
profitability will decrease is smaller (i.e., b < d). If the rates coincide (i.e.,
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b=d)thenz* =3+ =1+ ia—“’%(idl. Consequently technology A will
dominate in the market in this case if and only if its initial profitability is
larger (i.e.,a+bd>c+dora>c).

9.5 Conclusions

With the help of this model we can simulate the diffusion of alternative
innovations under different assumptions about the influence of predecessors
on the technological choice of followers so-called path-dependent processes
of innovation diffusion. In this chapter we have considered the case of the
diffusion of two new alternative technologies under different assumptions. It
is not difficult to consider the general case with n alternative technologies.
But some conceptual conclusions about the innovations diffusion can already
be inferred from the results of this 2-technology model.

The interesting results concern the role of innovators (entrepreneurs) and
imitators in innovation diffusion at the stage when the market share is de-
cided. The model showed that imitators determine the trajectory of this
process and the results of innovation competition. Entrepreneurs open up
new technological possibilities, but their realization is determined by the im-
itators’ choice of technologies. With uncertainty of technological choice, the
probability of dominating the market is greater for the technology with the
larger number of innovators. Of course, newcomers can change the situation.
The result of technological competition is determined by the choice of all ac-
tors in the market. But the influence of earlier adopters on the formation of
a technological trajectory is higher than those who adopt later.

These results describe important features of the alternative innovation
diffusion. Both in market and centrally planned economies it is difficult to
estimate the relative advantages of alternative innovations in the early phase
of their diffusion or in the periods of technological paradigm substitution.
In this case followers make their choice according to information about pre-
decessor choices, and the trajectory of innovation diffusion is determined
by the innovators. The technological trajectory is formed during the early
phase of innovation diffusion.

The role of innovators become less important when imitators have enough
information to estimate the dynamics of the expected profitability of new
technologies. In this case followers make their choice according to their own
estimations of future profits. These expectations determine the trajectory of
innovation diffusion and the final share of alternative technologies. With the
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help of this approach one can simulate the formation of new technological
trajectories under different types of imitator behavior.

References

Arthur, W.B., 1983, On Competing Technologies and Historical Small Events: The
Dynamics of Choice Under Increasing Returns, WP-83-90, International Insti-
tute for Applied Systems Analysis, Laxenburg, Austria.

Arthur, W.B., Ermoliev, Yu.M., and Kaniovski, Yu.M., 1987, Non-linear Urn Pro-
cess: Asymptotlic Behavior and Applications, WP-87-85, International Institute
for Applied Systems Analysis, Laxenburg, Austria.

Arthur, W.B., Ermoliev, Yu.M., and Kaniovski, Yu.M., 1988, Non-linear Adaptive
Process of Growth with General Increments: Attainable and Unattainable Com-
ponents of Terminal Set, WP-88-86, International Institute for Applied Systems
Analysis, Laxenburg, Austria.

Athreya, K.B., 1969, On the characteristic property of Polya’s urn, Studia Scien-
tiarum Mathematicarum Hungarica 4:33-35.

Bass, F.M., 1980, The relationship between diffusion rates, experience curves, and
demand elasticities for consumer durable technological innovations, Journal of
Business 53(3):51-67.

Dosi, G., 1984, Technical Change and Industrial Transformation: An Application to
the Semi-conductor Industry, Macmillan, London, UK.

Freeman, C., 1987, Technology Policy and Economic Performance, Frances Pinter,
London, UK.

Perez, C., 1983, Structural change and assimilation of new technologies in the eco-
nomic and social system, in C. Freeman, ed., Long Waves in the World Econ-
omy, Butterworths, London, UK.

Polya, G., 1931, Sur quelques points de la theorie des probabilités, Annales de
PInstitut Henri Poincaré 1:117-161.

Rogers, E.M., 1962, Diffusion of Innovations, 1st edition, The Free Press, New
York, NY, USA.

Rogers, E.M., 1983, Diffusion of Innovations, 3rd edition, The Free Press, New
York, NY, USA.

Rogers, E.M. and Shoemaker, F., 1971, Commaunication of Innovations: A Cross-
cultural Approach, 2nd edition, The Free Press, New York, NY, USA.

Schumpeter, J., 1939, Business Cycles: A Theoretical, Historical and Statistical
Analysis of the Capitalist Process, McGraw-Hill, New York, NY, USA.



Chapter 10

Temporal Diffusion and

Population Dynamics:
A Systems Model

Ove Granstrand

10.1 Introduction

New technologies emerge, diffuse, and develop in many time- and space-
related dimensions, thereby substituting for and/or coexisting with old tech-
nologies. This chapter presents a systems model of this process in terms of
ordinary physical time, and of an organizational space rather than a physical
space. In the organizational space, a new technology diffuses both among
different organizations and among different locations or units within the
same organization. In principle this could be looked upon as a special kind
of spatial diffusion since the organizational space could be endowed with a
topology, for instance a metric, that expresses the important characteristics
of organizational neighborhoods and distances in terms of communication
and decision-making structures.

This chapter considers two fundamentally separate populations of orga-
nizational units among which a new technology diffuses; organizational units
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as users of the new technology (with households as a special case), and or-
ganizational units as producers. It is important to note that a technological
innovation (for example, as defined by Freeman et al., 1982, p. 201) diffuses
among both those who use it and those who produce it, regardless of whether
or not there is a market that separates them.

These two dimensions of organizational diffusion apply to both product
and process innovations, although in process innovations the using and pro-
ducing units may sometimes be the same, implying that separability breaks
down. In case any market mechanism separates users and producers, we will
equate them in this chapter with buyers and sellers respectively, although in
large organizations buyers and users may be quite distinct from each other,
just as sellers and producers may be. For the sake of clarity, we can think
of a new technology in the form of a product innovation that diffuses among
buyers and sellers in a market.

An empirical example would be the electronic image-processing tech-
nology of the video cassette recorder (VCR) for consumer use, which was
introduced into the Japanese market in 1975 by Sony and shortly afterwards
by JVC. The VCR diffused rapidly among consumers, thereby substituting
for movie cameras based on old chemical image-processing technology. At
the same time more and more producers entered the market, such as Philips,
Zenith, Hitachi, etc., which corresponded to a diffusion process among sell-
ers/producers.

The rates of buyer and seller diffusion depend upon each other. For ex-
ample, if the diffusion among buyers is profitable and rapid, diffusion among
sellers will speed up (unless patent protection slows it down). Similarly, rapid
diffusion among sellers may strengthen their marketing efforts and speed up
the diffusion among buyers. The common factor behind the rates of diffu-
sion is that the innovation generates an extra return over costs in both its
use and its production. However, a slow seller diffusion does not necessarily
slow down buyer diffusion unless capacity problems arise. If the innovator
holds a strong patent and does not want to sell licenses, it is generally in
his interest to promote buyer diffusion, while halting seller diffusion. On the
other hand, a firm may sell licenses and thereby use rapid seller diffusion as
a means to increase buyer diffusion in order to outcompete alternative sub-
technologies. A case in point here is the licensing of JVC/Matsushita’s VHS
technology for video cassette recorders, which finally outcompeted Sony and
its Betamax technology.

Thus the diffusion processes in the buyer and seller populations interact
just as demand and supply factors interact in general. In fact it is a primary
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purpose of this chapter to present an explicit model of the interdependence
between the demand and supply sides as characterized by buyer and seller
diffusion processes generated by a stream of technological innovations. As
will become clear, an equilibrium in the chosen state space will not be at-
tained unless technological changes disappear.

10.2 What Happens to the New Product and
Technology During the Diffusion Process?

The product and its technology continue to change and develop during its
diffusion. On the buyer side, adaptations to different users are made, new
applications are found and new ideas arise, often from the users themselves
(von Hippel, 1976). On the seller side, imitations are rarely true copies, but
both modifications and significant changes occur as a result of adaptations
to the different production equipment of the makers, inventing around the
patents of others, product differentiation and new ideas (Rosenberg, 1976).
During the diffusion processes such changes often take the form of minor
piecemeal improvements which accumulate, but radical changes also occur.
Thus an innovation is never a one-shot affair, but triggers a swarm of mostly
minor changes, occurring partly as a result of diffusion. Hence, the common
innovation/imitation dichotomy easily becomes less useful for descriptive
purposes.

Taken together, the subsequent changes and innovations mostly lead to
gradual increases, with some jumps in the technical performance of the prod-
uct (in a broad sense) along some of its performance parameters (weight,
efficiency, durability, etc.). These increases in performance are sometimes
correlated with cumulative production as well as with the cumulative stock of
products in use, and thus can be interpreted as a result of learning — learning
by producing and learning by using — as demonstrated by Sahal (1981). An
important question relates to exactly what factors account for this learning;
whether learning takes place predominantly at the buyer or at the seller side
at different points in time, and who appropriates the benefits of learning.
However, it may be argued that the really important point is not whether
technological change, based on learning, is user-driven or producer-driven,
but what makes the whole intra- and inter-organizational system of actors
function as a learning system. Technological changes may take place among
producers as well as among users with different applications, and among
other producers and users connected to the producer-user environment.
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All in all, the conceptual boundaries of a technology cannot be taken
as fixed and the basic dichotomy between old and new technology becomes
difficult to use empirically. Nevertheless, both empirical work and analyti-
cal tractability suggest that the distinction can be used, at least as a first
approximation.

10.3 What Factors Govern the Buyer/Seller
Diffusion Process?

Adoption decisions by users and imitation decisions by producers can be
viewed as decisions to enter the new technology. The exit of an old technol-
ogy is part of this process, although several technologies may coexist, at least
temporarily, within a buying as well as a selling organization. These entry
and exit decisions are largely governed by information about the new tech-
nology and its associated long-run profitability expectations among buyers
and sellers. These expectations are formed on the basis of many more factors
than short-run price signals. Each innovation means an increase in the tech-
nical performance of the product, which represents an increase in the value
or utility to the buyer who is using the product in his production process
(as an intermediate good — a new material, a new component, a new piece
of machinery, a new ancillary product, etc.). The price of the new product
distributes this value increase between the buyer and the seller. Thus, we
can distinguish between two profitability measures, one for the buyer and
one for the seller (¢f. Metcalfe, 1981).

For each product innovation, profits are generated for buyers and sellers
during the corresponding diffusion of the innovation among them. While
the profit for an individual buyer essentially depends on the price and the
product’s technical performance (or the price-performance ratio), the profits
for the innovator and the subsequent imitators depend on price, cost charac-
teristics and the combined effects of the diffusion pattern among both buyers
and sellers. Typically a high buyer-diffusion rate and a low seller-diffusion
rate benefit the innovator. An efficient patent is sufficient to delay seller
diffusion but it is not a necessary condition.
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10.4 Quantitative Modeling

10.4.1 Notation and assumptions

Let us first briefly take a broader view and consider a techno-industrial sys-
tem (K, A, R), composed of a time-dependent countable set of technologies
K(t), a time-dependent countable set of economic agents A(t) and a set
of relations R on K x A. Typical relations between technologies would be
substituting, contingent upon and complementing. Typical relations between
economic agents would be buying, selling, owning, competing, and cooper-
ating. Each economic agent is linked at each point in time to a subset
of K, which represents the technology base of that agent, namely the set
of technologies that agent has entered into but from which it has not yet
made an exit. Empirically the multi-technological character of firms is of
increasing importance (see Granstrand and Sj6lander, 1990). Technology ¢
is characterized by a performance vector T;(t).

Now let the technology set K more specifically be composed of a stream
of technologies, where each new technology is substituting for an older one,
and the set of agents A be decomposed into one set B of agents buying and
another set S of agents competing and selling. The state variables to be
used to describe this system will be the number of buyers and sellers that
have entered into each technology, the number of buyers and sellers that
have exited from each technology, the price of the product based on each
technology, and finally T;(t) for ¢ = 1,2,....

The modeling is simple in the sense that only numbers of buyers and
sellers are used as state variables; that is, the populations are assumed to be
unstructured. (In more refined models, demand and supply variables could
be used which incorporate intra-firm diffusion, and dynamic models could be
built, based on the theory of structured populations.) We will first model the
processes of entry of buyers and sellers into each new technology (diffusion),
and next link these entry processes to exit processes (substitution). Then the
interdependence between the buyer and seller diffusion processes which arise
will be modeled, as well as technological development and price dynamics.
Finally, the model will be assembled into an optimal control model, using a
macro-performance criterion for the whole techno-industrial system.

Another way to look at it is as follows. Consider first the two primary
populations of economic agents on a market: buyers/users (B) and sell-
ers/producers (S) of a product, say a camera. (We assume that the popula-
tions are disjoint and finite, possibly also time-independent.) This product is
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subjected to a stream of technological innovations over time, each innovation
causing, in each time period, some buyers to switch over to using the new
camera and some sellers to switch over to producing the new camera. If we
assume that pure switching takes place, i.e., the old camera is scrapped at
the same time (you don’t keep your old movie camera once you buy a video
camera), we have at each time point four disjoint subpopulations: users of
the old product, users of the new product, producers of the old product, and
producers of the new product. Thus an innovation splits up the original two
populations (B) and (S). In the case of two subsequent innovations we get
six subpopulations, etc. What is of interest now is to model the dynamics of
these (unstructured) subpopulations and their interactions which altogether
result in diffusion, substitution, and technological and economic change.
Let us now use the following notations:

t time variable, ¢t > 0;

t; time point for innovation 7 (a simple arrival stream of radical
innovations is assumed); 1 = 1,2,.

bni(t) cumulative number of buyers (ﬁrms) that have adopted the zth
innovation by time t;

bei(t) cumulative number of buyers that have made an exit from the
market for the 7th innovation as buyers by time ¢

Sni(t) cumulative number of sellers (firms) that have taken up pro-
duction of the ith innovation by time ¢;

Sei(t) cumulative number of sellers that have terminated production
of the ith innovation, i.e., withdrawn from the market as pro-
ducers;

bi(t) net number of active buyers on the market for the ith innova-
tion at time ¢

si(t) net number of active sellers on the market for the ¢th innovation
at time {;

b(t) total number of actual and potential buyers at time ¢

s(t) total number of actual and potential sellers at time ¢;

ky, ko, ... positive scalars or vectors incorporating profitability expecta-
tions and decisions at the firm level;

T:(t) vector of technological performance parameters realized (for
technology 1) at time ¢

Pi(1) market (average) price of the product based on technology i at
time t;

Cui(t) industry (average) variable unit cost at time ¢ for the product

based on technology 1.
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Continuous, differentiable variables are assumed to be adapted to the
counting variables above, using the same notation.
The following relations (balance equations) now hold:

bi(t) = bni(t) - bei(t), i = 1,2,...
e A b a0

If we assume that no “technological leap-frogging” occurs, that is, no
buyer or seller can jump from technology i—1 to technology i + 1 or further,
the general dynamic laws of the system could be modeled as (with arbitrary
functions f, g and h):

bni = Jon(bni,Sni, Ti, P;)
'ém' = fsn(bnivsni,Ti,Pi)

bei = foe(bnis bniv1; Sn; Snjiv1; Ti, Tizr; P, Piga) (10.2)
'é.ei = fse(bm'; bn,i+1; Sny Sn,i+1; Ti,Ti+1; Pi, PH-I) )
'];i = g(bni1 bei, Sniy Sei)

P; = h(sni,Sei, Pi)

In the following sections this general model will be further specified and
simplified on empirical as well as on analytical grounds.

10.4.2 Entry processes
Buyer Side

Traditional research on diffusion processes (see, e.g., Mansfield, 1968; Mans-
field et al., 1977; Sharif and Ramanathan, 1984; Mahajan and Peterson,
1985) provides us with several models of b,;(t), e.g.:

bni(t) k1[b(t) — bus ()], k1 > 0, t2> ¢
bni() 0 for t<t;

(Linear diffusion model. Total market growth is proportional to the
number of non-adopters.) or

bi() = kalb— bui(2)] - bri(t)/by k2 > 0, t >t
bni(t:) 15 bni(t) = 0 for t <t

(Logistic diffusion model, b(t) = constant b. Total market growth is
proportional to the number of non-adopters, times the fraction of adopters.)
Note that in these traditional models, technological diffusion among buy-
ers is not explicitly dependent upon actions among sellers. Moreover, such

(10.3)

(10.4)

I
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models are sometimes applicable to diffusion among users in a planned econ-
omy, or to intra-organizational diffusion in a market economy (see Astebro,
1989, for an example of the latter).

Seller Side

With regard to diffusion on the seller side, there does not seem to be much
empirical research available. There is a great deal of research on innovation
processes, but not on imitation processes and the aggregate diffusion process
that various economic agents’ imitation processes give rise to. There are
strong reasons to believe that the dynamics of seller diffusion in many cases
differ from buyer diffusion. For example, the patent system gives rise to a
principal difference. However, in the absence of empirical research we will
simply assume that we can model seller diffusion in a similar way to buyer
diffusion. In case an efficient patent protection leads to a delay in the seller
diffusion process, we could use a time lag. Thus, in simple logistic seller
diffusion we have

8pi(t — Lpi) = k3[s — spi(t — Lpi)]sni(t — Lpi)/sfort > Ly +t;  (10.5)
and
spi(t) = 1fort; <t < Lpi 4+ ti5 sni(t) =0fort < t;

where L,; > 01is the length of time the corresponding patent (if any) provides
efficient protection of innovation i from imitation on the market.

In case the innovating firm sells patent licenses freely, the L,; could be
dropped (or modified). In this case there is a buyer diffusion process for the
license market.

10.4.3 Exit processes

Regarding exit decisions at the firm level and exit processes on the market,
there seems to be almost no empirical research available yet for modeling
purposes. We then have to deal with special cases and assumptions to arrive
at model specifications.

Buyer Side

One possibility is to assume that diffusion of a new technology ¢+1 instantly
causes substitution for technology i:
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bei(t) = bnit1(?) (10.6)

In other words the exit process is directly driven by the entry process
into the next technology, i.e., we have a case of pure switching from the
old to the next new technology, while neither technological leap-frogging nor
technological coexistence is possible.

Seller Side

Similarly, we could bluntly assume that the exit process on the seller side
could be modeled in the same way. However, as is well known, some manu-
facturers exit forever, while some new entrants are either entirely new firms
or old firms outside the basic market, diversifying into it. Also, a seller
mostly has to offer products based on both old and new technologies, since
there are usually buyers who have not yet switched to the new technology.
For example, in public telephone switching the old crossbar technology will
be offered for more than a decade ahead by some sellers, that is, they will
produce both crossbar and computerized switches in parallel for perhaps
20-25 years. This could be modeled by introducing a positive time lag, L,;,
which in fact would partly depend on the pattern of buyer diffusion generally.
Thus:

Sei(t + Lsi) = 8pi41(t) (10.7)

10.4.4 Interdependence between buyer and seller diffusion

By viewing an innovation as giving rise to diffusion processes among both
buyers and sellers, we are able to model that part of the interactions be-
tween buyers and sellers which results in interdependence between the buyer
diffusion process and the seller diffusion process. As already mentioned,
traditional diffusion research considers only buyer diffusion. Path-breaking
exceptions are Metcalfe (1981), Stoneman and Ireland (1983), and Metcalfe
(1988) who consider variants of simultaneous buyer and seller diffusion pro-
cesses, although without any explicit modeling of their interdependence in
terms of interactions between buyer and seller populations subjected to a
stream of innovations. Several types of interdependences are conceivable
and could be introduced without explicit reference to pricing and profitabil-
ity considerations. For example, by viewing the sets of buyers and sellers
as two interacting sets of subpopulations, some analogies with studies of
population dynamics could be used. (The classic predator-prey interaction
leading to the Lotka-Volterra type of equations is not applicable, however.)
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In order to illustrate below, we may simply assume a logistic buyer diffu-
sion model and a linear seller diffusion model with linear interdependences.
Thus, we could assume that the entry rate at the buyer side is propor-
tional not only to the number of non-adopters multiplied by the fraction of
adopters but also to the number of sellers operating on the market, and that
the contributions are additive. Similarly, the rate of entry of sellers could
be assumed to have additive components, one proportional to the number of
potential imitators and one proportional to the number of potential buyers
on the market. Finally, there will be no buyers if there are no sellers and
vice versa.

The rate of buyer diffusion could also be assumed to be additively rein-
forced by a factor proportional to the performance-to-price ratio (or more
generally to a linear combination of such ratios in case several technological
performance parameters are considered). Similarly the rate of seller diffusion
could be assumed to be additively reinforced by a factor proportional to the
price. As shown in the general model, equation (10.2), both performance
and price depend on both buyer and seller diffusion and substitution, which
creates a complex interdependence. This will be explicitly modeled in the
following sections.

10.4.5 Technological development and substitution

It is far from clear how technological change in general should be repre-
sented. As mentioned, we will represent changes within technology i by
a vector T;(t) of realized best-practice levels of technological performance
at time ¢ (e.g., the number of elements per chip, chip size, and line width
in the semiconductor field at time t). We then assume that the overall
technological change is the combined result of a revolutionary process and
an evolutionary process (cf. Nelson and Winter, 1982). The revolutionary
process is represented by a stream of radical innovations occurring at time
points t;, producing large jumps in at least some component of the overall
best-practice T. The evolutionary process is represented by a continuous
upgrading of T between the time points ¢;. The rate of change in the evo-
lutionary process is further assumed to depend on the amount of learning
that takes place among buyers and sellers. Sahal (1981) has demonstrated
empirically how evolutionary technological progress in certain areas could
be interpreted as the combined result of learning by producing (measured as
cumulative output) and learning by using (measured as the stock of products
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in use). Thus, it is reasonable as a first approximation to use a model as
follows:

T; = bi(t) - ks + s:(t) - ke for t; < t (10.8)

The coefficient vectors ks and kg reflect the relative importance of learn-
ing by using and learning by producing. Generally speaking these coefficients
depend on the industry and the technology. For some technologies learning
by using is a dominant source of incremental technological advances (cf.
von Hippel, 1976); in some technologies learning by producing (learning by
doing) is more important (see Dosi, 1988).

Note that, modeled in this way, technological evolution is closely related
to the integral of total sales over the product life cycle. The often observed
S-shape of technological evolution then derives from the unimodality of the
product life cycle curve.

10.4.6 Price and cost dynamics

Pricing of new products is an intricate decision on behalf of the innovator
and could be done by using various strategies (e.g., skimming price or “price
low — gain share”). For simplicity we will assume here that the innovator
for technology ¢ uses mark-up pricing and that the imitators and close-to-
imitators are price takers. Thus P; = (14 k)C,i(t), where C,; is the industry
average variable unit cost at time ¢ for the product based on technology i
and k is a constant.

According to empirical studies, learning by producing results in cost
reductions which often takes the following form:

Cui(t) = [Cu(0) = Cus(oo)] exp [—ks [ " si(w)du] + Cui(o0)

Here we have assumed that the rate of production is proportional to the
number of producers and that learning effects are industry-specific rather
than firm-specific.

Differentiation gives

Cui(t) = —kgsi(1)[Cui(t) = Cui(0)]
and thus
P,»(t) = —kgs;(t) [Pi(t) — P;] for t > t;, where P; = (14 k)Cyi(0) (10.9)

Thus the rate of price reduction is proportionzl to the number of com-
petitors times the price gap to a floor price P.
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10.4.7 Optimal control of diffusion through investments

During buyer and seller diffusion, gross incomes and profits are generated at
the seller side, while benefits through increased technological performance of
the product are generated at the buyer side together with costs for the prod-
uct equal to the gross incomes of the sellers. According to empirical studies
of R&D budgeting practices (see, e.g., Granstrand, 1982), R&D investments
at the firm level are often made as a fraction of gross income, the size of the
fraction being determined by comparison with competitors. At each point
in time, both a seller and a buyer face the options of investing in the old
technology, investing in the new technology, investing in both the old and the
new technology, or not investing at all (leap-frogging still excluded). Also,
based on empirical studies, one can assume a strong (although lagged) cor-
relation between R&D investments and inventive output. R&D investments
moreover constitute an industry-specific proportion of the total investments
needed in production and marketing for a new product (see, e.g., Eliasson,
1987). Through the feedback into R&D of resources that essentially are
fractions of sales, technological change is speeded up and thereby buyer dif-
fusion, thus increasing physical volume of sales, and possibly also monetary
volume and profit unless prices are reduced and margins are competed away
too swiftly.

From the above, one may conclude that ks and kg in Section 10.4.5 could
also be considered as aggregate control variables reflecting the R&D invest-
ment behavior on the seller side, which is influenced by the buyer diffusion,
and which through seller diffusion adds up to aggregate R&D investments,
causing (actually with some delay) continued technological change. Thus
equation (10.8) represents one feedback feature of the system.

It is also possible to at least partly endogenize the stream of radical
innovations occurring at time points ¢; by letting them be influenced by
government supported R&D investments, typically basic research in univer-
sities. These investments are financed in turn through taxing the profits of
buyers and sellers, profits which are influenced by the state variables of the
buyer-seller system.

If a buyer’s utility (flow) function U(T/P) of the performance-to-price
ratios is finally introduced, a (macro) performance index J of the system
could be specified in the following way (using continuous discounting with
impatience):
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J= /0 * ibi(t) U [Ti(t)/ Pi(t)] e~"dt (10.10)

where r = average rate of return, assumed > 0. The optimal control problem
is then to maximize J for admissible ks and ke subject to equation (10.2)
as specified above and below.

10.4.8 Example of a full model summarized

Thus, a full system of equations for innovation 7 (¢ = 1,2,...) in the case of
only one technological performance parameter, logistic buyer diffusion, and
linear seller diffusion with a linear coupling term looks like:

[ bni = ka(b—bni) - bni/b+ kysni + krTi/ Pi, for t > t;,
0< b <b
by = 1 fort =t;
B b = 0 for0<t <t (10'11)
bei = bnin1 for by i41 < bp;, otherwise = by;
| by = b — be for s; > 0, otherwise = 0
[ Sni = k3(3—3ni)+k4(b_bni)+k8 Pi7 fort > ti,
0<spi <
$pi = 1 fort =t;
§ Spi = 0 for0<t<t; (10.12)
Sei = Snitl for s, ;41 < Spi, otherwise = sp;
| i = Spi— Sei for b; > 0, otherwise = 0
T T: = ksb; + kgs; fort; <t
Ti(t1) = 1 (assumed w.l.o.g.)
p P; = —kosi(P;,— P fort; < t, P; const. > 0
Pi(t;) = 1 (assumed w.l.o.g.)

System performance index:
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J= / = fjb,-(t) U [Ti(2)/ Pi(t)] e~"*dt

where U = the utility (flow) of performance-to-price for a buyer, and r =
average rate of return.

Control variables: ks and ke.

Unfortunately, as soon as nonlinearities are introduced, solutions rapidly
become difficult to find or know if they even exist. In principle the solutions
for different i give a family of trajectories in the state space, describing in
this framework the continuous evolution of market structures driven by inno-
vation processes. As new technologies arrive and entries into them drive exit
processes (possibly lagged) from old technologies, the corresponding trajec-
tories will eventually return to the origin. A dynamic (periodic) equilibrium
could be imagined but not a static one, unless technological developments
stagnate. An illustrative simulation run is given below.

10.4.9 An illustrative simulation run

For the sake of illustration, a simulation of the preceding model has been run

in the absence of sufficient data and analytical tractability. Figures 10.1 to

10.3 present the run for the case of a stream with four radical innovations.
The parameters in the model are:

Number of innovations = 4; total number of buyers b = 100; total number
of sellers s = 50.

Constant k;=0.3, k;=0.05, k3=0.15, k4=0.005, k5=2, k=2, k7=0.0002,
kg=0.02, kg=0.002.

Time tl :0, t2=20, t3:40, t4=45.

Time lag Lp1=5, Lp2=8, Lp3=8, Lp4=12.

(All time constants in years.)

The T;-curves have been linked together to the curve T'(t) through defin-
iIlg T(t) = T,'(t), t,’ S t < t,'+1 and Ti+1(t,'+1) = T,'(t,'.,.] — 0)

Similarly the P;-curves have been linked together to the curve P(t)
through defining

P(t) = P,'(t), t; <t <t
Piy1 (tiv1) = B (tig1 - 0).
Finally P; = 50, P, = 45, P3 = 10, B, = 5.
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Figure 10.1. Buyer diffusion b(t), technological performance T(t), and price
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Figure 10.2. Seller diffusion s(t), technological performance T'(t), and price
development P(t).
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Chapter 11

Diffusion Through
Interfirm Cooperation:

A Case Studyun

Gerhard Rosegger

11.1 Introduction

The last two decades have seen a remarkable growth in the number of coop-
erative agreements among large, multinational enterprises (MNE). Why, and
under what conditions, would these vertically and horizontally integrated or-
ganizations choose to give up a part of what has often been cited as their
main raison d’étre, i.e., secure control over firm-specific technical and market
information, in favor of sharing such information with rivals?

This chapter examines how the interplay between international rivalry
and cooperation has affected the diffusion of technology in the automobile
industry, with the focus on manufacturers’ reactions to changed conditions
in the American market and on their active efforts to shape these conditions.
For this purpose, technology is defined as including not only knowledge em-
bodied in capital equipment and products but also knowledge concerning
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the organization of production, management systems, and operational con-
trols. The rapid spread of interfirm, cooperative arrangements can of course
itself be interpreted as the diffusion of an institutional innovation, although
it would be difficult, conceptually and empirically, to describe it in terms of
standard diffusion curves!

While the consensus among observers seems to be that the trend to-
ward cooperation has been technology-driven, and that it has accelerated
the global diffusion of product and process innovations, a more specific an-
swer to the question posed above would have to distinguish among at least
three different types of arrangements, each deriving from a different set of
motives:

e Multifirm consortia concerned primarily with the development of generic
(pre-competitive) knowledge about newly emerging technologies.

e Joint projects, frequently encouraged by government policies and gov-
ernment financing, aimed at major technological innovation.

¢ Bilateral cooperation (“strategic partnering”) between MNE in estab-
lished industries with mature basic technologies.

Of these, strategic partnering is especially widespread in the motor ve-
hicle industry. As Figure 11.1 shows, the world’s major manufacturers are
linked in a large number of bilateral relationships, ranging from formal joint
ventures and the acquisition of equity positions by one partner in the other,
to contractual agreements covering specific aspects of their operations.[2]
Whatever their form and content, these arrangements occupy the middle
ground between arm’s length transactions and the full internalization of an
activity within a single firm’s administrative structure, which may of course
include an outright merger between two corporate entities.

In addition to the connections shown in the figure, many of the large
MNE also have partnership links with minor manufacturers as well as with
suppliers of parts and components (see, for example, Sekaly, 1981; Wom-
ack, 1988). Thus, even though agreements to cooperate are typically bilat-
eral, networks of partners have in fact evolved around the major producers.
The American Big Three (General Motors, Ford, and Chrysler) are among
the leaders in the cooperation game, even while maintaining a higher de-
gree of integration in their worldwide operations than most of their foreign
competitors.

In the next section, data are presented reflecting changes in the Ameri-
can market, still the world’s largest; these changes were triggered by import
competition but have assumed a momentum of their own. As a consequence,
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a technology gap developed between the Big Three and their rivals from
Japan and Western Europe. Drawing on some, admittedly anecdotal, em-
pirical evidence for the gap, the US producers’ and their partners’ motives in
establishing cooperative relationships are examined. In a concluding section,
the more general lessons concerning the diffusion of innovations in mature
industries that might be drawn from the American experience are speculated
upon.

11.2 The Transformation of the US Market

Had the American manufacturers continued to dominate their home market
as they did in the 1950s and through the middle 1960s, they might have
had little reason to engage in major product innovation. After a flurry of
entries (and more or less rapid exits) induced by the pent-up demand of
the immediate postwar decade, the domestic industry had settled into a
three-firm oligopoly with a small competitive fringe (Rosegger and Baird,
1987). The “standard American car”, huge and unwieldy by the standards
of other markets, had become the dominant product. What little demand
there existed for vehicles deviating from the preferred size and configuration
was met by imports amounting to a small fraction of total sales.

Figure 11.2(a) indicates how this situation changed, starting in the late
1960s. Imports began to capture increasing shares of what had become
an essentially stagnant, albeit cyclically fluctuating, market. Subsequently,
Japanese producers took over from the Europeans as major suppliers of
foreign-made cars, especially at the so-called entry level, in the process even-
tually forcing the exit of some large rivals (like Fiat and Renault) from the
American market.

The effects of these developments on the market shares of the Big Three
can be traced in Figure 11.2(b): General Motors saw its lead position eroding
steadily, as did Ford. Chrysler experienced a dramatic drop in sales and
entered the last decade on the brink of bankruptcy; the company was saved
only through massive infusions of government-guaranteed loans. By the
middle 1980s, all of the domestic fringe producers had left the market. Their
places were taken by a rising number of foreign-owned operations in the
United States and Canada.[3]

Explanations of the domestic industry’s (relative) decline have focused
on virtually every aspect of market structure, managerial behavior, and tech-
nology. Anecdotal evidence suggests that there is at least a kernel of truth in
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Figure 11.2. Total sales of domestic products and imports; market shares
of major domestic producers and imports, 1951-1987. Panel (a) — new car
sales. Panel (b) — market shares. (Source: Motor Vehicle Manufacturers
Association, Annual Statistical Report, var. vols.)
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most of the accusations levelled at Big-Three strategists as well as at wrong-
headed government policies. The list of failures is irrelevant for the purposes
of this chapter. What matters is that product characteristics and consumer
tastes were changing, that a number of innovations made abroad were dif-
fused through imported vehicles, and that the American manufacturers’ ca-
pacities for product and process innovation apparently proved inadequate to
the task of meeting these challenges. Not surprisingly, they turned to the
government for relief and received it in the form of a “voluntary” export
restraint program negotiated with the Japanese.[4] Quotas did little to im-
prove conditions for the Big Three; in fact they probably increased the range
of competitive pressures by motivating Japanese firms to de-emphasize the
entry-level market and to meet their American and European rivals head-on
in the higher priced market segments.

It is worth noting that the contours of a changing market had emerged
well before the first oil crisis of 1973-1974. Although the rise in fuel prices
triggered a burst of consumer interest in energy-efficient cars, as well as
the promulgation of government-mandated corporate average fuel economy
(CAFE) standards, these developments merely accelerated the trend towards
vehicles quite different from the standard American car.

As a consequence, competitive strategy called for the offering of a much
wider range of models by each of the mass-market competitors. The re-
sulting increases in the spread between the lowest-priced and highest-priced
products are illustrated in Figure 11.3. Also clearly observable is the fact
that two of the European competitors, Audi and SAAB, pursued a different
strategy, moving up market rather than facing the rising pressures of rivalry
in the medium-price range.

11.2.1 Changing product characteristics

The effects of the developments sketched above on the US firms have been
dramatic. Most significantly, domestic manufacturers have had to adjust
their production programs to accommodate the trend away from the stan-
dard car and its luxury variants. Figure 11.4 shows the decline in these
mainstays of their business and the concomitant rise in the shares of sub-
compact, compact, and intermediate-size cars in Big-Three output between
1971 and 1987; the market share of all imported cars isindicated as reference.

The implications of these changes were manifold, ranging from the need
to develop entirely new capabilities in development, design, and engineering
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Figure 11.3. Price ranges of models of major sellers in the United States, as
multiples of the lowest-priced domestically produced passenger car for 1977
and 1987. (Source: Rosegger, 1989.)

to the redirection of marketing efforts that for several decades had empha-
sized the alleged advantages of standard-size vehicles. The greatest diffi-
culties, however, stemmed from the fact that the new production programs
required new types of capital equipment as well as new approaches to the
organization and control of manufacturing operations.

This section examines briefly how successful the Big Three were in bring-
ing off what amounted to a catch-up strategy on the product side. While it
is impossible to determine the extent to which their success is attributable
to cooperative agreements with their foreign rivals, there can be no doubt
that the existence of an obvious technology gap helped to motivate their
pursuit of selective cooperation.
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Figure 11.4. Market shares of US-made automobiles, by size class, and
market share of all imports, 1971-1987. (Source: Motor Vehicle Manufac-
turers Association, Annual Statistical Report, var. vols.)

There are numerous dimensions along which one could, in theory, com-
pare the objective, technical characteristics of American-made and imported
vehicles.[5] For purposes of this chapter it is sufficient to concentrate on
arguably the most important parameter, engine performance. Just how rev-
olutionary the required adjustments turned out to be is indicated, first and
foremost, by the shift in engine types produced (Figure 11.5). In the early
1970s, over 80 percent of all American-produced cars were equipped with V-8
engines. Note, however, that in 1960 the 6-cylinder engine had still been the
dominant type and that the V-8 more than doubled its share during the sub-
sequent decade, when the Big Three were engaged in what became known as
as horsepower race. This was a period of booming demand for big engines,
and it would be difficult to claim that the US producers made a strategic
error in meeting this, highly profitable, demand. From 1970 onward, cars
with 4-cylinder engines became increasingly popular. By the early 1980s
they had become the most common type.
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Figure 11.5. Shares of engine types in US-made automobiles, 1960-1987.
(Source: Motor Vehicle Manufacturers Association, Annual Statistical Re-
port, var. vols.)

As the mix of American-made engines began to approach that of the
imports (though few of the latter were offered with engines of eight or more
cylinders), their average displacement declined. As Figure 11.6 demon-
strates, convergence of average sizes lasted until 1982, when US engines
once again increase in displacement. Fuel prices were dropping, and buyers
of domestic cars once more were beginning to show a preference for larger
and more powerful vehicles. The average displacement of import engines
increased only slightly from 1976 to 1989; however, this average is the result
of two offsetting trends: on the one hand, small, entry-level cars (supplied
by the Japanese as well as by new manufacturers in South Korea and Yu-
goslavia) had once again managed to increase their market shares; on the
other hand, several Japanese firms raised their engine sizes as they moved
into the higher-priced end of the market (see also Rosegger, 1986).

With the convergence of American and foreign engine types, one would
expect measurable performance to follow. As panels (a) and (b) in Figure
11.7 suggest, however, a substantial gap remained. The average horsepower
of domestic cars dropped sharply with the decline in engine displacement and
then rose again during the 1980s. Nevertheless, the average power output of
imports surpassed that of domestic cars in the same period. Demonstrably,
many of the foreign-made cars had successfully shed their “economy” image
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Figure 11.6. Average displacement, engines of US-made and imported
automobiles, in liters, 1976-1989. (Source: Automnotive Industries, 1989.)

and had stolen much of the “performance” thunder from the American-made
products.

In specific power output (brake horsepower per liter of displacement ), the
average 1989 American-made model had reached roughly the performance
level of the 1976 imports. In the meantime, performance of the latter had
increased substantially, so that, by this measure, there was little in the way
of convergence. A Japanese study (Marumo, 1984) ranked American cars
third, behind Japanese and European products, in acceleration, top speed,
and weight /horsepower ratio. There are long-standing historical reasons
for the European emphasis on the development of low-displacement, high-
horsepower engines, but the same does not hold for the Japanese producers.
In fact, their first foray into the American market during the early 1960s had
failed mainly on account of inadequate engines. This handicap was more
than overcome in about fifteen years of intensive technical development.

Despite their higher average performance, imported cars also continue to
lead in fuel consumption (see Figure 11.8). American efforts have tracked
the government’s changing CAFE (corporate average fuel economy) stan-
dards. This should be no surprise to students of the effects of regulation on
technical performance; nor is it surprising that intensive lobbying by General
Motors and Ford (though not by Chrysler, which had managed to “beat”
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Figure 11.7. Comparative average engine performance, US-made automo-
biles and imports, 1976-1989. Panel (a) — average net brake horsepower
(BHP). Panel (b) - specific power output (BHP/liter). (Source: Automotive
Industries, 1989.)
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Figure 11.8. Average fuel consumption, US-made automobiles and im-
ports, and corporate average fuel economy standard, 1978-1989.

the standard) resulted in a lowering of fuel-economy requirements from 1986
onward. Of course, certain imported luxury and sports vehicles have also
failed to meet the CAFE standard by wide margins and have had to pay
substantial gas guzzler taxes.

All of these data suggest that American manufacturers’ strategies,
whether they involved technical cooperation with foreign rivals or stand-
alone efforts, have not yet succeeded in closing the performance gap. Ac-
cording to mostly impressionistic evidence, the same appears to be true
with respect to product quality, an issue that has received public attention
since the years when US manufacturers had fallen far behind their European
and Japanese competitors (see, for example, Subcommittee on Trade, 1980).
Here again, however, there is general agreement that the Big Three have
made substantial strides toward improvement.

11.2.2 Process technology and manufacturing capability

Why has it been so difficult for American manufacturers to match the ob-
jective and subjective advantages of foreign producers? On the face of it,
any company with long-standing experience in a mature-technology indus-
try should be able to adopt and adapt incremental innovations readily. Yet,
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the Big Three appear to lag behind their competitors in the technical arena,
despite having returned to profitable operations in the middle 1980s.

As has been pointed out in a number of studies (e.g., Womack, 1988;
Albernathy, 1978; Altshuler, 1984; Cusumano, 1985), a good part of the
answer has to be sought in the realm of process technology, i.e., in the
American firms’ plant and equipment, in the degree of vertical integration,
and in operating techniques.

Equally significant, however, is a set of attitudes and ways of doing things
that is often subsumed under the vague notion of corporate culture. Nelson
and Winter (1982) have endowed this notion with some technical and eco-
nomic substance by introducing the concepts of routines and organizational
capabilities.

The relevant point here is that gaps in process technology may be closed
through the adoption of innovations generally available via the conventional
mechanisms of diffusion, albeit with the technological specificity of exist-
ing facilities as a constraint on their effectiveness in particular situations
(Rosegger, 1976). On the other hand, it seems obvious that a transfer of at-
titudes, routines, and standard operating practices requires channels other
than those through which individual, capital-embodied techniques are dif-
fused. Langenfeld and Scheffman (1986) make a useful distinction between
discrete innovations and systems innovations, defining the latter as collec-
tions of disembodied advances yielding major performance gains even within
the context of a given set of hardware. As a consequence, one would expect
to be able to observe and measure gaps in discrete process technology, while
systems technology clearly escapes such neat quantification.

Nothing reflects the interacting effects of all these factors more persua-
sively than the standard comparisons of productivity (Figure 11.9). First
and foremost, data on output per employee are determined by the extent of
a firm’s vertical integration, which of course has nothing to do with conven-
tional concepts of productivity but is the result of past strategic decisions.
Thus, for example, approximately 75 percent of a General Motors vehicle’s
value is added by internal operations, with 25 percent coming from outside
suppliers; these proportions are almost exactly the reverse for Toyota, the
largest Japanese manufacturer. One would expect the degree of integration
to change only very gradually, even in response to a radical reorientation
of strategies. Second, productivity comparisons have to take into account
differences in capital intensity at various stages of production as well as
structural relationships among these stages in geographically dispersed mul-
tiplant firms. And third, differences are no doubt explained in part by the
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Figure 11.9. Output per employee, selected Japanese and US firms, 1983
and 1988. (Source: Automotive Industry, 1989.)

sizes and role of various staff functions within enterprises and by the work
rules governing the assignment of factory-floor labor.

When all these differences are taken into account, however, experts still
agree that Japanese firms produce vehicles more efficiently and more effec-
tively than do their American competitors. Hard data on the matter are
difficult to come by. Table 11.1 shows the results of a Japanese evaluation,
made several years ago.

While average estimates of this kind should not be taken too seriously,
one striking observation emerges: the degree of automation, usually taken to
be the prime mover toward higher labor productivity, apparently cannot ex-
plain differences in output per man-hour. One may surmise that advantages
in “systems technology” give Japanese producers an edge even in situations
where embodied techniques are similar.

Some aspects of this advantage have been widely discussed: labor rela-
tions, worker attitudes, quality circles, just-in-time inventory systems, life-
time employment, and so on. Their transfer to the American setting has been
equally widely advocated, and their adoption has brought some beneficial
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Table 11.1. Comparison of process technology, Japan and USA (produc-
tion of passenger cars, 1800-2500 cc.).

Unit of
Criterion evaluation Japan USA
Capital intensity 10,000 Yen/worker 70 30
Automation Percent of output
Casting 80 80
Machining 90 85
Stamping 90 70
Welding 95 50
Painting 80 80
Productivity Units/man-hour
Stamping 0.91 0.40
Welding 0.40 0.15
Painting 0.52 0.25
Assembly 0.20 0.07

Source: Marumo (1984).

results. Yet there remains a conviction that there is more to “the Japanese
approach to manufacturing”, and that this approach cannot be copied but
must be learned in context. If this is so, then neither the licensing of tech-
niques nor a straightforward know-how transfer is likely to be sufficient for
a catch-up program.

11.2.3 Changes in research, development, design,
and engineering

The fragmentation of the automobile market referred to earlier has controlled
all mass producers with new problems in the research, development, design,
and engineering (RDD&E) work required to bring new models into produc-
tion. One reason is that large firms have to offer a full range of products,
from entry-level cars to luxury and sports vehicles, or they run the risk of
having competitors take over profitable segments. A second reason is that
the same strategy requires them rapidly to adopt new technical features,
such as turbocharging, multivalve engines, four-wheel drive, and automatic
braking systems.
Two developments have affected the cost of RDD&E:
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e Changes in the technical complexity of motor vehicles, which increasingly
require a “systems integration” approach to design.

e There is a more intensive link between RDD&E and manufacturing in
an effort to minimize production problems at the design stage instead of
having to solve them later on. According to the estimate of one expert,
this means that between 50 and 70 percent of a vehicle’s manufacturing
costs are already determined when the “layout” of the car (i.e., the first
complete cross-section drawings) is completed (Eaton, 1987).

For these and other reasons related to the increase in capital intensity
of RDD&E work, current estimates for the cost of developing and putting
into production an entirely new model go as high as US$3 billion. As a
consequence, RDD&E also has the potential for considerable economies of
scale and scope. Thus, while the last three decades have seen reductions in
the efficient scale of assembly operations for mass-market cars from around
600,000 to 250,000 units per year, minimum efficient scales for RDD&E have
been rising steadily. One recent (and probably exaggerated) estimate puts
them at 5 million units/year (Rhys, 1988). But even if this figure were too
high by a factor of two, it would still exceed minimum unit cost capacities in
all other distinctive operations that go into the production of an automobile.

To some degree, mass producers have always been able to extricate them-
selves by the practice of “badge engineering”, i.e., equipping identical basic
models with differentiating add-on features and selling them under different
brand names. But there are limits to this approach, especially since it is
constrained by its nature to one particular size class. Besides, as systems
integration requires increasing cooperation at the RDD&E stage between
manufacturers and component suppliers, badge engineering tends to run
into diminishing returns unless these suppliers can serve several assemblers
with essentially identical products.

These problems are accentuated to the extent that innovations from other
fields of technology, with which auto makers have little experience, have
begun to be diffused into mass-produced vehicles. The growing application
of sophisticated electronic devices and the substitution of more or less exotic
materials for ferrous and other metals are but two examples of this trend.

Here, too, the Japanese are generally conceded to have a lead over their
American and European competitors. While the latter typically require
five years to develop a new model and bring it to market, Japanese do
the job in less than four years (Autoweek, 1984). They are reported to
accomplish this by dealing coherently with all design alternatives before
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beginning actual development work, instead of making modifications after
that work has started, and by keeping senior management from interfering
with the process once certain milestones have been passed.

Between 1982 and 1988, US producers introduced one-third fewer new
models than the Japanese. Some of their efforts at radically new designs,
like the Pontiac Fiero, proved technically flawed and were withdrawn from
the market after a few years of disappointing sales (and, it has been claimed,
at about the time when most technical problems had been corrected). Gen-
eral Motors’ Saturn project, which was intended to incorporate all of best
practice in RDD&E, plant design, and production operations, has been mod-
ified several times, its ambitions scaled down, and completion dates pushed
forward.

Advantages are not entirely one-sided, however. American manufactur-
ers are generally conceded to have enjoyed a substantial lead in the design
and production of automatic transmissions, air-conditioning systems, and
other passenger-comfort features. In addition, during the last decade the
Big Three, led by Chrysler, have managed to pioneer in the introduction
of an entirely new product, the mini-van, which has proved to be a ma-
jor market success. Foreign producers, including the Japanese, have rushed
to market their own versions, but so far the Americans have maintained
their lead positions. They registered similar successes in the manufacture
of innovative light trucks, which increasingly have become substitutes for
conventional passenger vehicles, especially among young and rural buyers.

11.3 Cooperating to Compete

Although the acquisition or exchange of technological knowledge (in the
broad sense outlined earlier) are not the only motives for forming strategic
partnerships, the evidence adduced in the preceding sections offers ample
reasons why American manufacturers should have been interested in coop-
erating with foreign firms. More generally, the global network of partnerships
shown in Figure 11.1, above, suggests that such arrangements are regarded
as advantageous whenever firms possess asymmetric capabilities for dealing
with rapidly changing technologies and markets.

Historically, the Big Three have been reluctant to establish permanent,
cooperative relationships with other firms, domestic or foreign. In their
home market, they were no doubt sensitive to the antitrust implications of
any kind of formal cooperation among themselves or with large component
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manufacturers. Fusfeld (1986) attributes the failure of the Carter adminis-
tration’s Cooperative Automotive Research Program (CARP) to this sensi-
tivity. Only in 1988 did they break the pattern of (domestic) independence
by forming the Automotive Composites Consortium, within the new, per-
missive legal framework provided by the National Cooperative Research Act
of 1984. Aimed at hastening the development of generic automotive plas-
tics technology, this is the first such venture among American auto makers
(Automotive News, 1989).

In foreign markets, the Big Three relied heavily on their subsidiaries.[6]
There seemed to be little point in impairing the decision-making autonomy of
these operating divisions by establishing long-term relationships with foreign
partners.

11.3.1 The development of cooperative networks

Attitudes toward international cooperation changed radically under the im-
pact of accelerating import competition. Chrysler pioneered the new strat-
egy with its 1971 acquisition of a 15 percent equity stake in Mitsubishi.
Although the initial arrangement was narrow in scope, involving primarily
the marketing of a Mitsubishi model (the Colt) under Chrysler brand names,
it has grown to full-fledged technical and production cooperation, culminat-
ing in the creation of Diamond-Star Motors, a fifty-fifty joint venture for
the manufacture of a new range of models to be sold under Chrysler and
Mitsubishi labels.

The now-defunct alliance between American Motors and Renault fol-
lowed in 1978. This venture, for production of Renault models in the United
States, collapsed mainly because of the French firm’s image (it had failed and
been withdrawn from the American market once before) and its American
partner’s old-fashioned plant and inadequate distribution network. Ameri-
can Motors’ exit from the industry was eased by Chrysler’s purchase of all
remaining assets, including the small but profitable Jeep operations.

In 1979, Ford acquired its interest in Toyo Kogyo (Mazda). Again, co-
operation evolved gradually, leading to the recent formation of an assembly
joint venture in the United States. In this, as in the Chrysler case, RDD&E
and plant operations were left largely to the Japanese partner; however, the
arrangement has resulted in many other forms of cooperation, such as the
joint development and use of components across a range of models.

In 1980, General Motors began discussions with Toyota that led to the
1983 formation of a joint venture for the production of cars to be sold under
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the Toyota and Chevrolet names. The New United Motor Manufacturing
Inc. (NUMMI) was established in an abandoned GM plant in California.
This case is of particular interest because from the outset it was the an-
nounced objective of the American partner to facilitate the acquisition of
Japanese “systems technology” through the undertaking. A program for ro-
tating American engineers and managers through the NUMMI plant was set
up, and other mechanisms for transferring technical knowledge were put in
place. It was reported that, after four years of operation, “running the plant
with a Japanese management system and American workers has resulted in
the highest quality of any GM-sold car” (Langenfeld and Scheffman, 1986).

In the meantime, each of the Big Three has extended its network of part-
nerships, to include not only Japanese and South Korean companies but also
a number of European firms. Figure 11.10 shows these direct linkages be-
tween American and foreign producers. Not included are the numerous con-
nections among Furopean producers, nor is it possible to trace the complex
networks of manufacturer-supplier agreements that have grown up around
the core groups. Development of the latter has been hastened by the estab-
lishment in the United States of subsidiaries of Japanese suppliers to Toyota,
Nissan, Mazda, and Honda operations in this country.

11.3.2 Strategies and motives

In contrast to the joint benefits expected from multifirm cooperation in the
development of generic technologies, the establishment of a strategic part-
nership involves a direct quid pro quo. Transferring technical knowledge to
a competitor without some expected compensation is not a viable objective
for a profit-oriented firm! The point would be trivial, were it not for the
fact that some supporters and critics of international, interfirm cooperation
(see, for example, Reich and Mankin, 1986), have focussed entirely on the
advantages and disadvantages of these arrangements as though they involved
a one-way flow of benefits.

From the foregoing it seems clear that the American manufacturers’
strategic objective was to move toward parity with their foreign rivals in
product and process technology, and to match, if not surpass them in the
range of models offered. It seems equally clear, however, that partnering is
only one of a number of strategies whereby they could achieve this objective.
Table 11.2 presents a classification of these strategies which is intended to
suggest the options available to mass-producers in their four main areas of
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Table 11.2.
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Taxonomy of automotive mass producers’ strategies.

Research,

development, Acquisition of

design, and parts and Manufacturing Marketing and
engineering components and assembly distribution
Stand-alone Vertical Production in Sales under own
RDD&E integration and for home name, through

Arm’s length
acquisition of
technology
(licensing)

Long-term
agreements for
interfirm
exchanges of
technical
information

Joint support,
with other
manufacturers
of third party
RDD&E

Joint ventures in
RDD&E, joint
projects for
development

of models

Spot transactions
with outside
suppliers

Long-term
contractual
relations with
suppliers

Acquisition of
equity interest
in suppliers

Joint supply
ventures with
other
manufacturers.
Exchange of
components
with partners

market

Production in
home country,
exporting

Stand-alone DFI
in country of
sale or third
country

Joint ventures for
production, in
home country

or third country

Merger with
domestic or
foreign
manufacturer

own dealers

Sales of partner’s
products
through own
dealer network

Sale under own
name of
partner’s
products,
through own
dealers

Joint distribution
system with
partner

Merger of existing
distribution
systems

Source: Rosegger (1989).

activity: RDD&E, the acquisition of parts and components, manufacturing
and assembly, and marketing and distribution.

Given these options, it is not surprising that large MNE like the Big
Three would pursue a mix of strategies, of which cooperation is at present far
from the most important aspect. The tradition, after all, has been to “go it
alone” whenever possible. There is no better indicator of the American firms’
ambivalence than the fact that, even while establishing an increasing number
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of partnerships with their major rivals, they also continued their advocacy
of protectionism. But this would be a subject for a separate investigation.

Consideration of the reasons for the Big Three establishing each of the
partnerships shown in Figure 11.10 would go well beyond the scope of this
survey. One can, however, identify three basic sets of motives:

e The partnerships with the Japanese mass producers obviously have as
their objective the acquisition of all the knowledge that seems to give
the latter their technical and commercial advantages. Given the nature
of systems technology and know-how transfers, joint RDD&E and pro-
duction joint ventures are the optimal arrangements.

e Partnerships with smaller manufacturers are motivated mainly by the de-
sire to extend the range of products offered under one of the Big Three’s
nameplates. At one end of the market, firms like Suzuki and Isuzu pro-
vide small cars for GM to sell as “Geo” models, while the South Korean
partner, Daewoo, actually manufactures a car (the Pontiac LeMans, de-
rived from the German subsidiary’s Opel Kadett) for GM. Kia performs
a similar function for Ford, supplying it with the entry-level Festiva. At
the other end of the market, European specialist producers like Aston
Martin, Maserati, and Pininfarina enable their American partners to of-
fer luxury and sports vehicles at a cost lower than that of a stand-alone
effort at developing such products. In addition, small specialists possess
the technical resources and the flexibility required for the execution of
major innovation projects. The work of Lotus on an active suspension
system, financed by GM, is an example.

e Some linkages are established not so much for technical reasons as by
opportunities for the joint development of emerging markets. Autolatina,
the Brazilian joint venture between Ford and Volkswagen, as well as
several partnerships in the Far East can be interpreted in light of this
objective.

The history of strategic partnering is still relatively young, but every
indication seems to be that, whatever the motives which triggered their ini-
tial establishment, they inevitably evolve in the direction of closer technical
cooperation, frequently accompanied by a division of labor between the part-
ners. A further consequence seems to be a growing vertical disintegration of
production. To the extent that joint product development involves increas-
ing reliance on long-term cooperative arrangements with outside suppliers,
common parts are no longer being produced by the final assemblers them-
selves. As suggested above, however, in the case of the Big Three this trend
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has slowed down because of the traditional high degree of vertical integra-
tion, as well as by the now-fading convention of selecting suppliers annually
on the basis of competitive bids.

On the whole, then, the move of American producers toward strategic
partnering can be understood in terms of some reasonably well-defined short-
term and medium-term gains. Whether the same holds true for the long run,
is a question that will be addressed in the concluding section.

What are the motives for the foreign partners? Here the answers are
more complex; nevertheless, one can discern some general patterns:

o The fact that technological advantages were not tilted entirely in favor of
the foreign firms has already been alluded to. The acquisition of knowl-
edge concerning the production of automatic transmissions, comfort fea-
tures, and certain electrical systems was a sine qua non for success in
the American market at all but the entry level.[7] In a similar vein, the
Japanese manufacturers were aware of the fact that their American part-
ners were more attuned to the special requirements of designing products
for this market. The need to pay attention to these requirements was
certainly demonstrated by the disastrous results of the first Japanese
foray into the United States, in the early 1960s.

o Given their strategy of setting up independent, direct foreign investment
(DFT) operations in the United States, joint-venture production enabled
Japanese managements to acquire experience in dealing with uniquely
American conditions, including labor relations, supplier systems, and
governmental affairs. Perhaps the first stand-alone DFI venture in this
country, the Westmoreland, Pennsylvania, plant of Volkswagen, served
as an example of how not to proceed: it failed to reach profitable levels
of operation and was shut down.

o To the smaller foreign manufacturers, American partners had something
to offer that they themselves could not obtain, given their resources:
market knowledge and a marketing and distribution network that pro-
vided countrywide access to potential customers. While the concept of
the minimum efficient size of a dealer system is elusive, it seems clear
that the entry of smaller-scale and specialty producers is eased greatly
by the opportunity to rely on a partner with an established network.
Here again, as in the case of joint-venture production, some firms — like
Suzuki and Isuzu — followed up on partnering by beginning to build up
their own dealerships.



288 Diffusion of Technologies and Social Behavior

e There can be little doubt that the major Japanese producers also sought
ties with American partners in order to mitigate the possible effects of
further protectionist legislation. In particular, their experience with the
local-content controversies that have hampered their European-market
strategies would convince them that cooperation in the United States
might avoid some of these troubles, should such local-content require-
ments be imposed here.

¢ In the case of the up-market European specialty producers, partnerships
with the Big Three provided welcome infusions of capital. Although
they were successful developers of high-technology products, most of these
firms had faced continuous financial difficulties. Partnering brought them
a measure of stability they had not previously known.

o Finally, firms in the newly industrializing countries, chief among them
South Korea, were motivated by the need to acquire manufacturing
know-how in an industry with which they had scant experience. While
there is little in the way of cooperation in RDD&E at this time, for these
companies partnering represents a first step toward independent entry
into the global automobile market. It is interesting in this connection
to compare the experience of two recent, entry-level “independents” in
the American market: the South Korean Hyundai, relying heavily on de-
sign and production cooperation with Mitsubishi and Chrysler, has been
successful as a stand-alone exporter to the United States and Canada,
whereas the Yugo, derived from an obsolete Fiat model and produced in-
dependently by the Yugoslav Zastava firm, failed in the American market,
mainly on account of quality and service problems.

Although any kind of conclusive assessment of partnering would be pre-
mature, one may surmise from the evolution of these arrangements that, on
the whole, they have met partners’ expectations of strategic gains. Except
for the failure of the American Motors-Renault venture, firms appear to have
reaped sufficient benefits to continue support and expansion of their cooper-
ative managements. In particular, there can be little doubt that new foreign
product and process technologies have been diffused more rapidly among
American manufacturers through the medium of the strategic partnership.

11.4 Concluding Observations

Little more than a quarter-century ago, visions of a “world car” dominated
forecasts of the global automobile industry’s technological evolution. This
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was predicted to be a relatively unsophisticated vehicle, incorporating state-
of-the-art technology in some highly standardized form, with but minor
adaptations to the requirements of different markets. Prices would be low
because of the resulting economies of scale in production. No doubt the
remarkable, worldwide success of the Volkswagen Beetle stood at the cradle
of these forecasts, which were based on an essentially technocratic notion of
how efficiently to satisfy growing demand for private transportation.

Actual developments went precisely in the opposite direction: in order
to remain competitive, mass producers had to cater to the market’s increas-
ing preference for product diversity, and a succession of innovations put into
question the concept of a “standard technology” sufficiently stable to build a
mass-production system around it. As a consequence, rapid changes in pro-
cess technology and in management systems resulted in a sharp reduction
in the benefits of large-scale assembly, conventionally assumed in strategic
thinking about plant design and production programs. On the other hand,
minimum efficient scales in RDD&E increased as vehicles became integrated
technical systems, rather than assemblies of more or less standard compo-
nents, and as the closer linking of design and manufacturing made greater
demands on all functions involved in bringing a new product to market.

Although diversity and flexibility became essential if firms wanted to
capitalize on first-come or fast-second advantages, the conditions outlined
above also produced a growing interest in interfirm cooperation. In the
case of the American manufacturers this interest was motivated primarily
by the recognition of a technology gap between themselves and their for-
eign, especially Japanese, competitors. Revolutionary as these cooperative
arrangements may be in terms of the global industry’s organization, it is
important to recognize that they did no more than to accelerate the diffu-
sion of new technology by providing yet another channel. Convergence of
technical capabilities in an industry is inevitable, unless the lead firms can
sustain a long-run rate of innovation that is higher than the rate at which
these innovations are diffused to the industry’s other members. To the best
of my knowledge, the history of technology life cycles offers no examples of
this possibility.

In this view, then, interfirm cooperation represents an institutional inno-
vation induced by fast-changing technical and market conditions. It would be
difficult to argue that, whatever may be meant by the often-cited globaliza-
tion of the auto industry, the existence of strategic partnerships has changed
the underlying pattern of rivalry. This observation gains additional weight
if one recognizes the extent to which the struggles by national industries
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for a share in the world market have been supported by their governments’
policies.

There exists, of course, another interpretation of strategic partnering:
that it represents but a first move toward the reconstitution of the interna-
tional manufacturers’ cartels which, in the interwar period, were notorious
for the “. .. restricting of production, withholding of new products, and fenc-
ing in and blocking off new developments” (Berge, 1944). While conceding
that, so far, cooperation has not produced any of these results, proponents of
what might be called the “conventional industrial-organization view” could
point out that the true test will come only during a prolonged slump in the
world market for motor vehicles. Will the networks of partners be tempted to
allocate market shares, fix prices, or retard the introduction of innovations?

Two arguments speak against a repetition of this pattern, one encour-
aging and the other less so. First, virtually all students of cooperative ar-
rangements in mature industries agree that these arrangements have not
only accelerated the diffusion of technology among existing firms but also
lowered entry costs and thus contributed to a worldwide dispersion of man-
ufacturing capabilities. In the absence of radical governmental intervention,
the resulting, irreversible interpenetration of markets has created a situation
in which successful collusive action has become highly improbable.

The second argument would recognize that, for better or for worse, many
of the control functions that may have been exercised by cartel-like arrange-
ments in the past, have been taken over by governments in the name of
industrial policy. Whatever restrictions on entry, on the spread of innova-
tions, and on pricing are likely to inhibit global competition today stem from
governmental or intergovernmental policies rather than from the efforts of
an industry’s member firms. In the strategies of the latter, rent-seeking has
taken the place of collusion.

Even here, however, globalization of technology may have salutary ef-
fects. In order to survive in worldwide competition, firms have to find the
proper mix in the integration of activities, arm’s length transactions, and
cooperation. National boundaries may become increasingly irrelevant as the
members of strategic alliances draw on information, physical assets, and pro-
duction systems that are dispersed across the globe. Once an industry has
reached that stage, unequivocal definitions of a national interest on which
to orient industrial policies may become difficult, if not impossible.

Against this sanguine view we must set one final question: what are the
likely long-run consequences of cooperation for an individual firm’s techno-
logical capabilities? There can be little doubt that firms have benefitted
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from the more rapid transfer of technology and the enhancement of know-
how resulting from the strategic partnering. If the principles of compara-
tive advantage and specialization apply to the production of new technical
and market knowledge, long-run efficiency will also be enhanced by the in-
evitable division of labor among partners. If, on the other hand, a firm’s
success in all forms of innovation hinges on a full range of capabilities, from
widely-dispersed basic and applied research to more narrowly-focussed work
involving all products in the firm’s output mix, cooperation could in the long
run impose a considerable cost.

Given the developments outlined in this chapter, such skepticism would
seem out of place; however, the history of technology suggests that the well-
established concept of learning by doing may well have an opposite, “forget-
ting by not doing”. Capabilities given up instead of honed, and redundancies
of technological effort eliminated in the interest of short-run efficiency, may
be hard to regain in the more distant future. This is a truly strategic issue,
to which neither business decision makers nor academic observers seem to
have paid much attention.
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Notes

[1] This chapter is an extension of work reported in Rosegger (1986 and 1989).
The points raised in the “Concluding Observations” have since been elaborated
in “The Benefits and Costs of International Technical Cooperation in Mature
Industries: An American Perspective, International Journal of Technology Man-
agement (in press, 1990).

[2] There exists no single, authoritative source on cooperative arrangements. The
data presented in Figure 11.1 were assembled from the trade and technical
press as well as from business publications; therefore, they can make no claim
to completeness.
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[3] As of 1989, direct foreign investment operations in the United States included
the following stand-alone facilities: Honda (Marysville, Ohio), Nissan (Smyrna,
Tennessee), Toyota (Georgetown, Kentucky); in addition, Honda and Toyota
had assembly subsidiaries in Canada. Production joint ventures included: Gen-
eral Motors/Toyota (Fremont, California), Ford/Mazda (Fiat Rock, Michigan),
Chrysler/Mitsubishi (Bloomington, Illinois), General Motors/Suzuki (Canada),
Subaru/Isuzu (projected).

[4] The initial (1981) agreement restricted Japanese export to the United States to
approximately 1.7 million units/year; this limit was subsequently raised to 2.4
million units.

[6] The emphasis on objective characteristics is necessary because less easily doc-
umented images of quality, reliability, and pleasing design also played a major
role in the success of imports in the American market.

[6] One of the puzzling aspects of the case is that the European subsidiaries of
Ford and GM had consistently managed to match their competitors in technical
features, design, and quality. What factors retarded (or prevented) the transfer
of this knowledge to their American parent organizations?

[7] In this connection, it is interesting to note that one of the earliest joint ventures
was formed in the 1960s, between Borg Warner, an American transmission pro-
ducer, and Aisin Seiki, a transmission supplier to Toyota (Womack, 1988).
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Chapter 12

Some General Regularities
of Techno-Economic
Evolution*

Serget Yu. Glaziev

12.1 Introduction

One of the most exciting phenomena of the modern world is the fundamen-
tally homogeneous direction of the overall techno-economic development tra-
jectory in practically all regions of the world. The existing economic systems
in different countries are collapsing one after another under the pressure of an
expanding tndustrial culture and are becoming drawn into the international
division of labor. Simultaneously, their economic development is influenced
by the general regularities of the world techno-economic system, the rhythm
of which is set by the industrially developed countries. These general regu-
larities of long-term techno-economic development, invariant under different
sociopolitical systems, are the subject of this chapter.

*We gratefully acknowledge permission to use parts of the original version of
this paper which appeared in Communist FEconomies, Volume 2, No. 2 (1990),
© Carfax Publishing Company.
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12.2 Regularities of Technological Change

The key factor that directs the overall techno-economic development trajec-
tory is technological change. During the last few decades the problems of
technological change have been the focus of interest in economics. A new
concept has evolved which views economic dynamics as an uneven and uncer-
tain process of evolutionary development (Dosi et al., 1988). From this point
of view technological change is a complex interaction of various technologi-
cal alternatives, carried on by competing and collaborating economic agents
in similar institutional environments. The selection of techno-economic de-
velopment alternatives and their implementation in technological shifts and
structural changes take place as a result of learning processes (which are
determined by various nonlinear feedbacks — positive and negative) that in-
fluence the dynamics of the interaction of technological and social change.

The concept of economic growth as a complex, nonlinear and uncertain
process involving permanent changes, allows us to develop a new approach in
studying the regularities in long-term techno-economic development and the
management of technological change. Feedbacks stipulate the interaction of
various elements in the socioeconomic system in the course of technological
shifts and determine the directions and rates of evolution of the economy.
The modeling of these feedbacks becomes a priority task of economics.

This new approach predetermines a new vision of economic structure.
It is important to select a view of the economic system that can ensure
the stability of its components and of interrelations between them in the
process of technological change. Such a vision of economic structure assumes
a corresponding choice of its primary element. This element should not
only preserve integrity in the process of technological change, but it should
be a carrier of corresponding innovations, i.e., it need not necessarily be
disaggregated to describe and measure them.

The changing driving forces of the form and direction or of the overall
techno-economic development trajectory have recently been summarized by
Freeman and Perez (1988). In a Schumpeterian tradition, they distinguish
four successive modes of growth (or techno-economic paradigms) since the
onset of the industrial revolution. These modes of techno-economic develop-
ment are driven by the growth of leading branches and growth sectors which
involves a synergetic aggregate of key factor industries, technologies, and
infrastructures.
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Thus, as an element for the analysis of the overall techno-economic de-
velopment we suggest a totality of technologically connected production pro-
cesses preserving its unity in its evolution. Such totalities are united into a
stable self-producing unity — a technological wave (TW). The latter covers a
macroeconomic production cycle - from the extraction of natural resources
and labor force education to final consumption.

The production sections contained in a single TW develop more or less
simultaneously because of their technological interconnection. Any change
in one of the elements of the TW initiates a corresponding change in other
elements in the chain of production units. The broadening of each tech-
nological process is conditional on the development of the whole group of
interconnected production systems.

The primary element of technological change is the innovation. The de-
velopment of any technological system begins with the introduction of a
basic innovation which is then followed by others. Basic innovations are
usually radically different from their traditional technological surroundings.
The effective functioning of a new formation can be achieved only through
an adequate technological chain. The inclusion of new technological sys-
tems in traditional technological chains does not, as a rule, lead to signifi-
cant technical progress, because their advantages are not always recognized.
Techno-economic development takes place through the establishment of new
technological chains based on clusters of technologically connected innova-
tions which are combined in new TWs. Technological change does not pro-
ceed with the more or less smooth introduction of new technologies, the
elimination of the old, and the gradual raising of the overall technological
level of production. It is, in essence, a sequential process of long periods
of evolutionary development of TWs, broken up by occasional revolution-
ary changes in the technological base of the economy through replacement
of the dominant TWs. The replacement of one dominant TW by another
is accompanied by the reconstruction and elimination of a large number of
technological processes which form the base of the previous TW, and by the
disintegration of the corresponding production links with the rapid diffusion
of new technological processes and production systems.

It makes no sense to ask what is the main driving force in the genesis
of each TW - technological possibilities or consumer needs — or in which
sector of the economy does the original impulse for the technological break-
through arise. Research shows that innovations and shifts in different sec-
tors (machinery, raw materials, energy sources, construction, transport, and
communications) are interdependent. They stimulate and complement each
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other. Radical discoveries and inventions relating to one of these sectors are
not put into practice, or at the very least do not receive adequate diffusion,
without the appearance of corresponding innovations in other sectors.

Each period of domination of a particular TW is characterized by a set
of base technologies, a group of leading branches, a type of consumption
and labor qualification, dominant energy sources, materials, and modes of
transport and communications. There is a continuity between the consec-
utive stages of development and the corresponding TWs, i.e., the material
and technical base for a particular stage emanate from the development of
the previous stage. The birth of a new TW occurs within the old one, and
in further development it adapts the production units that existed in the
previous stage to the needs of its evolution.

The results of the research done in recent years into the long-term trends
of technical and economic evolution in the industrially developed countries
(see, for example, Dosi, 1983; Freeman, 1983; Griibler, 1990; Mensch, 1979;
Piatier, 1984; Nakicenovié¢, 1986; Vasko, 1987) allow us to conclude that since
the first industrial revolution five technological waves have been observed,
based successively on the mechanization of the textile industry (first TW),
machine technologies connected with the use of the steam engine and rail-
ways (second TW), electrotechnical machinery and the electrification of the
economy (third TW), comprehensive development and the use of chemicals
and motor vehicles (fourth TW), and telecommunications and microelec-
tronic technologies (fifth TW).

The evolution of each technological wave can be schematically repre-
sented by two pulsations. The first pulsation (the formation phase) takes
place in an unfavorable economic and social environment which is deter-
mined by the previous technological wave (still predominating at that time).
In the second stage the technological wave expands rapidly after it over-
comes the social and economic barriers as a result of institutional changes.
In this stage the TW becomes the main carrier of economic growth. With
the exhaustion of technical improvement possibilities in the industries that
constitute the predominant TW, and with the saturation of corresponding
consumer needs, the predominant TW expansion becomes inefficient and the
period of institutional change comes round again. The successive substitu-
tion of predominant TWSs generates low-frequency variations (long waves) in
world economic development.



S.Yu. Glaziev 299

12.3 Technological Change in Different
Economic Systems

In a market economy the discontinuities of economic growth associated with
the TW substitution appear empirically to have become more established,
albeit interpreted from a number of different theoretical perspectives (see,
for example, Delbeke, 1983; Freeman, 1983; Mensch, 1979; Vasko, 1987,
among others). Such discontinuities in economic development can be ex-
plained with the help of known regularities of capital reproduction. With
saturation of the corresponding type of consumption demand and exhaus-
tion of the possibilities of further technological improvement in the life cycle
of each TW, a phase of decay sets in, when the marginal efficiency of in-
vestment in that group of technologies and industries falls sharply. Further
growth of national consumption and production, in addition to maintaining
the profitability of the latter, requires new investment to be channeled to
the radically new technologies of the next TW. The latter, as a rule, already
exist in the form of inventions, R&D results, and design documentation.
However, their pervasive diffusion is restricted by inadequate socioeconomic
conditions: the common interests of workers (unwilling to lose their jobs
and see their skills devalued), shareholders (interested in a return on capital
invested in traditional TW industries), and corporations (interested in the
expansion of conventional technologies). A high level of inertia in socioeco-
nomic institutions leads to prolonged depression. During this period a large
part of the available capital can find no profitable investment application
and is partially lost in speculative operations. Simultaneously, the growth
rates of all macroeconomic indicators decrease, including the real income of
the population. It is only with the implementation of corresponding insti-
tutional changes and organizational and social innovations (it takes time to
realize that they are necessary) that possibilities for the rapid growth of the
new TW industries appear. Surplus capital is gradually spent, large-scale
redistribution of resources takes place, and the economy embarks on a new
expansion path of economic growth.

During the TW growth phase in a market economy stable circuits of re-
source distribution are formed, which determine the expansion of production.
Private and public organizations, official regulatory bodies, and other eco-
nomic institutions become connected with the technologies of the given TW.
This prevents the redistribution of resources into new technologies, leading
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to overaccumulation of capital in traditional TW industries which are sat-
urating. The economy enters a stage of long-term recession, characterized
by low investment, underused capacity, and high unemployment. With the
aggravation of social tension a search for new directions of economic activity
begins. Government and corporations start to introduce social, organiza-
tional, and technological innovations, making way for the new TW.

In a world market economy the above mechanism works on a global scale.
Facing falling demand in the local market, corporations start to export goods
and capital, thus diffusing the corresponding technological wave throughout
the world economic system. It reaches the limits of its diffusion in a number
of countries, connected by intensive trade flows, more or less simultaneously,
leading to worldwide overaccumulation of capital. The country that is the
first to introduce the necessary social and technological innovations in order
to make way for the next TW initiates a new long growth phase, frequently
attaining a leading position in the world.

The substitution of technological waves in market economies is deter-
mined by the regularities in the way the capital market functions. In modern
centrally planned economies there is no capital market, therefore technolog-
ical wave substitution takes other forms.

Centrally planned economies are characterized by a high degree of stabil-
ity in industrial relations (i.e., relations between enterprises, ministries, state
authorities, etc.) and institutions that determine the flow of resources. The
result of this is an inertia in technological evolution which leads to difficulties
for structural change in the economy. The reasons for this great stability
and inertia in centrally planned economies can be found in the regularity in
the functioning of large economic organizations which form the basis for its
economic mechanism.

The natural tendency of any organization to strive for stability, both
internally and externally, produces an internal resistance to innovation.
Any serious innovation will inevitably disrupt existing communications and
management processes, which obviously results in resistance among those
affected.

Usually management introduces a radical innovation only if it is necessary
for its survival in a changing environment. Consequently, in a stable exter-
nal environment one can hardly expect a high degree of innovative activity.
The reverse side of a high degree of stability is the absence of independence.
Enterprises concerned with introducing significant innovations do not as a
rule have the capacity to do so independently. Decisions on important inno-
vations are made at the top level of the economic hierarchy. The enormous



S.Yu. Glaziev 301

scale of its subordinate estates and the solid management power of the min-
istry apparatus give a high degree of stability to its work and consequently
result in a low degree of innovation.

The stability of the enterprises’ economic environment under a certain
ministry is complemented by a system of relevant interbranch relationships
and central planning institutions. Its basic components are: the practice
of planning by means of extrapolation, the allocation of capital investment
according to production growth objectives, the provision of supplies to en-
terprises according to schedules set in advance by Gossnab (the State Supply
Administration), and the preparation of plans on the basis of the national
economic need as set by Gossnab — which in practice is a simple compilation
of the orders of enterprises, usually calculated (with annual planning and
a lengthy interval between putting in orders and receiving plan tasks) by
proportionally increasing the orders of the previous year. Yet other compo-
nents include the budget financing of capital investment plus a soft credit
system, cost-based prices which guarantee the covering of any production
costs regardless of the social utility of the resulting product, and the ac-
tivity of Gosstandart (the State Standards Administration) which prevents
any changes in the technology of production, whether for better or for worse.
The organization of R&D also forms part of this mechanism of stable ex-
tensive production across different (unchanged) technological trajectories.
The subordination of most scientific organizations to the ministries and the
management of science by mass production methods promote an incremental
style of technological changes.

Thus extremely stable industrial relations arose in the centrally planned
economy, providing stable conditions for the extensive reproduction of ex-
isting technological processes. Its basic features were formed before the
Second World War, serving as a powerful means for the rapid expansion
of production typical of the third TW. Today it continues to provide un-
changing flows of resources and products. The technologies of a new TW
are introduced along with the old, by the formation of new branches and
sub-branches, which receive resources for expanded production. As a conse-
quence of their technological incompatibility with conventional technologies,
however, the management bodies responsible for their development try as
much as possible to create their own technological base. Thus, the new TW
develops autonomously, but such reproduction, based on internal accumu-
lation, proceeds extremely slowly. The expansion of the new TW requires
redistribution of resources and the adaptation of conventional technologies.
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This presupposes the breakdown of old technological chains and the corre-
sponding economic information flows, which in turn is impossible without
the reorganization or liquidation of many institutions serving the traditional
technological systems. Until this happens the new technological structures
develop parallel to the expanding reproduction of the old. With time a
number of autonomous TWs form, functioning within a stable regime of
expanded production.

In the system of management of the centrally planned economy there
was no mechanism of automatic redistribution of resources from obsolete
industries to new ones. Resources were distributed by stable circuits of in-
dustrial relations, according to the interest of ministries. For that reason
development of new industries was very slow, with simultaneous excessive
expansion of the established ones. The result is a specific situation of si-
multaneous diffusion of the consecutive and parallel existence of multiple
TWs. It is followed by a number of negative consequences; overproduc-
tion of obsolete products, superfluous economic activity, the overexpansion
of resource-producing industries, considerable national economic losses, and
generally low efficiency of production.

12.4 Measurement of Technological Wave
Substitution

In order to obtain evidence supporting the above hypotheses, we have un-
dertaken empirical research on the formation and substitution of TWs dur-
ing the last century. During this period one can see three successive TWs
or techno-economic paradigms replacing their predecessors in industrial-
ized countries (see, in particular, Freeman and Perez, 1988, for a detailed
account).

The formation of the first, which we refer to here as the third TW, began
in Russia in the last quarter of the 19th century, slightly later than in the
leading industrialized countries. Its nucleus was electric power and electrical
machinery. The diffusion of the technologies of this TW was accompanied
by the mechanization of the basic technological processes and corresponding
changes in the quantity and skill level of labor. The most important indus-
trial material was steel, including rolled steel. The energy source was coal,
while the main form of land transport was rail. Production was oriented
toward high-volume resources, universally applicable machinery, and labor
with low qualifications (by today’s standards). The development of this TW
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was accompanied by rapid urbanization and radical changes, not only in the
structure of consumer demand, but also in the lifestyle of the population.

By the beginning of the 1930s the mechanization of production, the im-
provement in the qualifications of the labor force, shifts in the fuel-energy
balance toward liquid fuel, the growth in total energy consumption, as well
as the establishment of new systems of mass communications and a new
transport infrastructure (roads), created the conditions for the growth of a
new (the fourth) TW in the developed market economies. Research into the
rate of change in the use of traditional industrial materials, as well as the
production of types of products characteristic of the third TW, shows that
the technologies contained in it continued to be used in the leading market
economy countries right up to the mid-1960s.

However, the basic engine of technical and economic development in the
post-war years was the fourth TW. Its nucleus was the chemical industry
and associated machine-tool production industries (chemical engineering)
and the motor industry, which underwent further development, while road
vehicles became the major mode of transport. Characteristics of this stage
were the mechanization and automation of many basic technological pro-
cesses, the growth in the specialization of production, and its reorientation
from the use of high-volume resources and universal machinery to quality
raw materials and specialized equipment. Electric power consumption grew
at very high rates, while the shift in the fuel-energy balance toward oil con-
tinued until it finally replaced coal as the leading source of energy