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ABSTRACT 

The paper consists of two parts. The first part reviews the research on age-period-cohort 
analysis (APC) of mortality where APC models are extensively applied. A number of 
solutions to the identification problem are reviewed. It is claimed that the identification 
problem is not a problem of model specification, but a problem of measurement and 
specification. 

In the second part of the paper, APC models are applied to mortality data. With the 
recent opening of the Soviet society, many demographic data that have been inaccessible 
for researchers have now become available. This is especially true of mortality data. By 
applying APC analysis for age-specific mortality rates for Soviet republics (or former 
Soviet republics), the authors try to separate contemporary and historical factors and thus 
capture several events that took place in Soviet history. Comparative analysis of age, 
period and cohort effects for different regions of the USSR are presented. 
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AGE-PERIOD-COHORT (APC) ANALYSIS OF MORTALITY 
WITH APPLICATIONS TO SOVIET DATA 

Frans Willekens and Sergei Scherbov 

1. INTRODUCTION 

Classical cohort analysis, or age-period-cohort (APC) analysis, is a method for exploring 
time series of demographic data and for the comparison of life courses of different 
cohorts. The time series generally consist of data classified by age and period (e.g. 
calendar year). Sometimes data are grouped by age and cohort. Variations in the age 
profiles are attributed to contemporary and historical factors. The contemporary factors 
are usually referred to as 'period effects' and are generally approximated by the calendar 
year. The historical factors represent the influence of the past on current behavior or 
experience and are usually referred to as 'cohort effects'. Cohort effects occur whenever 
the past history of individuals exerts an influence on their current experience or behavior 
in a way that is not fully captured by the age variable (Hobcraft et al., 1985, p. 97). The 
main contribution of APC analysis is that the impact of societal and technological 
processes on demographic experience is conceptualized in its historical and contemporary 
dimension. 

The cohort or generation is an important concept in the study of changes in human 
behavior and experiences over time. The interest in cohort analysis is particularly large 
when discontinuities occur in trends. Cohort analysis is expected to reveal and quantify 
the impact in time of these discontinuities. Mannhein, who introduced the cohort concept 
into sociology in 1928, ascribed growing interest in the cohort problem to political 
discontinuities in the late 19th century. The trends that are studied may relate to social, 
economic, demographic, health or other variables. As a consequence, cohort analysis is 
broadly applied. For a general review covering several disciplines, see Hastings and Berry 
(1979). Hobcraft et al. (1982) review demographic studies, Breslow (1985) and Lidell 
(1985) discuss cohort analysis in epidemiology, Baltes et al. (1979) address cohort studies 
in psychology and Attias-Dunfot (1988) presents a comprehensive treatment of the cohort 
(generation) concept and generation theories in sociology (with at least one major 
omission, namely the classical article by Ryder published in 1965). 

The subject of this paper is the method of age-period-cohort analysis and its application 
to mortality trends in the Soviet Union. Section 2 presents a general introduction to APC 
analysis. The literature on APC analysis of mortality data is reviewed in Section 3. The 
main part of the paper (Section 4) deals with the specification and estimation of the APC 
model and the interpretation of the model parameters, which represent the effects of age, 
period and cohort. In Section 5, the model is applied to unravel age, period and cohort 
effects in mortality data of the USSR and its regions. The data consist of age-specific 
mortality rates of the USSR from 1958 and of its regions from 1970. The results are 



compared to those of a recent study of trends in Soviet mortality. Section 6 concludes the 
paper. 

2. APC ANALYSIS: AN INTRODUCTION 

In traditional APC analysis, the contemporary factors are approximated by the current 
period and the historical factors are represented by the year or period of birth. Current 
period and period of birth are not causal factors in the analysis. They are crude 
indications of the macro-setting that changes over time and in which demographic 
phenomena are embedded. In the traditional analysis, the demographic rates, measured 
for a given age group during a given period, are decomposed into an effect of age 
grouping (age effect), an effect of contemporary factors (period effect) and lasting effect 
of historical factors experienced by the group of people to which the rate applies (cohort 
effect). A (birth) cohort is generally defined as a group of people born during the same 
period; in APC analysis, it is interpreted as a group of people who lived through 
comparable historical or structural contexts (e.g. depression, war period, period of rapid 
technological change). They may be referred to as 'contemporaries'. Although the impact 
of past common experiences remaining at the time of observation is likely to differ for 
each member of the group, there is probably some effect that is still felt by all members 
of the group. That effect is the cohort effect. APC analysis attempts to unravel inter- 
cohort differences and intra-cohort variations. 

The APC analysis combines the two viewpoints traditionally distinguished by a 
demographer when analyzing demographic data. One approach examines changes from 
year to year. Period analysis, as this approach is known, is particularly useful when rapid 
changes occur, such as technological or legal changes that directly affect the 
controllability of demographic processes, or a war or a revolution resulting in transitory 
behavioral changes such as the postponement of births. The other approach, cohort 
analysis, is better suited for the study of fundamental changes in behavior such as an 
increase in health conditions and life expectancy. For a comprehensive treatment of APC 
analysis in demographic and social research, see Mason and Fienberg (1985). 

The traditional APC model is not an explanatory model but a statistical accounting 
scheme. To interpret the period and cohort effects, one must look for attributes of the 
historical contexts that brought about the effects; the age effects must be related to 
attributes of human development over the life-span. The new approach to cohort or APC 
analysis introduces two major changes. First, it adopts a multilevel perspective: the 
characteristics of a cohort are aggregated outcomes of the individual behavior of cohort 
members in the societal and technological contexts. In other words, the effects of 
contemporary and historical factors on demographic change are mediated by individual 
characteristics, including the stage in the life course. Second, it adopts a process 
~erspective and calls for longitudinal data to investigate the processes as they evolve. 

Nowadays, dying is rarely a sudden event; it is usually the culmination of a 
lengthy process during which the individual has suffered to a greater or lesser 
degree from diseases or handicaps which affect his mortality risk. It is thus a 
complex process (morbidity), the conclusion of which (death) cannot be studied 



without taking into account the process which preceded it: the population 
distribution of morbidity is a prime determinant of mortality risks and in turn 
the selection effects of mortality determine who survives with a chronic 
degenerative disease (van Poppel, 1990, p. 241). 

The modern APC analysis is process-oriented and integrates life course analysis into 
cohort analysis. The integration signifies that events are simultaneously studied in two 
time scales: age and historical time. Representatives of this new school of thought include 
the sociologist Mayer (see e.g. Mayer and Huinink, 1990) and the demographers Caselli 
and Wunsch (see e.g. Caselli et al., 1990). 

Caselli and Wunsch develop their theoretical framework as part of a study of adult 
mortality. It is interesting to note that the 'modern' approach adopts more fully than 
previous approaches the version of cohort theory promoted by Ryder (1965) in his classic 
paper. Ryder states that 

transformations of the social world modify people of different ages in different 
ways; the effects of these transformations are persistent. In this way a cohort 
meaning is implanted in the age-time specification. Two broad orientations for 
theory and research flow from this position: first, the study of intra-cohort 
development throughout the life-cycle; second, study of comparative cohort 
careers, i.e. intercohort temporal differentiation in the various parameters that 
may be used to characterize these aggregate histories (Ryder, 1965, p. 861). 

Ryder emphasizes the need for a theoretical formulation of the phenomena under study 
and a focus on processes instead of on "the illusion of immutable structure" (Ryder, 1965, 
p. 859). The approach advocated by Ryder is similar to the one suggested by Baltes and 
Nesselroade (1979) for psychological research. 

3. APC ANALYSIS OF MORTALITY: A BRIEF HISTORY 

Although the impact on mortality trends of intergenerational variations in health was 
recognized in the 1920s, it was not until the 1970s that the cohort perspective was more 
generally adopted for the analysis of mortality trends. In general, cohort analysis and 
APC analysis has been motivated by one of two questions. The first focuses on the 
regularity of observed patterns and is associated with descriptive research; the second 
emphasizes the underlying mechanisms causing the regularity and is mainly associated 
with explanatory and epidemiological research (Hobcraft et al. (1985) make the same 
distinction; see also Hobcraft and Gilks, 1984). The two questions are the following: 

a. Does an age distribution of a demographic phenomenon (e.g. mortality) exhibit a 
greater regularity when presented for a cohort than for a particular period? The age 
profile exhibited by period data confounds the effect of generational differences. 
This question is particularly relevant for demographic forecasting. 

b. Do events and experiences early in life affect experiences later in life? In this 
perspective, cohort analysis derives its importance from the plausibility of biological 
mechanisms rather than from the use in forecasting. 



According to Hobcraft et al. (1985, p. 103), Derrick (1927) was the first to argue that 
cohorts provided a more consistent basis for projecting mortality than did period rates. 
The conclusion was based on a graphical examination of the logarithms of age-specific 
death rates for England and Wales from 1841 to 1925, omitting the experience of World 
War I, which indicated that the ratio of mortality for one cohort to that of another cohort 
was approximately constant for all ages above 10. Caselli and Capocaccia (1989), 
however, review a study published in 1912 by Mortana, in which he studied the presence 
of possible selection effects in infancy on mortality at old ages. Pollard (1987, p. 58) lists 
studies which found that generation curves exhibit a greater degree of regularity. These 
studies are published in the 1920s and 1930s; in recent times, this regularity has not been 
observed to the same extent. Manton (n.d., p. 31) reports that period mortality schedules 
tend to overestimate cohort mortality rates. This is particularly so when part of the cohort 
is eradicated by a war. Since relatively healthy persons are selected for active service, 
they suffer great losses, while less healthy people are more likely to survive. This adverse 
selection leads to an overestimation of true mortality some decades later (Dinkel, 1985, 
p. 95). The selection is also in effect when mortality is studied by cause of death. 

Explanatory research into the mechanisms underlying changes in mortality patterns focus 
on the impact of early experience on subsequent behavior. Kermack et al. (1934), 
studying time series of death rates of England, Scotland and Sweden, argued that the 
cohort differences in mortality was not a consequence of a series of independent 
conditions affecting successively older ages; instead, the health of a cohort was principally 
determined by environmental conditions encountered in its first 15 years of life. The 
authors also found that improvements in early childhood mortality followed mortality 
improvements in ages of maternity. They argued that early childhood mortality was 
closely linked to the health and physique of mothers. Kermack et al. adopted the life 
course perspective on cohort analysis long before it became popular in the 1980s when 
individual-level data became available. Preston and Van de Walle (1978), studying French 
data, and Caselli and Capocaccia (1989), using Italian data, demonstrated a positive 
relation between infant and child mortality and adult or old-age mortality (weakening 
effect). Others, however, stressed that high infant and child mortality result in lower 
mortality at higher ages because of a selection effect (e.g. Manton et al., 1981). 

The introduction of cohort analysis in public health is generally attributed to Andvord 
(1921, 1930) and Frost (1939), who showed that apparent changes in age-specific rates 
of mortality from tuberculosis (TB) could be viewed as translations of declining TB 
mortality across cohorts with a relatively constant age profile of TB mortality. The 
authors believed that the TB infection occurred early in life and that the disease has a 
highly variable incubation period, tending to the lengthy (see Mason and Smith, 1985, p. 
155). This implies that differences in infection rates in childhood largely determine 
differences in cohort experience. The authors suggested that, in the absence of effective 
chemotherapy, successive cohorts moved through life as though they had different 
probabilities of dying from TB assigned at birth. McKeown (1976), who has carried out 
one of the most authoritative research into causes of decline in mortality from micro- 
organisms, argues in the case of TB that changes in the probabilities of dying from TB 
are preceded and caused by improved nutrition (for a discussion, see Mason and Smith, 
1985, pp. 156ff.). A major contribution of the study was the demonstration that the age 



distribution of mortality from TI3 was constant (regular) in cohorts rather than in periods 
and that period analysis may lead to erroneous conclusions. 

Case (1956) adopted a cohort perspective in the study of long cancer in England and 
Wales for the period 1911-1954. The importance of cohort effects rested on the 
plausibility of biological mechanisms rather than on statistical tests. Case argued that the 
fact that successively younger cohorts were smoking cigarettes more heavily caused the 
cohort effects. Other references are listed in the bibliography and Appendix B. 

A major research preoccupation of those European countries which were actively 
involved in World Wars I and I1 was examining the health and mortality situation at 
advanced ages of men who saw active service. The studies revealed two major findings. 
First, it has been shown in France, Italy and the Federal Republic of Germany that male 
cohorts which participated in World War I subsequently experienced higher mortality 
than adjacent cohorts who were not involved in the conflict. Second, in Italy and the 
Federal Republic of Germany, the same excess mortality has been detected among those 
who were born or were adolescent during the war years (Vallin, 1973, 1984 (France); 
Horiuchi, 1983 (Federal Republic of Germany); Caselli and Capocaccia, 1989 (Italy); 
Caselli et al., 1986 (Italy and France)). Boleslawski (1985) found a similar impact of 
World Wars I and I1 in Poland. In France, no notable weakening of the cohorts born 
during the World Wars was found (Wilmoth et al., 1988, p. 16). Anderson and Silver 
(1989) studied mortality data from the Soviet Union from 1958-59 to 1986-87 and found 
that males and females who were born during World War I1 and males who were 
adolescent during that time experienced significantly higher mortality as they aged than 
would have been expected on the basis of their age at a given time and the overall 
mortality conditions of the given period. The prolonged mortality effect on those who 
were adolescent during the war is attributed to the lasting effect of malnutrition on 
cardiovascular development (Horiuchi, 1983). 

Caselli (1990) reports a remarkable observation for Italy. Very high levels of excess male 
mortality are found in the late 1960s for cohorts born during or just before World War 
I. She speculates that better living conditions allow more individuals to survive and make 
them more resistant to death until around age 50 (Caselli, 1990, pp. 239 and 245). In the 
Soviet Union, the rise in mortality of males in the working ages in the 1960s was 
attributed to World War I1 (Benyi and other Soviet scholars, quoted in Anderson and 
Silver, 1989, p. 477). Dinkel (1985) also suggested that the increase in male mortality in 
the 1960s might be attributed to the weakening effects of World War 11. Anderson and 
Silver are reluctant for such an interpretation of the cohort mortality estimates because 
they can trace at most only 30 years of the mortality experience of any cohort (Anderson 
and Silver, 1989, p. 492). 

4. STATISTICAL THEORY 

The statistical theory of APC models is of a recent date. According to Hobcraft et al. 
(1985), the first properly identified APC model was specified by Greenberg et al. (1950). 
The age effects were parameterized through a beta distribution. The first author to make 
the linear identification constraint explicit was Beard (1963). Examples of APC analysis 



of mortality trends include Barrett (1973, 1980), Osmond and Gardner (1982), Osmond 
et al. (1982), Tu and Chuang (1983), Geddes et al. (1985), Mason and Smith (1985), etc. 
The state-of-the-art in the mid-eighties of the statistical theory of the APC model was 
discussed by several authors in the book edited by Mason and Fienberg (1985). 

The application of an APC model to a time series of age-specific data raises a statistical 
problem, which is known as the identification problem and which received much attention 
in the literature. When the data are presented in an age-period table, as is common in 
APC studies, the cohort cannot unambiguously be identified. For instance, a 20-year old 
person who experiences an event in 1991, is born in 1970 or 1971. If the event occurs 
before the birthday, the person is born in 1970. The person belongs to the 1971 birth 
cohort, however, if the event occurs after the birthday. The cohort effect cannot uniquely 
be determined since the cohort is not properly measured. All that can be estimated is the 
difference between cohort effects. The problem is known as the identification problem. 
The identification problem is solved by equating two cohort effects or fixing a cohort 
effect to a given value (aliasing). Analogously, a person born in 1971 experiencing an 
event in 1991, may be either 19 years of age (if the event occurs before the birthday) or 
20 years (if the event occurs after the birthday). If the data are arranged by year of 
occurrence of the event and year of birth, the age effect cannot be fully disentangled. The 
reason is not the linear relationship between age, period and cohort, as is suggested in 
most of the literature, but the inadequate measurement of age, period and cohort (see 
Willekens and Baydar, 1986; Robertson and Boyle, 1986; Osmond and Gardner, 1989). 
The measurement problem may be demonstrated graphically with the Lexis diagram (see 
Appendix A). The identification problem may be removed by 

a. proper measurement of the timing of the event (date of occurrence, date of birth 
and age), - 

b. combining ages, cohorts or periods such that the number of effects to be determined 
reduces compared to the number of observations, 

c. imposing restrictions on the values of the parameters (identification specifications), 
d. substituting the age, period and/or cohort variables by other (better) proxies of life 

cycle stage, contemporary factors and historical factors, respectively. 

The first approach was used by Willekens and Baydar (1986) and Robertson and Boyle 
(1986). The second approach is adopted in this paper. The third approach is followed in 
much of the traditional APC analysis (for a review, see Willekens and Baydar, 1986). The 
fourth approach is applied by Heckrnan and Robb (1985) and Blossfeld (1986) among 
others. The fourth approach is to be preferred if data permit. 

In this paper, the APC model is presented as a special case of a generalized linear model 
(GLM). A similar approach was adopted by Willekens and Baydar (1986). The number 
of deaths is a random variable associated with a stochastic process. Model fitting consists 
of three interrelated steps, following McCullagh and Nelder (1983): (i) model selection 
(model specification or identification), (ii) parameter estimation, and (iii) prediction. 



A. Model Selection 

The model relates the outcome of the random process to the parameters of the process. 
The outcome is the number of events (deaths) in a particular interval, or any function of 
number of events. In this paper, we study the trend in death rates, defined as the ratio 
of the numbers of deaths and population at risk. The number and types of parameters 
are determined by the type of data that are available. One parameter is associated with 
each age, cohort and period. 

B. Estimation 

Given the model, we have to estimate the parameters from the data and obtain some 
measure of the accuracy with which we have estimated them. 

C. Prediction 

Prediction is concerned with the outcome of the actual random variable. Prediction is 
commonly thought of in the context of forecasting a future value of a variable. However, 
prediction is wider in scope and is used to indicate that the value assigned to a random 
variable is to be determined. 

4.1. Model Selection 

Models that we select to represent the data belong to the family of generalized linear 
models. An important characteristic of GLM's is that they assume independent 
observations. In case of non-independence, the variances will be larger than in the case 
of independent observations. It is assumed that deaths are generated by a Poisson 
process, hence the observed numbers of deaths follow a Poisson distribution. The Poisson 
assumption is justified when the death rate is low. In that case, the Poisson distribution 
is an adequate approximation of the binomial distribution, which describes binary 
response data (e.g. deaths/survivors) (McCullagh and Nelder, 1983, p. 74). The 
assumption that the number of deaths is an outcome of a Poisson process, has become 
widely accepted in the literature and is implicit in the log-linear analysis of mortality rates 
(see e.g. Holford, 1980; Laird and Olivier, 1981; Frome, 1983, with a discussion by 
Nelder, 1984; Egidi et al., 1990). 

The dependent variable is the death rate, which is the ratio of the number of deaths and 
the total duration during which the population is exposed to the risk of dying. Since the 
exposure varies with the death rate, both the numerator and the denominator of the 
death rate are random variables and are interdependent. The dependence complicates 
the analysis substantially. Therefore, it is generally assumed that the denominator is fixed, 
i.e. independent of the number of deaths. If the death rate is small, the assumption is 
realistic. For a discussion of the issue, see Hoem (1984, pp. 41ff.) and Breslow and Day 
(1985, p. 57). 



A major problem in model selection is the choice of variables to be included in the 
systematic part of the model. The strategy adopted in this paper is to associate one 
parameter with each age, period and cohort category. 

Let n,, denote the observed numbers of deaths of age x, period t and cohort c. Let N,, 
denote independent random variables having Poisson distribution with positive parameter 
A,,. A,, is the product of the death rate and the duration of exposure to the risk of dying 
in year t by individuals of age x and cohort c, which is assumed to be fixed (L,,). The 
true value consists of two components: a systematic component, predicted by the model 
to be specified, and a random component. To be precise, the random component must 
be separated into two parts. One is a part due to our ignorance, i.e. the absence of a 
complete observation; the other part is due to the fact that the outcome of any random 
process is inherently uncertain even if we have all the necessary data to predict the 
outcome. No distinction between the two parts is made in this paper. 

Let A,, denote the systematic component and cxtc the random component. The model is: 

with E(nxtc) = A,,, 
E(&xtc> = 0. 

A. The Systematic Component 

The parameter A,, of the Poisson distribution and A,,, are assumed to satisfy a model 
that is loglinear in a set @ of unknown parameters. One parameter is associated with each 
of the ages, cohorts and periods. The systematic component is 

where @ = {a at, 7,) and Lxc, is the duration of exposure assumed to be given. Model 
1' 

(2) is the multiplicative formulation of the log-linear model. The additive formulation is 
obtained by taking the natural logarithm of both sides. In that case, the In of the 
dependent variable is linear in the parameters. 

The unknown parameters must be determined from the data. That can be shown by (i) 
writing the probability density of the outcomes of N,,, which gives the probability of 
observing any of the possible values of N,,, n,, say, given the model and data, and (ii) 
maximizing that probability. The maximum likelihood estimation of the parameters will 
be discussed after the presentation of the random component. 

B. The Random Component 

The independence and Poisson assumptions imply that the random variable N follows a 
Poisson distribution and that the probability of exactly nxtc deaths in year t of persons of 
age x and cohort c, is given by the probability density function 



The Poisson distribution (3) is a member of the family of exponential probability density 
functions (McCullagh and Nelder, 1983). To show this, we rewrite (3) as follows 

Pr (N,, =n,,) = exp [n,,ln A,, - A,, - In n,,!] (4) 

Since the Poisson distribution is a member of the exponential family and the logarithmic 
transformation of the systematic component is linear in the parameters 0, it is possible 
to estimate the parameters of the distribution by maximizing the likelihood of the 
parameters with respect to the observations on the random variable. We now proceed 
with the estimation. 

4.2. Parameter Estimation 

The parameters Q are estimated by maximizing the likelihood of the outcomes of the 
independent Poisson processes, given the model (2) and the data. Since the logarithm is 
a monotonous increasing function, maximization of the log-likelihood is equivalent to 
maximization of the original likelihood. For a single observation n,,,, the contribution to 
the likelihood is n,,,ln A,,, - A,,,. The log-likelihood of a set of observed flows n,,,, where 
each flow is the outcome of a Poisson process with parameter A,,,, is: 

The maximization is not affected by the last term of ( 5 ) ,  which may therefore be omitted. 

If the model would perfectly predict the outcome of N,,,, i.e. the maximum likelihood 
estimates are equal to the observations themselves (A,,, = n,, and c,, = O), the 
likelihood is the maximum achievable, which is generally finite. To evaluate the goodness 
of fit of the model, we compare the likelihood achieved by the current model to the 
maximum of the likelihood achievable (i.e. the likelihood achieved by the full model). 
The logarithm of the ratio is known as the scaled deviance (see e.g. McCullagh and 
Nelder, 1983, pp. 24-25; GLIM Manual). The deviance is proportional to twice the 
difference between the log likelihoods: 

Large values of S indicate low values of L(A,n) relative to the full model, increasing lack 
of fit. For the Poisson distribution, the deviance is 



If a constant term $I, which is known as the nuisance parameter, is included in the model 
it is generally the case that ~(n,, ,  - A,,,) = 0 so that 

may be written in the more usual form of the log-likelihood ratio which is often used as 
a test in the analysis of contingency tables 

In order to determine the unknown Q parameters with maximum likelihood, we need to 
maximize the log-likelihood function with respect to the parameters. This results in a set 
of normal equations which need to be solved for the unknown parameters. The GLIM 
package, which uses generalized weighted least square, was applied. The weights are 
inversely related to the variances of the estimates. The algorithm uses the Fisher's scoring 
method. If the model is log-linear, the scoring method and the Newton-Raphson method 
reduce to the same algorithm (McCullagh and Nelder, 1983, p. 33; Aitken et al., 1989, 
pp. 324ff). 

4.3. Prediction 

The most probable number of deaths that are consistent with the available data and the 
model are given by the expected values of the N,,,, which is A,,,. The expected death rate 
may be written as follows: 

where the parameters are restricted 

a, = 1,0 ,  = 1 and r, = 1. 

Alternative restrictions may be used. 

5. APPLICATION 

5.1. The Anderson-Silver Analysis 

Anderson and Silver (1989) studied the trends in Soviet adult mortality since 1958-59 and 
outlined three competing explanations for the trends: cohort effects, period effects and 
data quality changes. They were the first to apply age-period-cohort analysis to Soviet 
mortality data. The authors used reported five year age-specific death rates (ASDR) for 
ages 5 to 59. For the USSR as a whole, age-specific rates are published for the years 
1958-59 through 1986-87 in two-year intervals. For republics, the published ASDR's start 
with 1970-71 for two-year periods until 1986-87. The USSR data cover a period in which 



two major reversals in adult mortality occurred: a reversal from a declining mortality to 
an increasing mortality in 1964-65 and a reversal to a declining mortality in 1985. 

The mortality rates that are available every two years for age groups of five years must 
be mapped onto birth cohorts used in the analysis. The authors took the central year of 
birth of a particular age group in a given two-year period and assigned the value for that 
group in that year to the five-year birth cohort in which the central birth year fell. For 
example, for persons aged 10-14 in 1970-71, the central birth year was 1958 (1970.5-10- 
2.5). The ASDR of that group in that year was assigned to the birth cohort of 1955-59 
(Anderson and Silver, 1989, pp. 487ff). The result is an age-period table with several data 
points (observations) for most cohorts. Because the number of period observations 
exceeds the number of period effects to be estimated, the identification problem does not 
arise. The data are given every two years, the period effects are estimated for five-year 
periods (i.e. the effects for the two-year periods within a five-year period are assumed to 
be equal). The cohorts considered are from 1900-1904 to 1975-79. Note that three 
observations are available for the 1975-79 cohorts (mortality rate at ages 5-9 in 1982-83, 
1984-85 and 1986-87). 

Anderson and Silver identify the age, period and cohort effects in a two-step procedure. 
They first estimate the age and period effects exhibited by the age-period table of 
logarithm of death rates. The residuals are used to determine the cohort effects, which 
were generated by forcing the regression through the origin. OLS regression was used to 
obtain the effects. The analysis of Anderson and Silver was repeated for the USSR as a 
whole using exactly the same data and the same method (OLS) but a different package 
(GLIM). Identical parameter estimates are obtained; they are shown in Table 1 in the 
columns labelled 'Anderson&Silver'. The results may be compared with Tables 2 and 5 
in the Anderson-Silver (AS) article. In comparing the figures, the following should be 
kept in mind. First, the effects shown by Anderson and Silver are the natural logarithm 
of the effects shown in Table 1. Second, the period effects in both Table 1 and the AS 
paper are normalized using the 1970 values (1970 = 1 in the multiplicative model and 
0 in the additive formulation of the log-linear model). Third, the cohort effects are scaled 
differently in the AS analysis and our analysis. In the AS analysis, the cohort effects are 
normalized such that the effect of the 1900-1905 cohort is equal to the main effect 
(-0.0859 for males in the additive formulation and 0.91767 in the multiplicative 
formulation of the model). We scaled the effects using the effect of the 1920-24 cohort 
as the unit. Fourth, AS show an effect parameter for the 1975-79 cohort, whereas we do 
not. We exclude the parameter from the table (not from the analysis) because the effect 
of the 1975-79 cohort in the maximum likelihood estimation was aliased (see below). 

5.2. Our Analysis 

The method for estimating the APC model presented in Section 4 differs from the OLS 
estimation procedure used by Anderson and Silver in two ways: 

Anderson and Silver infer the cohort effects from the residuals of the age and 
period effects while we determine the age, period and cohort effects simultaneously. 



Table 1. Comparison of the Anderson and Silver analysis. 

Period E f  fecn ( 1958-59 = I )  

Year 
1958-1959 

1960-1961 

1%2-1963 

1%4-1%5 

1966-1%7 

1968-1969 

1970-1971 

1972-1973 

1974-1975 

1976-1 977 

1978-1979 

1980-1981 

1982-1983 

1984-1985 

1986-1 987 

Males Females Males Females 

0.968 1.315 0.941 1.276 

Cohon Effects(1920-24 = I )  

Anderson&Silver Willekens&Scherbov 

Birth cohort Males Females Males Females 

1900-1904 0.972 0.777 0.903 0.710 

1905-1909 0.976 0.851 0.915 0.799 

1910-1914 0.983 0.927 0.942 0.901 

1915-1919 0.981 0.976 0.963 0.967 

1920-1924 1.000 1.000 1.000 1.000 

1925-1929 1.086 1.065 1.099 1.062 

1930-1934 1.121 1.083 1.185 1.113 

1935-1939 1.112 1.067 1.200 1.092 

1940-1944 1.147 1.108 1.264 1.135 

1945-1949 1.101 1.009 1.171 1.005 

1950-1954 1.158 1.045 1.217 0.998 

1955-1959 1.084 0.997 1.147 0.923 

1960-1964 0.983 0.968 1.054 0.873 

1965-1969 0.948 0.925 0.963 0.798 

1970-1974 0.902 0.905 0.878 0.750 

Age Effects (5 -9  = I )  

Anderson&Silver Willekens&Scherbov 

Period Effects ( 1958-59 = 1) 
USSR, Years 1958 - 1987 

Year 

I +  Md.6 (ABS) ++ Fcm.lc#(ABS) 4- Males (WBS) *- Femlrn (WBS) 

Cohort Effects ( 1920-24 = 1) 
USSR, Cohoas born 1900 - 1974 

Age Males Females Males Females 
5-9 1.000 1.000 1.000 1.000 

10-14 0.797 0.749 0.761 0.702 

15-19 1.627 1.063 1.458 0.933 

20-24 2.690 1.469 2.315 1.215 

25-29 3.618 1.749 3.068 1.394 

30-34 4.734 2.335 4.003 1.800 

35-39 6.073 3.228 5.328 2.498 

40-44 8.105 4.510 7.316 3.490 

45-49 10.894 6.476 10.329 5.212 

50-54 15.701 9.656 15.534 8.158 

55-59 22.511 14.176 23.313 12.871 

1m5-IW 1ms.1m9 1m-1929 1 9 ~ 5 . 1 9 ~ 9  1 ~ 1 5  I W ~  195s 1 9 9  I % ~ - I W  

Birth Cohort 

I + Males (AQS) ++ Fcm.lca (AM) -D- Mala (WBS) -* Fcmalcs (WBS) I 

Age Effects ( 5-9 = 1) 
USSR, Ages 5-59 



Anderson and Silver use the OLS procedure while we use the general weighted least 
square algorithm for exponential family regression models developed by Nelder and 
Wedderburn (1972) and implemented in GLIM to generate maximum likelihood 
estimates. 

In order to measure the impact of differences in method, we fitted the APC model to 
exactly the same data as Anderson and Silver. The results are shown in Table 1 in the 
columns labelled 'Willekens&Scherbov' and in the associated graphs. The period and age 
effects are not much different. The period effects in our analysis are less pronounced in 
the extreme periods which is due to the high variances during these periods. The major 
difference is in the cohort effects, which might have been expected. The effect of 
weighting and the simultaneous estimation of age, period and cohort effect is that part 
of the cohort effects become more significant. Part of the effects that are attributed to 
period and age in the OLS are in fact due to cohort differences. 

Since the completion of the Anderson-Silver paper, mortality data have become available 
for the years 1987, 1988 and 1989. The mortality rates are available annually since 1987. 
In order to estimate the age, period and cohort effects of mortality in the Soviet Union, 
we made use of the additional information. Consequently, the data used in the 
subsequent analysis consist of the data used by Anderson and Silver, augmented with data 
for the years 1987, 1988 and 1989. Note that our data include the year 1987 twice (1986- 
87 and 1987). In addition, we include the age groups 0-4, 60-64 and 65-69. The mapping 
of age groups onto birth cohorts is the same as described in the Anderson-Silver paper. 

The APC analysis was carried out for males and females simultaneously. The model 
included the effect of age, period, cohort, sex and the interaction effect between age and 
sex. The model was fitted to mortality data for the USSR as a whole and for each 
republic. In order to compare the age, period and cohort effects exhibited by the data of 
the USSR with those exhibited by mortality in the USA, the APC analysis was carried out 
for males only. 

A. Mortality of the USSR 

The results for the USSR are shown in Figure 1. The period effects exhibit the increase 
in mortality since 1964-65 and the sharp drop following the drastic measures taken in 
May 1985 against drunkenness and alcoholism in the USSR (Andreev, 1990a, p. 15). The 
increase in mortality in 1987-89 is attributed to the economic crises (Andreev, 1990a, p. 
18). The cohort effect shows a rapid decline since the second World War. The mortality 
of children who are either born during the war or grew up during the war is higher than 
that of other cohorts. The finding is consistent with that of Bednyi and other Soviet 
scholars who claim that World War I1 permanently affected the health and subsequent 
death rates of the young cohorts (quoted by Anderson and Silver, 1989, p. 477). A similar 
weakening effect (for males) was found in Poland (Boleslawski, 1985), Germany 
(Horiuchi, 1983; Dinkel, 1985), Italy and France (Caselli, 1990). 
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Part of the rise in the period effects during the 1960s and the 1970s has been attributed 
to historical rather than contemporary factors. World Wars I and I1 would have a 
weakening effect on the cohorts who were born or were very young during the war. The 
weakening effect of World War I would become pronounced in the 1960s when the 
surviving children of the war pass age 60. Our present analysis does not enable us to 
completely separate the effect of the wars from the contemporary factors in the 1960s and 
1970s. If worsening health conditions in the 1960s affect children of the war differently 
from other cohorts, the effect can only be captured by a period-cohort interaction. The 
addition of period-cohort interaction effects to the APC model increases the size of the 
design matrix substantially. We did not include the interaction term due to computer 
memory problems. Caselli (1990) follows a different approach to capture the period- 
cohort interaction effects measuring the long-term impact of the two World Wars. She 
includes in the APC model the mortality level between ages 0 and 15 years. The 
parameter associated with this variable measures the effect on mortality at later ages of 
the level of mortality during the first part of life. Based on the analysis of Italian data, 
she speculates that better living conditions (after the war) not only allow more individuals 
to survive (increased cohort effect), but also make survivors (of the war) more resistant 
to death until around age 50 (Caselli, 1990, p. 245). 

The combined effects of period and cohort are clearly demonstrated in Figure 2. The 
three-dimensional figure shows the product of period and cohort effects for each year and 
cohort. The age effects are excluded from the data. The figure reveals that the period 
effects become pronounced in the mid-1960s and suppress the rise in cohort effects. That 
would indicate a significant independent effect of contemporary factors. The cohort 
effects are revealed by the shifts in period effects. 

Figure 2. Cohort and period effects, USSR, male, 1958-1989. 



B. Mortality of the Regions of the USSR 

The regional study of age, period and cohort effects of mortality yield interesting 
differences (Figure 3a-0). The age effects of male and female mortality differ greatly in 
regions with a large proportion of European nationalities. Male mortality is substantial 
higher than female mortality at all ages except the lowest. The difference is particularly 
large at young adult ages. For instance, males of age 25-30 in Russia, Lithuania and 
Latvia have a mortality that is not less than 4 times that of females in the same age 
group. The difference is attributed to the high male probability of dying from accidents 
and injuries (Andreev, 1990b, p. 110). In the Asian regions, the differences between male 
and female adult mortality are limited. However, infant mortality is high. 

Figure 4a-b shows the ratio between the age effect parameters for males in each republic 
to the age effect in Russia. The figure is an outcome of an APC model that includes the 
age-region interaction. Adult male mortality is higher in Russia than in any other 
republic. 

The drop in period effects of mortality after 1985 is particularly pronounced in the 
regions with European nationalities. In Azerbaijan, Turkmenia, Tajikistan, Georgia and 
Armenia, the period effect of the measures taken in May 1985 are absent. The 
earthquake in Armenia (1988) pushed the period effect to a very high level. The 
increased mortality of the cohorts born after the 1945-49, may in part be due to a 
confounding effect of the earthquake (period-cohort interaction). The mortality pattern 
in Armenia is most difficult to capture by an APC model that contains main effects only. 
The standard deviance for Armenia was 93.17, whereas the deviance is less than 10 for 
all other republics except Tajikistan. 

The period effects of mortality are increasing in most regions since 1987 due to the 
economic crisis. The effect was limited or absent in Georgia, Tajikistan, Ukraine, 
Moldavia and Azerbaijan. In Tajikistan and Uzbekistan, however, the children born 
during 1970-74 have a much higher mortality than previous generations. This might 
indicate that young children are carrying the heaviest burden of the crisis in these regions. 
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Ratio of Age Effect of Region to Age Effect of Russia 
Males, Ages 0-59 

-a- 

Ukraine 
+ 
Byelorussia 
Jit 

Uzbekistan 
-B- 

Kazakhstan 
+ 
Georgia 
+ 
Turkmenia 

Ratio of Age Effect of Region to Age Effect of Russia 
Males, Ages 0-59 

-m- 

Azerbaijan 
+ 
Moldova 
Jit 

firghizia 
-El-- 

Tajilustan 
+ 
Armenia 

Age 

Figure 4a-b. Age effects of mortality in various regions divided by age effects in Russia. 



C. Mortality of the USSR and the USA: A Brief Comparison 

Since the mid-1960s, the mortality of the USSR is diverging substantially from mortality 
in the USA and other countries in the West. In order to compare the varying trends, an 
age-period-cohort model was estimated to US data on male mortality from 1948 to 1984. 
The data consist of annual, five-year mortality rates from ages 5-9 to 65-69. The 
estimation was done independently for the USSR and the USA. 

The results are shown in Figure 5a-c. In the early sixties, the contemporary factors in the 
USSR were more beneficial to mortality than in the USA. The picture changed 
dramatically since the late 1960s: the contemporary factors in the USA pushed mortality 
down, whereas mortality increased in the USSR. The cohort and age effects to some 
extent neutralize the effects of period factors. Until the 1960 cohort, the cohort effect in 
the USSR and the USA developed in opposite directions. The increased mortality of 
cohorts born between 1940 and 1960 in the USA cannot yet be explained. The cohort 
mortality started to decline much earlier in the USSR than in the USA because the level 
of cohort mortality was very high for the cohorts born during or before World War 11. 

The age effects represent a classical case of cohort-inversion. The cohort-inversion model 
states that cohorts experiencing particularly hard or good times early in life will respond 
inversely later in life (Hobcraft et al., 1985, p. 93). In the USA, the age effects are lower 
than in the USSR up to age 45 and are higher after that age. The difference is 
particularly large in age group 30-35. By way of comparison, the period age-specific 
mortality rates of 1964 are also shown. 

Period Effects (period 1958-59= 1) 
USA & USSR, Males 

1952-1 953 1960-1 961 1968-1 969 1976-1 977 1984-1 985 

Year 

Figure 5a-c. Comparative analysis between USA and USSR. 



Cohort Effects (cohort 1920-24=1) 
USA & USSR, Males 

191 0-1 91 4 1920-1 924 1930-1 934 1940-1 944 1950-1 954 1960-1 964 1970-1 974 

Birth Cohort 

Age Effects, A es 5-69 & Data for 1964 
USA 8 USSR, Males 

-t- 

USA, Age Effect 
+ 
USSR, Age Effect 
- 
USA, 1964 
- - - 

USSR,1964 



6. CONCLUSION 

The objective of this paper was to review research on APC analysis of mortality and to 
trace the effects of contemporary and historical factors on mortality change in the Soviet 
Union. Several events occurred in Soviet history that exert a lasting influence on its 
people. These influences may be captured by an age-period-cohort model, in which the 
period effects measure the impact of contemporary factors and the cohort effects denote 
the effects of the past history of individuals that cannot be attributed to age or stage in 
the life cycle. 

Age-period-cohort models are extensively applied in the study of mortality. The statistical 
properties of the model, and in particular the identification problem that result from a 
linear dependence between the variables age, period and cohort, received much more 
attention than alternative specifications to disentangle various factors that give rise to an 
observed time series of age-specific mortality rates. A number of solutions to the 
identification problem are reviewed in this paper. It is claimed that the identification 
problem is not a problem of model specification but a problem of measurement and 
interpretation. 

The statistical theory of the APC model is presented and it is shown that the APC model 
belongs to the family of generalized linear models. The parameters of the APC model 
may therefore be estimated using GLIM. They may also be estimated by any package for 
log-linear analysis that allows for hybrid log-linear models. 

The assessment of the effects of age, period and cohort calls for a simultaneous 
estimation of the three effect parameters. Some authors estimate the effects in stages. 
They first determine the age and period effects exhibited by the time series of age- 
specific data. The cohort effects are obtained from the residuals. Anderson and Silver 
follow this approach in their study of Soviet mortality. The cohort effects that are 
obtained this way are too small, although the general pattern is revealed. Simultaneous 
estimation of the age, period and cohort effects indicate that the impact of the war is 
larger than estimated by Anderson and Silver. 

The application of the APC model separates contemporary and historical factors. The 
main advantage of the model is that it integrates in a single framework the period 
perspective and the cohort perspective that characterizes many demographic studies. 
However, it leaves many questions unanswered. We have not been able to determine the 
size of the interaction between age, period and cohort. Younger cohorts may respond 
differently to contemporary factors than older cohorts. The aged may be less able to 
adjust to hardship than young and middle-aged persons. Part of the interactions that are 
included in the real data, are captured by the cohort or period parameters. Consequently, 
the main effects of these factors are over- or underestimated. The interpretation of the 
effects raises other issues that are not fully resolved. The discussion centers on the exact 
meaning of a cohort effect and, equivalently, the precise measurement of the impact of 
experiences in the past. Statistical theory will not be able to resolve the issues. 
Demographic theory, combined with improved model specification and measurement, 
may indicate the direction to follow in order to improve the ability to assess the 
contribution of various factors to demographic changes. 
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APPENDIX A 

The measurement issue in APC analysis. illustrated with the Lexis diagram 

The objective of APC analysis of a time series of age profiles (age-specific data) is to 
isolate the effects of the life course, contemporary factors and historical factors. The 
stages in the life course are approximated by age, the contemporary factors by period, 
and the historical factors by cohort (year or period of birth or another event-origin). 

The separation of age, period and cohort effects requires proper measurement of the age 
at which the event occurs, the year (period) in which it occurs and the cohort to which 
the person experiencing the event belongs. Most data that are available for APC analysis 
lack one of the three variables that characterize the timing of the event. In general, the 
data are classified by age and period (age-period tables). Cohort experiences are inferred 
from the diagonals of the table. This approach is the basis of the identification problem. 
Because the year of birth is unknown for an individual of a given age who experiences 
an event in a given year, the cohort effect cannot be identified unambiguously. 

The Lexis diagram is a two-dimensional diagram locating the events with reference to 
the date of occurrence of the event of interest, 
the date of occurrence of the event-origin (e.g. birth), and 
the duration since the event-origin (e.g. age). 

If each individual is under continuous observation, the timing of events can be measured 
precisely and for each individual a lifeline can be drawn. Figure A1 shows four lifelines 
a, b, c and d. Consider lifeline c and let P denote an event occurring at exact age t to a 
person of exact age x. The individual to which the lifeline c refers is born at exact time 
t-x. Note that when any two of the three time measures are known, the third can be 
determined precisely. The age, period and cohort variables are therefore linearly 
dependent: 

c =  t - x  

where x denotes age, t period and c cohort. 

Even if all events are recorded by a continuous-time observation, the data frequently 
available to demographers are grouped data. The grouping may be over time, cohort 
and/or age, yielding discrete time, cohort and/or age intervals. The grouping generally 
results in intervals of one or five years. A consequence of time grouping is that the 
location of the event on the lifeline is only known approximately and that we cannot infer 
any more the exact value of a time variable from knowledge of the two other variables. 
We may restore the relation if we measure the age, period and cohort intervals. 

The discrete time or observation intervals can be visualized in the Lexis diagram. The 
figure shows an age interval (x,x+ I), a period interval (t,t + 1) and a cohort interval (t-x- 
1,t-x), The cohort consists of the group of people who experienced the event-origin in the 
time period from t-x-1 to t-x. Note that the cohort may be identified by either the year 
of event-origin (birth) or the age in completed years at time t or t + 1. The timing of the 



event is generally measured by two of the three time variables. The further analysis 
depends on how the timing is measured. Four cases, known as observation plans, may be 
distinguished: 

A. Cohort (cohort-age) observation: 

A cohort observational plan records for a person experiencing an event the cohort to 
which the person belongs and the seniority in completed years at the time of the event 
(parallelogram WQSP). The observation interval extends over two calendar years. 

B. Period-cohort observation: 

A period-cohort observational plan records the calendar year in which the event occurs 
as well as the cohort to which the person belongs (parallelogram PQRS). The 
observational plan extends over two cohorts. 

C. Period (period-age) observation: 

A period observational plan records the calendar year in which an event occurs as well 
as the seniority of the person in completed years at the time of the event (square PQSV). 
The period observation interval covers two cohorts. 

D. Age-period-cohort observation: 

An age-period-cohort observation plan records the calendar year in which the event 
occurs as well as the seniority of the person in completed years at the time of the event 
and the cohort to which the person belongs (triangle PQS). The APC observation interval - 
extends over only one period, one age and one cohort. Data presented by age, period& 
cohort are frequently referred to as doubly classified data. 

Most often a demographic time series is represented as a time series of period-age 
observations. Regarding this representation two remarks can be made: 

1. The events (or rates) pertaining to a given age and period category cover the 
experience of two cohorts. 

2. The diagonal sequence of age-by-period classified data fail to cover all the 
experience of any of these two cohorts. 

The first remark can easily be detected in the Lexis diagram. The age-by-period scheme 
given in the square PQSV covers the events occurring to cohorts t-x-1 and t-x. Hence the 
relationship "cohort = period - age", that is assumed to be inherent to age, period and 
cohort as classification variables, does not hold. Strictly speaking, the cohort cannot be 
predicted from age-period data. The second remark points to the fallacy of the 
assumption, implicit in most APC analysis, that the diagonal sequences of age-period data 
suffice to study cohort experiences. Two-factor classified data fail to provide accurate 
information on the third factor. That is the reason why the identification problem is a 
measurement rather that a model specification problem that is inherent to APC 
models. 



t-x-1 t - x  t -x+l  t -1  t t + l  

Figure Al .  Lexis diagram. 
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