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Abstract. Assume that a number of autonomous agents are going to act in such 
a way that their respective goal states constitute a global plan. A main question 
that arises in this situation is whether there is such a plan at all, i.e. whether a 
solvable conflict prevails. In some sense. this means that the set of common 
goals is non-empty. Furthermore, if the agents are allowed to act in accordance 
with the result of some decision process, a situation may occur where subsets of 
their possible goal sets are consistent, but in actual fact the individual agents 
may nevertheless always terminate in states that are in conflict. We present a 
formal framework for the analysis of conflicts in sets of autonomous agents 
restricted in the sense that they can be described in a (first-order) language and 
by a transaction mechanism. This is also enriched by processes for evaluating 
decision situations given imprecise background information. The agent 
specifications are analysed with respect to a concept of consistency that 
requires the formulae of one specification together with a set of correspondence 
assertions to not restrict the models of an other specification. i.e. the agent 
system does not essentially restrict the individual agents. The main emphasis is 
on the specifications being compatible with respect to reasonable probable 
states. i.e. states for which i t  is reasonable to assume that they eventually will 
be reached. 

1 Motivation 

A conflict situation in a multi agent system is often considered to be one in which the 
negotiation set is empty, i.e. the ultimate goals of the individual asents are 
incompatible (cf. [23]). Even if we for a while disregard a precise definition of a 
conflict, it seems plausible that in a complex multi agent system it may be that it is 
practically impossible to determine whether a conflict actually prevails. This seems 
also to be the case even if there are no restrictions on the interactions or 
comlnunication processes between them. Moreover, even if the agent system can be 
proven consistent, i.e. it has a common non-empty subset of goals, it may be difficult 
to determine whether this subset is meaningful in the sense that it contains goal states 
that the agents will reach with a reasonable degree of probability. 



In [8] this problem was investigated in a restricted sense. The approach taken was 
that substantial parts of multi agent designs can often be formulated as processes (in 
the sense of algorithms). Consequently, aspects as beliefs, intentions. free will, wants. 
or consciousness was not taken into account. Thus, agent systems was considered as 
transition systems that could be specified in some kind of process based language. 
Parts of such a structure can be translated to a set of conceptual schemata, i.e. first- 
order formulae integrated with transition models. It was argued that this enables 
various methods tbr determining conflicts in specifications and allows analysis of the 
integrated model. The technical background of such a framework was introduced in 
[14], where an approach using integration assertions was chosen to demonstrate how 
different aspects of integration of such models formulated in first-order logic can be 
analysed. This approach makes the integration process simpler and easier to 
understand than the traditional restructuring approach [ I ] .  'This is further extended 
upon in [15], where it is demonstrated how general dynamic aspects of specifications 
are handled. 

However, the work is limited in the sense that it does not separate between 
meaningful states and states that in  actual fact could be reached when certain kinds of 
restrictions are imposed. In the context described herein. this means that the 
suggested consistency checks are a bit too weak to constitute a framework for 
investigating when specifications can be meaningfully integrated with respect to 
reasonable probable states. The current paper demonstrates how this deficiency can 
be removed. The next section briefly explains a formalism for extended finite state 
automata that can be used to model some aspects of agent behaviour. The p:~rticular 
representation is not essential for the main point of this paper and another for~nalism 
for representing algorithms could be used as well. This is also emphasised in Section 
4 where the principle of reasonable freedom of conflicts is introduced. Section 3 
describes how a framework for decision making agents can be introcluced in the 
formalism for extended finite automata and explains how reasonable states are 
introduced in the framework. Section 5 concludes the paper. 

2 Process Specifications 

Fig. I from [8] illustrates schematically a procedure for conflict detection. Assume 
that there are initially only two specifications to be analysed. Aiming at facilitating 
logical analysis, they are first transformed into schemata which can be analysed 
separately. Thereafter they are merged, allowing them to be enriched with further 
invariants. At this stage the resulting schema can be analysed for static and dynamic 
consistency. 



Schema 1 1 ' scIa2 
Slmulatlon 

~nrlchmenl-& lnlegraled schema 
Stallc 

\ 
Conctstency 
Check 

Check 

Fig. 1. Transformation, integration, enrichment, and analysis 

A process can be described in a suitable formalism. Fig. 2 shows a specification of a 
process type expressed with SDL88's graphical notation. 

process pt 0 ..'..I dcl rZ Typ2 A 

process 3 Q 

Fig. 2. A process specification in SDL 



The basic symbols used in the graphical representation o f  SDL88 are as follows. An 
oval represents a state. A nicked box represents the consumption o f  a signal from the 
process' queue. A pointed box sends a signal. Plain boxes contain assignments and 
other operations on data contained in process variables. A diamond shape represents a 
decision node where the course o f  the transition depends on the outcome o f  
evaluating some variable. The symbols are connected by a uni-directional arc. 

A series o f  shapes and arcs builds a path that represents a procedural sequence. 
Paths follow a general downward direction. Every such path from one state symbol to 
the next represents a transition. 'The name o f  the process type 171 is in the top left hand 
corner o f  the graph where the variables v l  and v2 are also declared and typed. 

The first symbol in the figure is an empty oval representing the .rt~lt-t  .vr~lre o f  the 
process. Every process has a start state. When an instance o f  a process is created, the 
instance automatically transits from the start state to the first state, carrying out 
whatever operations are specified along the way. In Fig. 2 there are no intermediary 
operations. Continuing with the example, the process instance waits in state .st/ until 
it  receives an input signal o f  type i l  or i2,  upon which a transition is fired. I f  the input 
signal is o f  type i l  then the variable v2 is implicitly assigned the value o f  the 
parameter carried by the signal i l .  The transition then proceeds to an output sylnbol 
which sends signal u l  to process 2.  I f  the signal is o f  type i2 then signal 113 is sent to 
process 3.  The next four symbols are common to both paths. Signal u2 is sent to 
process 3 ,  variable VI  is assigned the value off(v2) and a decision node is reached. I f  
at this node \ I /  has a value exceeding zero the transition terminates leaving the 
process instance in state sr2, otherwise in st3. The process will remain in its new state 
until another transition is fired. 

T o  not spend time on insignificant features o f  the particular formalism used to 
illustrate process specifications, we will not explain the features of SDL88 in detail. 
Instead we will rely on that the intuition for the semantics o f  a specification in  SDL88 
is sufficiently clear for the purpose o f  this paper. [4]  provides the reader with tlre 
formal syntax and semantics o f  SDL88. In the next section we will focus on tlre 
decision nodes o f  the representation since they, in a certain sense, define the possible 
choice lnechanislns in the processes. 

3 Decision Making Agents 

As described above, the actual paths that can be taken from :I decision node are 
determined by a specific value that may have been acquired at an earlier stage o f  the 
process execution. At this node, the model can be extended by integrating more 
complicated structures into the communication model. 

The framework used here is based on the idea that processes may receive 
information to update an information frame consisting o f  linear systems o f  
inequalities. These systems can be treated in a variety o f  ways to determine 
reasonable courses o f  actions, but has not earlier been integrated in a rnodel for agent 
processes. The basic ideas o f  decision making agents will not be recapitulated here. 
Instead, we only provide an example to illustrate the main ideas o f  possible 



treatments of information frames. The reader is referred to [9- 131 for more careful 
treatments of a variety of aspects on this particular issue in centralised or 
decentralised architectures. 

Assume that the agents may be asked to assess the competence of the other agents 
in two respects: 

(i) They may have opinions on the other agents' abilities to give adequate estimates 
on the utilities of different strategies. In the terminology suggested here, 
strategies correspond to uni-directional arcs from the decision node to the next 
symbol in the specification. 

(ii) They may have opinions on the reliabilities of the other agents as they in turn 
assess the abilities of other agents. The arcs are also evaluated by the different 
agents with respect to their utilities according to the individual agents. 

For instance, utility assessments according to an agent could be the following: 

The utility of arc I is between 0.10 and 0.30 

The utility of arc 2 is between 0.25 and 0.60 

The utility of arc 3 is between 0.45 and 0.60 

The utility of arc 2 is at least 0.15 better than that of arc 1 

'The other agents can state similar assessments about the utilities of the arcs. 
Moreover, the agents may estimate the credibility of the other agents as numbers in  
the interval [O,l], where the number 0 denotes the lowest credibility and 1 the highest. 
Thus, the assessments according to an agent could be: 

The credibility of agent 2 is at least equal to that of agent I 

The credibility of agent 2 is between 0.35 and 0.75 

Furthermore, the agents may estimate the reliabilities of the other agents as numbers 
in the interval [O,I]. One reason for allowing interval as well as comparative 
assessments is that the agents' information may have different sources. For instance, 
intervals naturally occur from aggregated quantitative information while qualitative 
analyses often result in comparisons. Since the sources may be different, the 
assessments are not necessarily consistent with each other. 

The reports provided by the agents are translated to linear expressions. For 
instance, the utility assessments above are translated to the following: 

u , E [O. 10, 0.301 

u, E [0.25, 0.601 

u j  E 10.45, 0.601 

u Z 2 u l  +0.15 

Similarly, the credibilities as well as the reliabilities are also represented as numbers 
in the interval [0, I]. 

The sets of assessments are transformed into linear systems of equations. The 
credibility. reliability. and utility assessments, restricted by scaling and normalisation 



constraints, constitute an information frame. Consequently, the information frame 
consists of three different systems of linear inequalities, each expressed in a certain 
type of variables. 

A decision problem may then be analysed with respect to various decision rules. 
For instance, the interesting choices may be the ones that are pareto optimal i n  certain 
respects, or the ones that do not violate specific thresholds. Often, there is also a need 
for further discriminating criteria. For instance, the decision may also be investigated 
with respect to stability constraints. That a decision is stable in this respect can mean 
that i t  is not affected when values close to the borders of the various intervals are 
ignored. Different kinds of algorithms for solving these kinds of problems have 
already been implemented in a tool for human decision makers [ 5 ] . '  Since they are 
independent of the particular agent architecture used, they can easily be adapted to 
~~u to~na ted  evaluation in decision nodes in the sense described above. 

In a specification allowing for the evaluation of information frames, a decision 
node may be of two kinds. It can be a regular node in the conventional meaning, but 
also a node involving a more intricate structure. An example of the latter is shown in 
Fig. 3, where the selection criteria is a bit more complex. If the expected value of arc 
S I  (E(SI))  is greater than the expected value of arc S? (E(S2)), and this is the case 
when the information frame (I(C,R,U)) is contracted by 50%, the left arc is chosen. 
Otherwise, the riglit arc is chosen. 

true in 50% of not true in 50% 
of I(C.R,U) 

Fig. 3. Extending the decision abilities of an agent system 

Thus, the agents are modelled with an underlying assumption of benevolence i n  the 
sense that they always obey the decisions taken at the decision nodes. An aspect 
which should be noted in the following is that the model is independent of wlietlier 
the possible strategies given i n  a decision node have similarities with strategies i n  
other nodes i n  other specifications. The only proviso i n  this respect is that in  a multi 
agent system the agents have the possibility to express utility estimates concerning all 
possible strategies i n  a set of specification. The general framework is very liberal in 
this respect and the principles that should govern a particular implementation are 
naturally domain dependent. Needless to say, an information frame may also be 
changed, for instance, when the agent system is updated. However. we will assume 
that this is implicit i n  the information frames discussed below. 

As we have seen, the paths worth consideration in a process description as 
described above are dependent of the particular information frames that are possible 

'[h] also provides sonie comparisons with other motlels for representing and evc~lu:~ti~i: deci\ion situations 
in impreclre domains. 



in the different decision nodes. Thus, it  is possible to characterise the reasonable 
decision space modulo a set of decision rules. The set of states that are accessible with 
respect to this space may then be considerably reduced. Only states that satisfy certain 
requirements defined by the information frames and the decision rules should be 
possible candidates for actual goals of the agents represented by the specifications. 

For simplicity, in the definitions below we follow [12] by ignoring reliabilities 
and consequently suppose a centralised decision structure (cf. [17-211). However, 
when introducing definitions similar to those in [9], a corresponding decentralised 
scenario is easily modelled. 

Definition Let MA be a set of process specifications { P I ,  ..., P,), and let Nij be a 
decision node in  the process Pj. An irformatiotl frame in tzode Nij is a structure 
Iij(C,U), where C and U are finite lists of linear constraints in  the credibility and 
utility variables. These represent the credibility and utility estimates of the agents in  
MA. 

As was mentioned above, the decision taken in a particular node depends also on the 
decision rule used at that node. One such candidate is a variant of the criterion of 
pareto optimality. First we define a weighted mean value of the values of the different 
arcs from a decision node. The weights in this sum are the various credibilities 
asserted by the agents (or in the simplified case a decision making agent) in the 
system. The intuition for the notions below is that the term ci denotes the credibility 
of agent i ,  and that the term uij denotes the utility of arc i in the opinion of agent j. 

Definition Given an information frame Ikl(C,U), E(pi) denotes the expression 
cl ui 1 + ... + chiuihi, where ci and uij are variables in C and U respectively. 
Let ai and bb; be two vectors of real numbers (al ,  ..., ahi) and (bi l,....bihi). 
( l i h , ~ ( l ~ i )  denotes the expression a ]  bi 1 + ... + ahibihi (where ai and bij are numbers 
substituted for ci and uij in E(pi)). 

Next we define the concept of an admissible arc. An admissible arc is. in some sense, 
pnreto optimal. 

Definition Given an information frame Ikl(C,U), an arc pi is at le~rsr u s  ~ o o c l  as an arc 
Pj iff ' i ' i ~ ( ~ ~ )  - " i ' . i ~ ( ~ ~ )  - 0, for all ai, bi, bj, where { C I  = a1 ) & ... 8: ( ch ,  = ah } is 
consistent with the constraints in C and 
{ U i l  = bi1 ) &... & { u i h i  = bihi) & {ujl = bj1 ) &... & {ujhi = bjhi] is consistent with 
the constraints in U. 

pi is better than pj iff pi is at least as good as pj and ' i ' i ~ ( ~ ~ )  - a I h , ~ ( p j )  > 0, for sorne 
ai, bi, fj, such that {c l  = a1 ) &... & {chi = ahi) is consistent with C and 
{uil = b i ~  } &... & {uihi = bihi) & {ujl = bj l )  &... & {ujhi = bjhi) is consistent with 
the constraints in  V. 

pi is ~lrlt~~issible iff no other pj is better than pi. 



Observe that these concepts are defined locally, i.e. with respect to a given decision 
node in a given process specification. The next definition is a bit Inore informally 
stated. It defines the meaning of a path between the initial state of a specification and 
a particular state that may be reached from the initial state according to the 
specification. Two ordered symbols in  a specification are consecutive if the second 
symbol immediately (along an arc) follows the first. 

Definition Let Pi be a process specification and let sj be a state in Pi. S(sj,P,) is a set 
of ordered lists of consecutive symbols in PI, from the initial state symbol to the state 
symbol denoting Sj. 

The following definition characterises the set of reasonable states CP(P,) in a 
specification Pi. A state is a member in such a set if there is a path leading to the state, 
where all decision nodes in  the path are followed by admissible arcs, i.e., i t  should be 
possible to choose them with respect to the information frames and the decision rules 
in the nodes. 

Definition Let MA be a set of process specifications. Given a set of information 
frames (Iij(C,U)) in  MA. A state sk in the process Pj belongs to the set CP(P,) iff 
there is a list L in  S(sk,P,), such that for each decision node Nij in L, the following 
sylnbol in L is connected to Nij by an arc that is admissible with respect to Iij(C.U). 

Again, i t  should be emphasised that, even if the presentation above presuppose a 
pz~uticular decision rule, there are no particular restrictions on the decision rules used 
by a decision node, and a variety of criteria and norms could be implemented. A 
framework for decision rules based on generalisations of the ~naxi~nin  and maximax 
criteria are discussed in [I31 and could easily be adapted to the present fra~nework. 
Different rules may also be grouped into hierarchies in the various nodes. The sane  
applies to stability conditions as demonstrated in Fig. 3, where the decision is 
dependent on how stable the solutions are with respect to variations in the untlerlying 
information frame. Various kinds of stability conditions are discussed in [3, 61. 

4 Conflict Detection 

As we will see below, the conflict detection methods rely on theore~n proving 
techniques. To simplify the use of these techniques the specification defined by state 
machines should be translated to a Inore suitable formalism. One way of representing 
significant features of a specification is by using conceptual sche~nata, and a 
treatment of the details of such a transfortnation is demonstrated in  [7]. In this 
transformation, process specifications are transformed to formulae in first-order logic 
together with a transaction mechanism. Such a structure is referred to as a schema in 
the following ~ e n s e . ~  

'Thc perceptive reader will note that the semantics of a schema is very loosely dcscrihetl ant1 I \  ~.el'er~-ed to 
[IS] for a more rigorous treatment of this. 



Definition A sc l~et i la  S is a structure (R,ER) consisting of a static l m r t  R and a 
~ l~ tzanz ic  pa r t  ER. R is a finite set of closed formulae in a language L(S). ER is a set of 
pvetlt rules. Event rules describe the possible transitions between different states of a 
schema. The latter are called events for the schema. By a diagram for a set R of 
formulae in a first order language L, we mean a Herbrand model of S, extended by the 
negation of the ground atoms in L that are not in the Herbrand model. A srr~t ic  
itzregration assertiotl expressing the schema S2 in the schema S ]  is a closed first order 
formula: Vx (p(x) H F(x)), where p is a predicate symbol in L(S2) and F(x) is a 
formula in L(S1). 

A description of a schema is a structure consisting of all diagrams for a schema, 
together with all possible transitions that are possible with respect to the basic events 
for the schema. 

Definition 'The descript ion of a schenza S is a digraph (R,E), where D is the set of 
diagrams for S, and E is the set of basic events (i.e. arcs in  the digraph) for S. 

Fig. 4 illustrates a description of a schema. The arrows in the f i g r e  represent basic 
events and the dots represent the diagrams for the schema. If, for instance, the schema 
is in  the state in the leftmost corner and an adequate event rule is initialised, the 
schema enters the leftmost upper state. 

Fig. 4. 

With respect to a set of conceptual schemata and integration assertions, the concept of 
conflictfreeness can be defined. Intuitively, two schemata are i n  contlict with respect 
to a set of static integration assertions if one of them together with the integration 
assertions restrict the set of diagrams for the other one. This means, for instance, that 
if the set of goals for an agent A,  and the set of goals for an agent A? are (partly) 
incompatible, they are in conflict since the ultimate goals of both agents cannot 
si~nultaneously be fulfilled, i.e. they restrict each other in this sense. We will say that 
S? and SI  are conflictfree with respect to I A  iff for each diagram o in D l ,  there exists a 
diagram T in D,, such that u T is a diagram for I A .  However, to emphasise the 
independence of a particular underlying language, [8] formulates the concept of 
contlictfreeness somewhat more generally. 



Definition Let IA be a set of static integration assertions expressing Sz in S , ,  and let 
the schemata be expressed as connected digraphs (D~,E,), where Ei c Di x Di. Define a 
relation R c_ Dl x Dl. (There is no need to assume that the Dis are diagrams i n  the 
sense described above.) The definition of conflictfreeness between S I  and Sz then 
becomes an instance of R i n  the following sense: S2 and  SI are cat!flictfi.ee rr.itlz 
respect to /A iff V ~ E  Dl  3 r ~  D2 oRr ,  where oRr  iff o u r I =  IA. Otherwise S2 C I I I ~  S ,  

are i l l  cc~rzflicr rcirlz respect to  /A. 

As [8] emphasises, the set of interesting goals could be decreased. In some cases only 
states including ultimate goals need consideration. If two schemata S ,  and S2, 
representing the agents Al and A2, are in conflict, and the conflicting states contain 
ultimate goals of the agents, then there may be a real contlict with respect to the 
goals. However, this set could now be further decreased by requiring that the set of 
goals should also be states that are on paths containing only admissible arcs. 
Therefore, we require that the goal set under consideration should be reasonable in  
the following sense. 

Definition 'The recrso~iable goal  set Gi in a schema S, with respect to is the least set 
that fulfils the following clauses: 
(i) if o E GI , then o is an ultimate goal i n  Si, corresponding to an ultimate goal in 

the process modelled by Si. 
(ii) if o E GI , then o E CP(Pi), where Pi is the process modelled by S,. 

Thus, i n  case of a reasonable goal conflict detection, the relation R i n  the above 
definition could be modified i n  the following respect. (The definition does not take 
into account that several states may contain the same goal.) 

Definition Let IA and (Di,Ei) be as above. Further, let G, be the reasonable foal set in  
a schema Si. SZ L U Z ~  SI are cat{flictfree rvitlz respect to /A iff Yo6 G ,  3 r ~  G2 oRr.  
where oRr  iff o u r I =  IA. Otherwise S2 and SI are i l l  cot f l ic t  wirlz respect to  /A. 

After each new update of the information frames, the schemata should be checked for 
contlictfreeness. It is possible that two specifications that were in contlict before such 
an update became conflictfree by the update, and vice versa. This is because a g0;11 in 
a schema may cease to be a member i n  the reasonable goal set when new information 
is provided. It should also be observed that significant information concerning 
possible schema conflicts may be obtained even if the information frames are not 
entirely known. Note that an information frame containing only trivial constraints 
(i.e. scaling and normalisation constraints) is weaker than any possible information 
frame containing the trivial constraints. By generalising this observation, we can see 
that a characterisation of the possible information frames may in some cases be 
sufficient. 



Definition Let MA be a set of process specifications. Given a set of possible 
information frames {Iij(C,U)] in decision node Nj in the process Pi in MA. The 
characterisation of (Iij(C,U)] is the union of the solution sets to the information 
frames in  this set. 

Consequently, the trivial information frame is a characterisation of a11 possible 
information frames. Needless to say, the more information that can be provided in 
terms of constraints in the characterisation, the more significant information c;In be 
derived about the reasonable goals in  advance, but the main point here is that even 
when quite a weak characterisation prevails, information about reasonable pods can 
be acquired. Goals that are not reasonable with respect to a characterisation will never 
be reasonable with respect to an information frame in the characterisation (provided 
that the characterisation is correct, in the sense that it really corresponds to the 
possible information frames, of course). 

A note on the complexity properties might also be in place here. Assume a first 
order language. With the (in most cases) reasonable assumption that there i s  3 finite 
number of objects in  the agent system as well as in its environment, the language 
restricted to include only a finite number of constants may be used. In that case we 
have a problem in second order propositional logic that is n y.co~nplete. By 

restricting the formulae in  IA as suggested in [15], we receive a problem that is NP- 
co~nplete. Needless to say, even this is computationally demanding. but with an 
efficient theorem prover NP-complete problems can be solved (in most cases) within 
a reasonable time (cf. [22], [16]). 

Note that the definition of conflictfreeness does only take into consitleration the 
static aspects of the agent behaviour, i.e. how the static properties of one agent affect 
the static properties of another. The framework can be extended to the dynamic case 
in a similar way as described in [8]. The main proviso is that the new concept of 
reasonable goal set should replace the former meaning of a goal set. where no 
decision mechanism was introduced. 

5 Concluding Remarks 

The work described in this paper has two purposes. Firstly, i t  is motivated by the 
difficulties to determine whether complex agent systems in actual tact are in conflict. 
Secondly, the set of goals that are compatible when investigating the system from 3 

meta-perspective may not be reasonable in the sense that the agents actually have a 
possibility to reach them. The latter may be the case when the agents :Ire forced to 
abandon possible paths leading to goals because the utility is too low in a particular 
environment or when the probability to achieve them along a specific path is too low 
according to certain security constraints. 

The framework described above can also be utilised in several ways in different 
phases in  the execution of a multi agent system. First, assume that the possible sets of 
estimates can be characterised in a quite exact way at a certain point. 'Then the 
procedures suggested in the article can be utilised to exactly determine the reasonable 
goal sets at this point. If this cannot entirely be done, for instance when estimating 



future configurations i n  advance, the decision nodes may contain weaker constraints 
i n  terms of characterisations. Even these could be utilised for determining probable 
paths through the processes. If the frames i n  the latter situations turn out to be too 
tolerant, sensitivity analyses and contractions can be used to determine thresholds for 
possible estimates by evaluating the solution sets of the characterisations and 
determine, for instance, when an admissible arc ceases to be admissible. If these 
thresholds are violated, the goals along certain paths cease to be reasonable. This kind 
of constraints can also include stability properties of the results. For instance, if a 
decision is unstable i n  the sense that it is very sensitive already for small contractions 
of the intervals i n  the information frames, it may violate certain norms accepting only 
stable situations (cf. [2]), and for this reason is undesirable. 
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