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An Interactive Computer Program for Assessing and'Analyzing 
* 

Preferences Conceraing Multiple Objectives 

* Ralph L. ~ e e n e ~ ~  and Alan Sicherman 

Abstract 

An interactive computer program designed to facilitate the 
quantification of a decision maker's preferences for multiple 
objectives in terms of a multiattribute utility function is de- 
scribed. It is meant to alleviate many of the operational diffi- 
culties with current procedures for assessing and using multi- 
attribute utility functions. The package includes commands for 
structuring the utility function, assessing single-attribute com- 
ponent utility functions of the overall multiattribute utility 
function, identifying the preference trade-offs between attributes, 
evaluating alternatives, and performing sensitivity analysis. 
Suggestions for using the program are included. 

Preface 

The program described in this paper is currently available for the 
use of IIASA at IBM in Vienna. If interested, please contact Ralph L. 
Keeney . 
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Many complex dec is ion  problems have the  c h a r a c t e r i s t i c  of being 

mu l t ip le  ob jec t i ve  i n  na tu re .  Inev i tab ly ,  these  mu l t ip le  ob jec t i ves  a r e  

c o n f l i c t i n g  ob jec t i ves  i n  t he  sense t h a t ,  once dominated a l t e r n a t i v e s  

have been e l iminated,  f u r t h e r  achievement i n  terms of one o b j e c t i v e  

can occur a t  t h e  expense of some achievement of another ob jec t i ve .  

Thus, i n  eva lua t ing  p o t e n t i a l  a l t e r n a t i v e s ,  t he  dec is ion  maker must 

consider h i s  preference trade-.offs between var ious  degrees of achievement 

of one ob jec t i ve  and degrees of achievement of o thers .  The r e a l  problems 

a r e  even more complicated because uncer ta in ty  i s  usual ly  p resent .  That 

i s ,  one cannot p red i c t  wi th c e r t a i n t y  what t h e  consequences of each of 

t he  a l t e r n a t i v e s  under cons idera t ion  w i l l  be. 

I n  eva luat ing a l t e r n a t i v e s ,  i t  i s  very d i f f i c u l t  t o  l o g i c a l l y  and 

cons i s ten t l y  consider the  above complexi t ies informal ly i n  the  mind. 

Hence t h e r e  i s  a need f o r  formal ana l ys i s .  Decis ion ana l ys i s  i s  an 

approach which does e x p l i c i t l y  address t h e  mu l t ip le  ob jec t i ve  and 

uncer ta in ty  i ssues .  The t h e o r e t i c a l  bas i s  f o r  t h i s  i s  wel l  es tab l i shed .  

However, an important p r a c t i c a l  problem concerns quant i f y ing  t h e  dec is ion  

maker's preference s t r u c t u r e  f o r  mu l t ip le  ob jec t i ves  . Without t h i s  

mathematical representat ion--ca l led a u t i l i t y  function--of the dec is ion  

maker's preferences one cannot formal ly eva lua te  the a l t e r n a t i v e s .  

This paper descr ibes  an i n t e r a c t i v e  computer package designed t o  

f a c i l i t a t e  t h e  assessment and use 'of a  dec is ion  maker's u t i l i t y  func t ion  

f o r  mu l t ip le  ob jec t i ves .  A t  p resent ,  some of the subrout ines i n  the  

package a r e  r a t h e r  crude. However, t h e  package is  cu r ren t l y  opera t iona l  

and does overcome many of the  major d i f f i c u l t i e s  prev ious ly  experienced i n  



assessing and using utility functions in complex problems. 

1.1 Decision Analysis 

By briefly outlining the decision analysis approach, we hope to 

motivate the work described here and place it properly in a broader 

context. Raiffa [lo] discusses the philosophy and techniques of 

decision analysis in detail. For our purposes, let us categorize ib 

with four steps: 

1) structuring the problem, 

2) quantifying the uncertainties involved, 

3) quantifying the decision maker's preferences, 

4) evaluating the alternatives. 

Structuring includes problem specification and identification of 

the decision maker. The decision maker must articulate his objectives 

and attributes (i.e. measure of effectiveness) for each objective. An 

attribute is a measurement scale used to indicate the degree to which 

the corresponding objective is achieved. The alternatives must also 

be specified. Let us designate our set of attributes as X1,X2, ..., X 
I n 

and use x. to indicate a specific amount of attribute X.. For instance, 
1 1 

X may designate ;ref it in 1975 measured in thousands of dollars and 
1 

x may be 188. With this convention, the consequence of any alternative 1 

is - x e (xl ,x2,. . . , xn> . 
Quantifying uncertainties involves describing the uncertainty about 

the possible consequences of each alternative. For each alternative A 
j ' 

a probability distribution p.(x) indicating which consequences might 
J - 

occur and their likelihood is required. The p. may be specified using 
J 

any combination of analytical models, simulation models, subjective 

assessments, and data that is available and appropriate. 



Quantifying preferences means assessing the decision maker's utility 

function u(x) - u(x x ..., xn), which is called a multiattribute 
1' 2' 

utility function since the argument of the utility function is a vector 

indicating levels of the several attributes. The multiattribute utility 

function, which will be referred to by the mnemonic MUF, has two 

properties which make it useful in addressing the issues of uncertainty 

and trade-offs between objectives. These properties are: 

1) u(xl) - > u(x") if and only if x' is preferred to c,  and - - 

2) in situations with uncertainty, the expected value of u is 

the appropriate guide to make decisions; i.e., the alter- 

native with the highest expected value is the most preferred. 

This second property follows directly from the axioms of utility theory 

postulated first in von Neumann and Morgenstern [IS]. 

Evaluating alternatives involves calculating the expected utility 

of each of the alternatives and conducting sensitivity analysis. Given p 
j 

for each A. and u from the previous steps, the expected utilities for 
J 

the alternatives can be evaluated. To gain additional confidence and 

insight into which alternative should be chosen and why, various parameters 

in both the probability distributions and the utility function can be varied 

to see how these affect the expected utility of the alternatives. 

1.2 Statement of the Problem 

The weakest link of the four above steps in rendering decision 

analysis operational for multiple objective problems is quantifying the 

decision maker's preferences. Defining the problem is common to all 

attempts to systematize the decision making process. Quantifying uncer- 

tainties has also been widelyaddressed in modeling efforts. The outputs 

of many simulation models include probability distributions over the 



re levan t  a t t r i b u t e s  f o r  each of the a l t e r n a t i v e s  under considerat ion.  

However, the  dec i s ion  maker is  usua l l y  requi red t o  review these outputs-- 

in formal ly  combining them wi th  h i s  preferences--to s e l e c t  an a l t e rna t i ve .  

Because m u l t i a t t r i b u t e  u t i l i t y  theory was only recen t l y  developed 

[1,2,5,6,8,11] and because the  operat ional  procedures t o  put i t  i n t o  

p r a c t i c e  a r e  no t  we l l  developed, the t h i r d  and fou r th  s teps  a r e  informal ly 

ca r r i ed  out simultaneously. The c r i t i c a l  s tep  i s  a c t u a l l y  the quan t i f i ca t i on  

of preferences because, a s  ind ica ted  above, evaluat ion of a l t e r n a t i v e s  

is  f a i r l y  s t ra igh t fo rward  once p r o b a b i l i t i e s  and preferences a r e  

quant i f ied .  

Much of m u l t i a t t r i b u t e  u t i l i t y  theory i s  developed a s  fol lows. 

Assumptions about t he  dec is ion  maker's preferences a r e  pos tu la ted ,  and 

the r e s t r i c t i o n s  these  assumptions p lace on the func t iona l  form of the  

u t i l i t y  func t ion  a r e  der ived. Then, f o r  any s p e c i f i c  problem, the 

appropr ia teness of t he  assumptions f o r  a  p a r t i c u l a r  MUF should be 

v e r i f i e d  with the  dec i s ion  maker and parameters f o r  the u t i l i t y  funct ion 

assessed and checked f o r  i n t e r n a l  consistency. I d e a l l y ,  the func t iona l  

form of t h e  MUF would have the fol lowing proper t ies :  

1) be genera l  enough t o  al low app l i ca t i on  t o  many r e a l  problems, 

2) requ i re  a minimal number of assessment quest ions to  be asked 

of the dec is ion  maker, 

3) requ i re  assessments which a r e  reasonable f o r  a  dec is ion  maker 

t o  consider ,  

4 )  be easy t o  use i n  evaluat ing a l t e r n a t i v e s  and conducting 

s e n s i t i v i t y  analyses.  

Even wi th  a convenient f unc t i ona l  form f o r  the MUF, t he  na ture  and 

magnitude of a  problem can make the  bookkeeping and use of q u a n t i t a t i v e  

assessments a formidable task.  The computer package descr ibed i n  t h i s  

paper i s  designed t o  handle t h i s  t ask  f o r  a  v a r i e t y  of problem contexts .  



1.3 Organization of the Paper 

Section 2 summarizes the theoretical development of the functional 

forms of the MUF's upon which the computer paclahge is based. Section 3 

discusses existing methods and their difficulties for assessing and using 

these MLTF's. A description of the computer package and the manner 

in which it alleviates such difficulties is in Section 4. Section 5 

describes an application of the package to an important "typical" multiple 

objective problem, followed by suggestions for using and improving the 

package. The Appendix briefly describes the program commands. 

2. ' The Addit-ive and Multiplicative Utility Functions 

Conditions which imply that a MUF is either additive or multiplicative 

are very similar. None of the conditions require the decision maker to 

consider preference trade-offs among more than two attributes simultaneously 

or to consider lotteries (specifying various levels of - x and the  roba abilities 

of receiving them) with the level of more than one attribute being varied. 

Furthermore, the assessments needed to specify an n-attribute utility 

function are n one-attribute utility functions and n scaling constants. 

2.1 The Basic Assumptions 

The two basic assumptions which we use for both additive and 

multiplicative utility functions are referred to as preferential 

independence and utility independence. These are defined as follows: 

Preferential Independence: The pair of attributes {XI, X2} is 

 referentially independent of the other attributes {x~,  . . . ,xn} if 

preferences among {X X2} pairs given that {X .. .,Xn} are held fixed, 1 ' 3 ' 
do not depend on the level where {X ..., X are fixed. 3 ' n 

Preferential independence implies that the trade-offs between 

attributes X1 and X2 do not depend on X3,. . . , Xn. 



U t i l i t y  Independence: The a t t r i b u t e  X i s  u t i l i t y  independent of 
1 

t he  o the r  a t t r i b u t e s  {X 2,. . .  , X  1 i f  preferences among l o t t e r i e s  over 
n 

X1, ( i . e .  l o t t e r i e s  w i th  uncer ta in ty  about t he  l eve l  of X only) given 
1 

X2, . . . ,X  a r e  f i xed ,  do no t  depend on the  l e v e l  where those a t t r i b u t e s  n 

a r e  f i xed .  

The main r e s u l t  can now be s t a t e d .  

Theorem 1. For n - > 3,  i f  f o r  some Xi, {xi, Xj ]  i s   referentially 

independent of t h e  o ther  a t t r i b u t e s  f o r  a l l  j # i and Xi i s  u t i l i t y  

independent of a l l  t he  o the r  a t t r i b u t e s ,  then e i t h e r  

where 

u and u. a r e  u t i l i t y  funct ions sca led  from zero t o  one, 
1 

t he  k . ' s  a r e  sca l i ng  constants  with 0 < ki < 1, and 
1 

k > -1 is  a non-zero sca l i ng  constant  s a t i s f y i n g  the  equat ion 

The proof of t h i s  r e s u l t  is  faund i n  Keeney [ 4 ] .  Al te rna t ive  s e t s  of 

assumptions leading t o  e i t h e r  form (1) o r  (2) a r e  found i n  Fishburn [I], 

Pol lak  [8], and Meyer [6]. The func t iona l  form (1) i s  r e f e r r e d  t o  a s  

the  add i t i ve  u t i l i t y  f unc t i on  and (2) i s  the  m u l t i p l i c a t i v e  u t i l i t y  

funct ion.  For t he  case of two a t t r i b u t e s ,  t he  fol lowing i s  proved i n  

Keeney [5] : 



Theorem 2 .  For n  = 2, i f  X i s  u t i l i t y  independent of X and 
1 2 

X i s  u t i l i t y  independent of X then the  u t i l i t y  func t ion  2 1' 

u(x1,x2) is e i t h e r  add i t i ve  o r  mu l t i p l i ca t i ve .  

n 
Using e i t h e r  (1) o r  (2 ) ,  i f  1 k.  = 1, the  u t i l i t y  func t ion  i s  add i t i ve ,  

1  n i=l n 
and i f  1 k .  # 1, i t  is  mul t i p l i ca t i ve .  When 1 ki > 1, then -1 < k < 0 ,  

1  
i=l n i= 1 

and when k i  < 1, then 0 < k < a. To use e i t h e r  the  add i t i ve  o r  
i= 1 

mul t i p l i ca t i ve  form, we need t o  ob ta in  exac t ly  the same informat ion. We 

have t o  assess  the n s ing le -a t t r i bu te  u t i l i t y  funct ions u . (x . )  and the 
1 1  

n sca l i ng  cons tan ts  k . .  How t h i s  informat ion is  obtained and used is  
1  

the  sub jec t  of S&ct ions 3 and 4. 

2.2 Nesting - U t i l i t y  Funct ions 

The r e s u l t s  above a r e  v a l i d  rega rd less  of whether the X.'s a r e  
1  

s c a l a r  a t t r i b u t e s  o r  vector  a t t r i b u t e s .  This means t h a t  the x . ' s  can 
1  

be e i t h e r  s c a l a r s  o r  vectors .  I n  t he  former case,  t he  component u t i l i t y  

func t ions  u.  a r e  s ing le -a t t r i bu te  u t i l i t y  func t ions ,  whereas i n  the  l a t t e r  
1  

case,  u.  i s  i t s e l f  a  m u l t i a t t r i b u t e  u t i l i t y  funct ion.  I f  X .  is  a vec tor  
1  1  

a t t r i b u t e ,  i t  i s  poss ib le ,  sub jec t  t o  s a t i s f y i n g  the r e q u i s i t e  assumptions, 

t o  use Theorems 1 and 2. I n  such a case,  we w i l l  say u. i s  a  nested 
1  

MUF. That i s ,  u.  i s  a  MUF nested wi th in  t he  MUF u. Our i n t e r e s t  i n  
1  

nes t i ng  u t i l i t y  funct ions is t ha t  it provides more genera l  u t i l i t y  

func t ions  which a r e  s t i l l  t r a c t a b l e  enough t o  assess  and use. 

2.3 App l i cab i l i t y  of the Funct ional  Forms 

I n  terms of the  requi red assessments and genera l  robustness,  the 

a d d i t i v e  and m u l t i p l i c a t i v e  u t i l i t y  func t ions  appear t o  be the  p r a c t i c a l  

ones f o r  say n - > 4. Even when the  r e q u i s i t e  assumptions do not p rec i se l y  



hold over the domains of a l l  the  a t t r i b u t e s ,  it may be a good approxi- 

mation to  assume they do, o r  i t  may be reasonable t o  i n t e g r a t e  d i f f e r e n t  

add i t i ve  and m u l t i p l i c a t i v e  u t i l i t y  func t ions  over separa te  reg ions of 

t hese  a t t r i b u t e s .  Furthermore, by nes t ing  one MUF ins ide  another ,  

add i t i ona l  f l e x i b i l i t y  i n  the  preference s t r u c t u r e  can be achieved. 

The e f f e c t  of nes t i ng  mu l t i p l i ca t i ve  forms is  t o  c r e a t e  an  e x t r a  degree 

of freedom i n  t he  problem by having an e x t r a  independent s c a l i n g  constant .  

Without nest ing,  t he  number of independent sca l i ng  constants  i s  equal 

t o  t he  number of s i n g l e  a t t r i b u t e s .  However, suppose u i s  a MLTF 
n 

nested w i th in  u and t h a t  u has three s i n g l e  a t t r i b u t e s .  Then one 
n 

would need n s c a l i n g  constants  f o r  t he  "outer MUF" and th ree  f o r  the  

" inner MUF" f o r  a t o t a l  of n + 3 ,  even though the re  a r e  only n + 2 

s i n g l e  a t t r i b u t e s ,  X I , .  . . ,Xn-l and the  th ree  s i n g l e  a t t r i b u t e s  i n  un. 

The degree of freedom af forded by the  e x t r a  parameter permits t rade- 

o f f s  between two a t t r i b u t e s  t o  be dependent on a th i rd .  This al lows 

f o r  some v i o l a t i o n  of t h e  p r e f e r e n t i a l  independence condi t ions.  By 

var ious nes t i ng  schemes, enough e x t r a  constants  could be provided t o  

model s i t u a t i o n s  i n  which trade-offs between many p a i r s  of a t t r i b u t e s  

depend on the  l e v e l  of o t h e r  a t t r i b u t e s .  

I n  t h e  case  of u t i l i t y  independence v i o l a t i o n s ,  t he  p a r t i c u l a r  

problem may be f a r  more s e n s i t i v e  t o  t he  sca l i ng  constants  o r  t rade-of fs  

among the  a t t r i b u t e s  than t o  t he  condi t ional  s i ng le -a t t r i bu te  u t i l i t y  

func t ion  va r i a t i ons .  Thus even i n  t hese  cases,  the  a d d i t i v e  o r  

m u l t i p l i c a t i v e  form may provide an  adequate model f o r  the  problem. 

I n  summary, t he  a d d i t i v e  and m u l t i p l i c a t i v e  u t i l i t y  func t ions  a r e  

simple enough t o  be t r a c t a b l e  and y e t ,  espec ia l l y  wi th  nes t ing ,  robust 

enough t o  adequately quant i f y  preferences f o r  many problems. I n  p rac t i ce ,  

however, assess ing  and us ing such MUF's is  "eas ie r  sa id  than done." 



3. D i f f i c u l t i e s  with Ex is t ing  Methods f o r  Assessment and Use 

Aspects of t he  state-of- the-art  f o r  assess ing  and using MUF's a r e  

discussed i n  t h i s  sec t ion .  Some of the  important shortcomings of 

ex i s t i ng  procedure a r e  i den t i f i ed .  These include: 

1) the  necess i ty  t o  ask "extreme value" quest ions t o  keep 

the  computational requirements f o r  speci fy ing a u t i l i t y  

func t ion  t o  a manageable l eve l ,  

2 )  the  tedium of ca lcu la t ing  the component u t i l i t y  funct ions 

and sca l i ng  constants even i n  t h i s  case, 

3) the  lack  of immediate feedback t o  the dec is ion  maker of the 

impl icat ions of h i s  preferences, 

4 )  t he  absence of an  e f f i c i e n t  procedure t o  "updatew the 

decis ion maker's preferences and conduct s e n s i t i v i t y  ana lys is .  

In  the  d iscuss ion  t h a t  fol lows, we w i l l  assume t h a t  the assumptions 

f o r  t he  MUF t o  be e i t h e r  add i t i ve  or  mu l t i p l i ca t i ve  have been v e r i f i e d .  

3.1 Specifying the  U t i l i t y  Functions over t h e  Single A t t r i bu tes  

Techniques f o r  assessing s ing le -a t t r i bu te  u t i l i t y  func t ions  have 

become f a i r l y  standard (Raiff a  [lo] , Schlai f  e r  El21 ) , and soph is t i ca ted  

computer programs have been developed f o r  f i t t i n g  s ing le -a t t r i bu te  

u t i l i t y  funct ions (Meyer and P r a t t  [7] , Sch la i fe r  [13] ) . Such programs 

provide quick feedback t o  al low t h e  dec is ion  maker t o  check i f  h i s  

assessments and t h e i r  impl icat ions appear reasonable. There i s  a d i f f i -  

c u l t y  i n  using these programs in te rac t i ve l y  i n  assessing m u l t i a t t r i b u t e  

u t i l i t y  funct ions,  s ince  a t  present they do not e x i s t  i n  conjunct ion 

with a m u l t i a t t r i b u t e  u t i l i t y  assessment package. This minor shortcoming 

can be e a s i l y  remedied. 



3.2 Assessing the Trade-offs Among A t t r i bu tes  

The i ssue  of t rade-of fs  among the  a t t r i b u t e s  i s  addressed by 

assessing the  k . ' s  i n  the u t i l i t y  funct ions (1) and (2) .  I n  theory the  
1 

manner of doing t h i s  i s  very simple. I f  there  a r e  n a t t r i b u t e s ,  we 

want t o  assess  the  n unknown k . ' s  by c rea t ing  n independent equat ions 
1 

with the  n unknowns and solving. An equat ion i s  created by i )  having the  

decis ion maker i nd i ca te  two opt ions,  where an opt ion is  e i t h e r  a 

consequence o r  a l o t t e r y ,  between which he i s  i nd i f f e ren t ,  and i i )  

equating the  expected u t i l i t i e s  of these opt ions using e i t h e r  (1) o r  (2 ) .  

For instance,  i f  the  decis ion maker f i nds  - x' and - x" i n d i f f e r e n t ,  then 

u (x l )  - = u(x1l) - provides one equat ion with a t  most n unknowns. 

Manually so lv ing n equat ions, which a r e  not  necessar i l y  l i n e a r ,  

wi th n unknowns is,  t o  say the  l e a s t ,  tedious. Current p rac t i ce  i n  

assessing the  k . ' s  usua l ly  r e q u i r e s . s e t s  of equat ions which a r e  simple 
1 

t o  evaluate.  This b a s i c a l l y  l i m i t s  the  quest ions t o  two types. To 

0 0 0 
i nd i ca te  these,  l e t  us de f ine  - x* = (x*,x*, . . . ,x*) and x0 = (xl,x2,. . . ,x ) 

1 2  n - n 

a s  the most des i rab le  and l e a s t  des i rab le  consequences. Then, because 

of the  sca l ing  conventions given i n  Theorems 1 and 2, 

u ( r * ) = l  - , U ( X O ) = o ,  ( 4 )  

and 

* 0 
ui(xi) = 1 , u. (x . )  = 0 , i = 1,2, ..., n . 

1 1  
(5) 

One type of p r a c t i c a l  quest ion can be i l l u s t r a t e d  as  fol lows: 

Question I. For what p robab i l i t y  p a r e  you i n d i f f e r e n t  between 

i) the l o t t e r y  g iv ing  a p chance a t  - x* and a 1 - p chance a t  

0 x , and - 
0 0 * O  0 

i i )  t h e  consequence ( x ~ , . . . , x ~ - ~ , x ~  ,X i+ l ,ooo,xn) . -  



If we define the decision maker1 s answer as pi, then ,using (4) , the 

expected utility of the lottery is p and using either (1) or (2), i' 

the utility of the consequence is k.. Equating the expected utilities, 
1 

we find 

- k i - p i  . ( 6 )  

One could then clearly generate the values of each of the ki's in this 

fashion. 

The second type of question is illustrated by: 

Question 11. Select a level of X call it x! and a level of X i ' 1 ' j ' 
call it x1 such that, for any fixed levels of all the other attributes, 

j ' 
you are indifferent between 

0 i) a consequence yielding x! and x together, and 
1 j 

0 ii) a consequence yielding x' and x. together. 
j 1 

Using (5) and either the multiplicative or additive utility function, 

the utilities of these two indifferent consequences can be equated to yield 

Once the single attribute utility functions u. and u are assessed, both 
1 j 

u. (xl) and u. (x!) are easily found, so (7) is a simple linear equation. 
1 1  J J 

Suppose in addition, for example, that xf = x*. Then by (5), the relation- 
1 

ship between k. and k. given by (7) is even simpler. 
1 J 

A major shortcoming of questions of both types I and I1 is the use 

0 of the extreme levels of the attributes, that is the x? and xi. Since 
1 

0 
the range from x. to x? must cover the range for xi, the implications 

1 1 

of, and hence preferences for, the extreme levels are usually very 

difficult for a decision maker to assess. A further difficulty with 

Question I is the fact that the effect due to varying all n attributes 



simultaneously must be considered. Hence f o r  computational ease  we 

must fo rce  the  dec is ion  maker t o  respond t o  quest ions much more d i f f i c u l t  

t o  eva lua te  than would be  t h e o r e t i c a l l y  necessary.  

A common p r a c t i c e  i n  assess ing  t h e  k.  I s  would be t o  use a ques t ion  I 
1 

t o  eva lua te  the  l a r g e s t  ki,  and then use type I1 quest ions t o  eva lua te  

the  magnitude of t he  o t h e r  k I s  r e l a t i v e  t o  t he  l a r g e s t  ki. Once we 
j 

have the  k i t s ,  t h e  add i t i ve  form must hold i f  they sum t o  one. Otherwise, 

t he  k i t s  a r e  s u b s t i t u t e d  i n t o  (3) t o  evaluate k f o r  t he  m u l t i p l i c a t i v e  

form. This task  i n  i t s e l f  can be time consuming using only a ca l cu la to r .  

3 . 3  Evaluat ing A l te rna t ives  and S e n s i t i v i t y  Analysis 

Manual ca l cu la t i ons  a r e  c l e a r l y  impract ica l  f o r  eva lua t ing  a l te rna-  

t i v e s .  With uncer ta in ty ,  we need t o  eva lua te  the  expected va lue of u 

us ing the  p r o b a b i l i t y  d i s t r i b u t i o n  descr ib ing  the  poss ib le  consequences. 

Even w i th  p r o b a b i l i s t i c  independence among the  X i ' s ,  t he  computational 

t ask  i s  l a r g e .  I t  i s  a l s o  c l e a r  t h a t  soph is t i ca ted  s e n s i t i v i t y  analyses 

a r e  ou t  of t h e  ques t ion  without major computational he lp .  

On t he  o t h e r  hand, i t  i s  a l a rge  requirement t o  develop a s p e c i a l  

computer program t o  accomodate a p a r t i c u l a r  problem. Such programming 

i s  o f ten  i n f l e x i b l e  because of t he  s p e c i a l  na tu re  of t he  s i t u a t i o n  f o r  

which it was done. For ins tance,  i t  would usual ly  be very d i f f i c u l t  t o  

add add i tona l  a t t r i b u t e s ,  t o  t r y  d i f f e r e n t  "nesting" schemes, o r  t o  

explore the  preference s t r u c t u r e  f o r  "hints" of c r e a t i v e  new a l t e r n a t i v e s  

t o  generate.  . 

4 .  The Computer Package 

This sec t i on  descr ibes  the  major f ea tu res  of a computer package 

designed t o  a l l e v i a t e  some of t he  shortcomings w i th  e x i s t i n g  methods f o r  

t he  assessment and use of m u l t i a t t r i b u t e  u t i l i t y  funct ions.  The package 



i s  re fe r red  t o  by the  mnemonic MUFCAP standing f o r  "mu l t i a t t r i bu te  

u t i l i t y  funct ion ca l cu la t i on  and assessment package." Steps customari ly 

followed i n  ob ta in ing  and using a MUF are presented wi th  a descr ip t ion  

of the  MUFCAF' commands appropr ia te i n  performing the  p a r t i c u l a r  s tep .  

For i l l u s t r a t i o n ,  t he  mu l t i p l i ca t i ve  form w i l l  be used f o r  both the  

ove ra l l  u t i l i t y  funct ion u and any nested MLTF's. However, MUFCAP employs 

the  add i t i ve  u t i l i t y  funct ion,  r a t h e r  than the  mu l t i p l i ca t i ve  form, i n  

problems where i t  i s  appropr ia te.  A complete summary of t he  package and 

l i s t i n g  of t h e  program a r e  found i n  Sicherman [14]. A l i s t  of t he  package 

connnands is  given i n  t he  Appendix. 

4 .1 Commands t o  S t ruc tu re  the  U t i l i t y  Function 

S t ruc tu r i ng  a u t i l i t y  funct ion cons i s t s  of spec i fy ing  a func t iona l  

form, i t s  a t t r i b u t e s ,  and the  ranges f o r  each of t he  a t t r i b u t e s .  MUFCAP 

has seve ra l  commands f o r  s t r u c t u r i n g  a preference funct ion.  The INPUT 

command requests  a name f o r  t he  u t i l i t y  funct ion and asks f o r  t he  number 

of a t t r i b u t e s  which a r e  arguments of t h i s  funct ion.  The package then 

reques ts  a name and a range f o r  s c a l a r  a t t r i b u t e s .  This c o n s i s t s  of two 

numbers which bound t h e  amounts t o  be considered f o r  each a t t r i b u t e .  To 

spec i fy  a vec to r  a t t r i b u t e ,  one inpu ts  a range with one bound equal  t o  

t he  o the r  bound such a s  0,O. MLTFCAP recognizes t h i s  a s  a s i g n a l  f o r  

a vec to r  a t t r i b u t e  and no tes  t h a t  t he  u.  assoc ia ted  wi th  t h a t  a t t r i b u t e  
1 

i s  a nested MLTF. The package then requests  t h e  number of a t t r i b u t e s  which 

a r e  arguments of t h i s  nested MUF. For each of these)a name and range 

w i l l  be s o l i c i t e d .  Fur ther  l e v e l s  of nes t ing  could be spec i f i ed  i f  

des i red  and the  informat ion requested would be analogous t o  t he  ma te r i a l  

above. A f te r  a nested MUF i s  completely spec i f i ed ,  t he  program r e t u r n s  

t o  ask f o r  t he  names and ranges f o r  whatever a t t r i b u t e s  have not y e t  been 

covered i n  t h e  ou ter  MUF. When a l l  t he  a t t r i b u t e s  have been i npu t ,  t he  

s t r u c t u r e  i s  complete and MUFCAF' reques ts  a new command from the  user .  



The INPUT conmmnd provides for all the bookkeeping which will be 

necessary for information to follow. Each k. and u including those 
1 i ' 

in a nested MUF, can be accessed using the name of the attribute with 

which it is associated. The INPUT command is quite flexible in having 

no limit to the degree of nesting allowed. 

In addition to INPUT, the package has commands for adding or deleting 

attributes to or from the utility function. It also has a command for 

switching the order of the attributes in a utility function. In this way, 

attributes may be conveniently "regroupedl1 to alter the model for the 

problem in terms of different nesting schemes. 

4 . 2  Commands to Specify the Single Attribute Utility Functions 

The next step in assessing a MlTF involves specifying the uils for the 

single attributes. As noted in Section 3, sophisticated computer programs 

do exist for assessing single (scalar) attribute utility functions. One 

could incorporate these into MUFCAP. Initially, however, simpler routines 

for assessing unidimensional utility functions, referred to as UNIF's, 

were developed. 

MUFCAP has available commands to specify conveniently three UNIF 

types: linear, exponential, and piecewise linear. Pratt [9] considers 

the implications of these forms. The linear utility function implies 

risk neutrality. This form requires no more information than the range 

of the attribute. The exponential form implies canstant risk aversion 

or constant risk proneness. It requires the specification of a certainty 

equivalent for a single lottery. Given this, the exponential form is 

fitted and scaled automatically by the program. The piecewise linear 

utility function is specified by providing the abscissa and ordinate 

values for n points ( 3  < n < 15) of the utility function. This form - - 



can be used f o r  non-monotonic o r  S-shaped u t i l i t y  funct ions.  These t h r e e  

types provide the  u s e r  w i th  t h e  means of spec i fy ing  a UNIF appropr ia te  

f o r  many s i t u a t i o n s .  More forms can e a s i l y  be added t o  t he  package i n  

the  f u t u r e .  

MlTFCAP a l s o  has commands which enable a user  t o  qu ick ly  d i sp lay  

t he  assessed UNIF f o r  purposes of checking i t s  appropr ia teness.  The command 

UNICAL c a l c u l a t e s  t he  u t i l i t y  f o r  one o r  a s e r i e s  of a t t r i b u t e  l e v e l s .  

INTERSE ca l cu la tes  t he  a t t r i b u t e  l e v e l  corresponding t o  a given u t i l i t y .  

LOTTERY eva lua tes  t he  c e r t a i n t y  equiva lent  f o r  any l o t t e r y  w i th  n conse- 

quences and t h e i r  assoc ia ted  p r o b a b i l i t i e s  over t ha t  a t t r i b u t e ,  where 

2 < n 15. When t h e r e  a r e  two consequences, LOTTERY can a l s o  c a l c u l a t e  - - 
t he  p robab i l i t y  which w i l l  make t h e  l o t t e r y  i n d i f f e r e n t  t o  a given 

c e r t a i n t y  equiva lent .  

To surmnarize, MUFCAP has convenient commands t o  a s s e s s  u i l s  

which a r e  UNIF1s and t o  examine t h e i r  impl icat ion a s  a check on t h e i r  

reasonableness. 

4 . 3  Connnands t o  Speci fy  the  scal i ig Constants 

Using t h e  a t t r i b u t e  names a s  i d e n t i f i e r s ,  MUFCAP a l lows t h e  user  t o  

set t h e  sca l i ng  cons tan ts  i n  t h e  MUF corresponding t o  each a t t r i b u t e .  

I f  X .  i s  a vec to r  a t t r i b u t e ,  the  u .  assoc ia ted  w i th  i t  i s  a MUF wi th  i t s  
1 1 

own i n t e r n a l  s c a l i n g  cons tan ts .  By r e f e r r i n g  t o  the  name of t h i s  vec to r  

a t t r i b u t e ,  t h e  user  can spec i fy  t he  i n t e r n a l  sca l i ng  cons tan ts  f o r  the  

assoc ia ted  nested MUF. When a l l  t he  k i t s  f o r  a p a r t i c u l a r  MUF have been 

s e t ,  t he  program au tomat ica l l y  c a l c u l a t e s  the corresponding k using (3). 

Once u . I s  have been evaluated,  the  package has s e v e r a l  commands 
1 

usefu l  f o r  assess ing  the  k . ' s  i n  any p a r t i c u l a r  MUF. The command INDIF2 
1 



takes a s  input  two ind i f fe rence pairs,  each cons is t ing  of two ind i f fe rence con- 

sequences. These consequences can vary only i n  terms of t he  two a t t r i b u t e s ,  

say X and Xm, whose k . ' s  a r e  t h e  object  of assessment. Using (2) ,  t he  program 
j 1 

equates u t i l i t i e s  of the  i n d i f f e r e n t  consequences and computes the  re la -  

t i v e  va lue  of k  and km implied by the  i nd i f f e rence  pa i r s .  With INDIF2, 
j 

the  user  i s  not  l im i ted  t o  choosing consequences which have one a t t r i b u t e  

a t  a  l e a s t  d e s i r a b l e  l e v e l  i n  o rder  t o  determine the  r e l a t i v e  k . ' s .  
1 

Given the informat ion from INDIF2, ind i f fe rence curves over 

X .  and X can be ca lcu la ted  with t he  command IMAP. IMAP permits a  user  
J m 

t o  ge t  immediate feedback on the  impl icat ions of the r e l a t i v e  k . ' s  which 
1 

he has spec i f i ed .  He can quick ly  see i f  t h e  po in t s  "claimed" t o  be in- 

d i f f e r e n t  r e a l l y  appear s o  t o  him. I f  not ,  t he  r e l a t i v e  k . ' ~  can be 
1 

changed u n t i l  they represent  the  u s e r ' s  preferences f o r  t rade-of fs  between 

those a t t r i b u t e s .  

Once we know the  r e l a t i v e  k . ' s ,  t he  command INDIFl takes a s  input  
1 

a s i n g l e  p a i r  of i nd i f f e rence  co.nsequences and computes the  k  and the  

abso lu te  magnitude of t he  k . ' s  implied by t h a t  p a i r  and the r e l a t i v e  k i l s .  
1 

For consis tency checks, a  new ind i f fe rence p a i r  of consequences c a n b e  

Cnput i n t o  INDIF1, which then computes t h e  f a c t o r  by which the  cur ren t  

k . ' s  need t o  be mu l t i p l i ed  t o  be cons is ten t  wi th  the  ind i f fe rence po in t  
1 

j u s t  given. MUFCAP provides a  rou t i ne  which al lows t h e  user  t o  mu l t ip ly  

the cu r ren t l y  ass igned k . ' s  f o r  any MUF by any f a c t o r .  I n  t h i s  way, INDIFl 
1 

enables the  c a l c u l a t i o n  of t he  magnitude of the  k . ' s  using an ind i f fe rence 
1 

r e l a t i o n  ins tead of a  l o t t e r y  over a l l  the  a t t r i b u t e s  a t  once. 

4.4 Commands f o r  Evaluat ing A l te rna t i ves  and S e n s i t i v i t y  Analysis 

Once the  u . ' s  and k i t s  have been s e t ,  t h e  u t i l i t y  func t ion  i s  
1 

completely spec i f i ed  and can be used. To he lp  explore t h e  impl icat ions 



I f  of the utility function and to perform rough" analysis, MUFCAP has 

commands for specifying two kinds of alternatives: certain and unceftain. 

For certain alternatives, which are simply consequences, uniattribute 

amounts are solicited. until the alternative is completely described. 

For uncertain alternatives, at present, MUFCAP assumes ~robabilistic 

independence and requests a probability distribution function £'or each 

single attribute. The probability distribution function currently used 

is a piecewise linear approximation to the cumulative probability 

distribution for X The user supplies n abscissa-ordinate psirs, where i ' 

2 - < n - < 9 to specify the cumulative distributibn. Then MUFCAP calculates the 

expected utilities for probabilistic alternatives. The cumulative 

distribution was chosen rather than the probability density function 

because the fractile method of assessing probabilities (see Schlaifer 

[12]) yields points of the cumulative distribution. Other forms of 

probability distributions such as the Gaussian as well as probabilistic 

dependencies could be added to the package in the future. 

The specified alternatives are given names by the user. With these 

names, the user may add, change or delete alternatives. He may also 

choose the ones which are to be evaluated by listing their names,with 

the appropriate commands about to be described. 

The command EVAL is used to evaluate (i.e. compute the expected 

utility for) any alternative or group of alternatives. By specifying a 

group of alternatives differing slightly in some feature, one can 

conduct a sensitivity analysis of the probabilistic inputs. Also, EVAL 

will compute the expected utilities for any multiattribute utility 

function specified in the command. Thus, using EVAL, one can conduct 

a sensitivity analysis of the preference structure by varying parameters, 



such a s  the  sca l i ng  constants,  i n  t he  m u l t i a t t r i b u t e  u t i l i t y  funct ion.  

In  t h i s  same way, d i f f e r e n t  u t i l i t y  funct ions of members of a decis ion 

making grbup can be used t o  evaluate and rank t h e  a l t e rna t i ves .  This 

might he lp  c l a r i f y  d i f fe rences  of opinion and suggest c e r t a i n  c rea t i ve  

compromises i f  needed. 

The connnand GRAD eva lua tes  the gradient  of a u t i l i t y  funct ion a t  

any number of spec i f i ed  consequences. The gradient  i s  def ined a s  the  

au vector (e, . . . , &) and ind ica tes  the  d i r e c t i o n  of s teepest  
n 

increase i n  the  u t i l i t y  funct ion a t  a spec i f i ed  point .  The gradient  

components t e l l s  us which a t t r i b u t e  l e v e l  changes would y i e l d  l a rge  

increases i n  u t i l i t y .  This could be usefu l  i n  generat ing worthwhile 

a l t e rna t i ves .  Of course, one must keep i n  mind the  sca les  of the 

a t t r i b u t e s  i n  i n t e r p r e t i n g  the  gradient.  

I n  add i t ion  t o  t h e  grad ien t ,  GRAD a l s o  computes the  vec tor  

au (e, 5, . . . , $-) . Each component represents  the  r a t e  of change 
n . - 

of u wi th  respec t  t o  a change i n  t h e  u t i l i t y  u . .  These components 
1 

revea l  t h e  a t t r i b u t e s  f o r  which an increase i n  i ts  u t i l i t y  w i l l  y i e l d  the  

l a r g e s t  inc rease i n  u. The advantage of ca l cu la t i ng  these q u a n t i t i e s  i n  

add i t ion  t o  the  grad ien t  components a r e  a )  components can be ca lcu la ted  

f o r  MUF's a s  wel l  as UNIF's, and b) the  u n i t  of measurement f o r  a 

u n i a t t r i b u t e  does not d i s t o r t  t h e  magnitude of the  component. Thus i n  

some cases, #f might b e t t e r  i nd i ca te  poss ib le  improved a1 t e rna t i ves  than 
1 

ak . . MUFCAP makes both ava i lab le .  - a xi 



Summarizing, EVAL permits the evaluation of alternatives, and along 

with routines which alter parameters, provides for sensitivity analysis. 

GRAD makes use of the analytical formulation of the problem to calculate 

quantities useful in suggesting alternatives which might be better than 

the ones currently specified. 

4.5 General Command Format and Commands for Facilitating Use of the 

Package 

MUFCAP commands are designed to be concise and are for the most part 

no longer than three words. These words may initiate a dialogue when 

more information is necessary. The input format is free, i.e. tjords 

need not begin in a particular position on the page. For many commands, 

the user will be prompted if he has left out a necessary word. 

Mistyping causing invalid numbers on input is handled automatically 

by the program and a correct number is requested. Provision is made for 

the user to terminate a lengthy dialogue by specifying the word QUIT for 

the next number to be input. A new command can then be entered. In 

the future, a help command could be easily implemented which would explain 

the syntax of any other command, give definitions of terms used in the 

program and make suggestions concerning what kinds of steps to perform in 

assessing and using the MUF. 

In addition to these features, MlTFCAP has the facility for saving the current 

state of the multiattribute utility structure and the current alternatives in 

a file of the user's choosing to be read in at a later time. This gives MUFCAP 

the capability for filing away several different MlTF models as well as a large 

number of alternatives for the same problem. It also allows the user to build 

up his model over many different sessions at the terminal and reatore any 

status he has saved away with which he wishes to calculate at any particular time. 



Another feature of MUFCAP is the supplying of default settings when 

the INPUT command is used to structure the MUF for the problem. After 

INPUT, the default for all MUF's is the additive form, with all the kl's 

equal to each other, and for all UNIF's, it is the linear utility function. 

With these defaults, the user is eet to calculate immediately after 

input. Thus feedback can begin right away without requiring the user to 

completely specify everything first. Scaling constants and utility 

functions can then be alterred after observing some feedback to refine 

the model for the problem. 

Finally, MUFCAP provides commands to print out the current status 

of the assessments. There are routines to display the k.'s and k for 
1 

any MUF, the range and type for any single attribute utility function, 

the probability distribution of any attribute for any alternative, 

multiattribute utility function structure (i.e. nesting) and the 

currently defined alternatives. Commands are also provided for easily 

changing parameters such as individual k.'s or the components of any 
1 

alternative. 

5. A Simulated Application of MUFCAP: The Mexico City Airport 

This section briefly illustrates how MWCAP could be used in 

practice. An application chosen is that of the Mexico City Airport 

described in Keeney [3], This problem was approached using the 

existing methods for MUF assessment and calculation and utilized special 

computer programming to aid in the calculations. This section presents 

what might have been done if MUFCAP had been available then. 

5.1 Attributes for the Problem 

The Mexico City Airport problem was defined in terms of the 

following attributes: 



XI t o t a l  cos t  i n  mi l l ions  of pesos, 

X2 - the capaci ty  i n  terms of the number of a i r c r a f t  operat ions 

per hour, 

X3 Z access time t o  and from the a i r p o r t  in  minutes, 

X4 number of people se r ious l y  in ju red  or  k i l l e d  per a i r c r a f t  

acc ident ,  

- 
X5 = number of people d isp laced by a i r p o r t  development, 

X6 Z number of people sub jec t  t o  a  high noise l e v e l  ( i . e .  90 CNR 

or more). 

To incorporate time e f f e c t s  of bu i ld ing the a i r p o r t ,  the appropr ia te 

a t t r i b u t e s  were def ined using present values or  averages where appropr ia te.  

The capac i ty  a t t r i b u t e  X had t o  be made a  funct ion of capaci ty f o r  1975, 2  

capaci ty  f o r  1985, and capacify f o r  1995, and thus i t  was a  vector 

a t t r i b u t e .  

5.2 Summary of the Method Used i n  the  Problem 

Af te r  ve r i f y i ng  assumptions concerning p re fe ren t i a l  and u t i l i t y  

independence and ascer ta in ing  the appropr iateness of the  mu l t i p l i ca t i ve  

model, assessments were begun. F i r s t ,  t he  f r a c t i l e  method was used t o  

obta in p robab i l i t y  d i s t r i b u t i o n s  f o r  a l l  of the  a l t e rna t i ves  under 

considerat ion.  P r o b a b i l i s t i c  independence was assumed t o  simpl i fy 

ca lcu la t ions .  Then u n i a t t r i b u t e  u t i l i t y  funct ions were assessed f o r  a l l  

e igh t  s c a l a r  a t t r i b u t e s .  The k . ' s  were assessed using the l o t t e r y  over 
1 

a l l  the  a t t r i b u t e s  i l l u s t r a t e d  by Question I i n  Sect ion 3.1 f o r  both the 

ove ra l l  MUF and nested capaci ty  MUF. Consistency checks on the r e l a t i v e  

k i t s  involving t rade-of fs  of two a t t r i b u t e s  a t  a  time (see quest ion 11, 

Sect ion 3.1) were a l s o  employed. Special  computer programs and graphic  



d isp lays  were developed f o r  eva lua t ing  a l t e r n a t i v e s  and s e n s i t i v i t y  ana l ys i s .  

For s e n s i t i v i t y  ana l ys i s ,  t he  program allowed changes i n  i )  t h e  endpoints 

f o r  t h e  f r a c t i l e  cumulative p robab i l i t y  d i s t r i b u t i o n s  and i i )  t he  sca l i ng  

f a c t o r s  ki. The shapes of t he  u t i l i t y  func t ions  or  the  cumulative 

p r o b a b i l i t y  d i s t r i b u t i o n s  could not  be changed without programming adjustments.  

5.3 A MUFCAP Approach t o  t h e  Mexico C i t y  Problem 

The MUFCAP approach would fo l low t h e  e x i s t i n g  methods scheme i n  

making and v e r i f y i n g  t he  p r e f e r e n t i a l  independence and u t i l i t y  independence 

assumptions. The INPUT cormnand would s t r u c t u r e  the  m u l t i p l i c a t i v e  

f unc t i on  g iv ing  names such a s  "cost" and "access" t o  the var ious  a t t r i -  

butes along wi th  ranges f o r  t h e  a t t r i b u t e  amounts. Capacity would be 

put  i n  as a  nes ted  MUF. 

Al te rna t i ves  would be s p e c i f i e d  by inpu t ing  t he  nine-point assessed 

f r a c t i l e  d i s t r i b u t i o n  f o r  each u n i a t t r i b u t e  of a n  a l t e r n a t i v e .  U t i l i t y  

func t ions  f o r  s i n g l e  a t t r i b u t e s  would be spec i f i ed  us ing any of t he  t h r e e  

forms a v a i l a b l e  i n  MUFCAP. 

Assessment of t h e  k i l s  could be accomplished without supply ing the  

i nd i f f e rence  p robab i l i t y  f o r  a  l o t t e r y  over a l l  t h e  a t t r i b u t e s  a s  was done. 

P a i r s  of i nd i f f e rence  po in t s  f o r  two a t t r i b u t e s  would be fed i n t o  MUFCAP 

t o  immediately produce i nd i f f e rence  curves f o r  examination and v e r i f i -  

c a t i o n  by the  dec is ion  maker. I n  t h i s  way, t h e  r e l a t i v e  k . ' s  would be 
1 

es tab l i shed  wi th  t h e  a i d  of feedback. The magnitude of t h e  k  's  would i 

he es tab l i shed  us ing INDIFl (see Sect ion 4.3), so a l o t t e r y  over a l l  the  

a t t r i b u t e s  could be avoided f o r  t h i s  purpose. A good cons is tency check 

would be provided by comparing the  magnitude of t he  k i l s  impl ied by 

each method. Using MUFCAP, a l l  of khe i n i t i a l  assessments could be 

made and s t o r e d  f o r  l a t e r  use. The assessments would have been made with 



the a i d  of immediate feedback and w i th  no need f o r  very  d i f f i c u l t  

l o t t e r y  ques t ions  i n  which a l l  t he  a t t r i b u t e s  were var ied .  

A f te r  t h e  i n i t i a l  assessments,  a l t e r n a t i v e  eva lua t ions  and s e n s i t i v i t y  

ana l ys i s  aould be performed immediately wi th  no need f o r  s p e c i a l  program- 

ming. F r a c t i l e  d i s t r i b u t i o n s  and u t i l i t y  f unc t i on  shapes could a l s o  be - 
a l t e r e d  without programming adjustments. The d i f f e r e n t  assessments of 

var ious  i nd i v i dua l s  and groups could have been f i l e d  away f o r  l a t e r  

re fe rence  us ing MSJFCAP's f i l i n g  capab i l i t y .  

I n  add i t i on ,  o the r  p o s s i b i l i t i e s  could have been explored w i th  a  

minimum of e x t r a  e f f o r t .  New a t t r i b u t e s  such as  a i r  p o l l u t i o n  and 

p o l i t i c a l  e f f e c t s  could have been added i n t o  the  a n a l y s i s  wi th  no s p e c i a l  

programming. The g rad ien t  c a l c u l a t i o n  c a p a b i l i t y  may have been used t o  

suggest o t h e r  a l t e r n a t i v e s  f o r  exp lo ra t ion  and development. I f  t he  

p r e f e r e n t i a l  independence of some a t t r i b u t e s  were quest ioned, d i f f e r e n t  

nes t ing  schemes could have been t r i e d  t o  s e e  i f  t h e  ranking of t he  

a l t e r n a t i v e s  would be a f f ec ted .  Thus MUFCAP could have provided the  

assessment t h a t  was performed w i th  no s p e c i a l  programming and could have 

been used t o  exp lo re  v a r i a t i o n s  of more parameters,  o the r  m u l t i a t t r i b u t e  

nes t ing  schemes, and add i t i ons  of new a t t r i b u t e s .  

6. Summary and Suggestions 

The cu r ren t  ve rs ion  of MUFCAP provides the  b a s i c  f e a t u r e s  necessary 

t o  assess  and use m u l t i a t t r i b u t e  u t i l i t y  func t ions  i n  complex dec is ion  

problems. I n  p a r t i c u l a r ,  i t  permits one t o  use r e a l i s t i c  and simple 

ques t ions  i n  assess ing  the  dec is ion  maker's preferences,  r a t h e r  than  

the  " d i f f i c u l t  t o  t h i nk  about" types of quest ions prev ious ly  used f o r  

computational reasons.  MUFCAP provides f o r  i )  a  v a r i e t y  of immediate 

feedback of imp l i ca t ions  of the dec is ion  maker's responses, i i )  eva lua t ion  

of a l t e r n a t i v e s  and s e n s i t i v i t y  ana l ys i s ,  and i i i )  analyzing d i f f e rences  



of preferences and judgments among various individuals in a decision 

making group. 

The present IWFCAP should be considered a first edition, a basis 

on which to improve. In this regard, many possible improvements of 

existing routines have been suggested in the text such as a more 

sophisticated single-attribute utility function assessment technique 

and potential for evaluating alternatives where probabilistic indepen- 

dence need not be assumed. The program could then be easily coupled 

with simulation models producing probability distributions. Other im- 

portant improvements would include the addition of new routines i) to 

help in verifying preferential and utility independence assumptions, 

ii) to facilitate sensitivity analysis and feedback, perhaps with the 

aid of graphical displays, and iii) to conduct conflict analyses in 

problems involving more than one decision maker. 
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APPENDIX 

List of MUFCAP Commands with Brief Descriptions 

Notation: 

CE - Certainty equivalent 

MUF - Multiattribute Utility Function 

UNIF - Uniattribute (scalar attribute) utility 

function 

[Y1,Y2,. . . ,yR] Brackets indicate the options which may 

be chosen. No option needs to be selected. 

( Y ~ S Y ~ S -  ,YR ) Parentheses indicate that a choice must 

be made among the options given; 

INPUT name - Inputs the structure of the multiattribute 

II utility function to be referred to by name. " The 

dialogue requests names for the attributes and their 

ranges. Ranges for attributes over which preferences 

are monotonic should be input with the least desirable 

end of the range first. A vector attribute (and hence 

a nested MUF) is signalled by specifying a range whose 

lower and upper limits are the same. After INPUT, the 

default for all M U F f s  is the additive form with k i  = k 
j 

for all i ,  j. The default for all UNIF fs  is the linear 

utility function. The user is set to calculate immedi- 

ately after INPUT. 



SAVE filename - Saves the current preference and 

II II 
alternative specifications in file named filename. 

READ f i 1 ename - Restores the information which was 

saved in "filename." 

DEBUG - Lists all the attributes in the 

utility function structure including their names, 

scaling factors, ranges, and UNIF types ( 0 ,  1, and 2 

indicate respectively linear, constant risk aversion, 

and piecewise linear). A vector attribute has its 

name and scaling factor listed and is followed by its 

component attributes. 

ADDALT altname [factor] - Initiates dialogue to specify 

an alternative to be referred to by "altname." Either 

a probabilistic or certainty alternative may be speci- 

fied. If the former is the case, a piecewise linear 

cumulative probability distribution is requested for 

each scalar attribute. (abscissa values for the 

cumulative are input in ascending order.) The option 

I I factor" is a number which sets all of the scalar 

attributes at the factor level of their ranges, e.g. 
r: 

if factor is set equal to .l, all the scalar attributes 

are set at one-tenth of the way from the first range 

value to the second range value. 



DROPALT aptname I I - Removes the a l ternat ive altname" 

f rom the status.  

EVAL uname [A,B, ...I -Eva lua tes  the a l ternat ives A,B, ..., 
using t he  ut i l i ty  funct ion associated w i th  "uname.ll 

If no a l ternat ives are speci f ied,  al l  a l ternat ives in 

the s ta tus a re  evaluated and the  resul ts l is ted.  

UNISET uname (LIN,CR,PL) - Sets the  sca lar  a t t r i bu te  

11 ut i l i ty  funct ion assoc ia ted w i th  uname" to l inear, 

constant r i sk  averse, or p iecewise l inear form. For  

the p iecewise l inear  form, the absc issa va lues  are in- 

put in ascend ing  order. 

KSET mname [ ~ ~ C ~ O ~ , A D D , O V E R I R E ]  - Sets the sca l ing fac tors  

11 11 11 
for  the MUF associated w i th  mname. The  number  factor" 

causes the cur rent  scal ing fac tors  to be mul t ip l ied by 

that number. The  program automat ical ly ca lcu la tes  the 

k  associated w i th  the n e w  scal ing factors.  I f  ADD is 

speci f ied,  the  cur rent  fac tors  a re  normal ized to add to 

1. The  user may input k  direct ly in response t o  the 

f ina l  prompt by the  computer  if OVERIDE has been  speci f ied.  

GRAD uname [A,B, . . . I  - Calcu la tes the gradient components  

11 of the  ut t l i ty  funct ion associated w i th  uname" fo r  

al l  or some of the al ternat ives A,B,.... 



INDIFl unamel uname2 - In the unamelVuname2 attribute 

plane, given relative k Is, (i,e., scaling factors i 

with the appropriate ratio relationship to each other 

but not necessarily the appropriate absolute value) 

the k is specified by a single pair of indifference 

consequences. INDIFl requests a pair of indifference 

consequences and uses the current k i t s  as the given 

relative ki's. On output, the k is given along with 

the factor by which the current k ls must be multiplied i 

to yield the k (see KSET command with "factor" option). 

INDIF2 unamel uname2 - In the unamel-uname2 attribute 

plane, with scaling factors denoted by k i  and k2, 

inputting two pairs of two indifference consequences 

each specifies the ratio kllk2 and k = constant/kl. 

After INDIF2, the KSET command may be used to fix k l ,  

and then k2  and k in terms of kl. The command IMAP can 

then be used to generate indifference curves in the 

unamel uname2 plane. (For these indifference curves, 

the values of k i ,  i # 1,2, are irrelevant.) 

UNICAL uname [n] - Prints a list of utilities using the 

11 I1 UNIF associated with uname. Once the number n is 

8pecified;the user suppl iesCn attribute amounts and 

the program returns the n associated utilities. 



INVERSE uname [n] - P r i n t s  a  l i s t  of  a t t r i b u t e  amoun ts  

a s s o c i a t e d  w i t h  u t i l i t i e s  u s i n g  t h e  UNIF "uname,"  Once 

t h e  number n  i s  s p e c i f i e d ,  t h e  u s e r  s u p p l i e s  n  u t i l i t y  

amoun ts  o f  "uname" and  t h e  p r o g r a m  r e t u r n s  t h e  n  

a s s o c i a t e d  a t t r i b u t e  l e v e l s .  I f  n  i s  n o t  s p e c i f i e d ,  t h e  

p r o g r a m  h a s  a  d e f a u l t  p r i n t o u t .  

CHANGEALT uname a l t n a m e  - R o u t i n e  t o  c h a n g e  t h e  "uname" 

I I a t t r i b u t e  component  o f  t h e  a l t e r n a t i v e  a l t n a m e "  w i t h o u t  

c h a n g i n g  t h e  o t h e r  c o m p o n e n t s .  

CHANGE uname (NAME,K,RANGE) param - R o u t i n e  t o  c h a n g e  

t h e  name o r  s c a l i n g  f a c t o r  o r  r a n g e  of  t h e  a t t r i b u t e  

I I unamel1 t o  pa ram.  When t h e  r a n g e  i s  c h a n g e d ,  pa ram i s  

n o t  r e q u i r e d .  The p r o g r a m  r e q u e s t s  r e s p e c i f i c a t i o n  o f  

t h e  UNIF t y p e  when t h e  r a n g e  i s  c h a n g e d .  When t h e  - name 

i s  c h a n g e d ,  pa ram must  n o t  b e  l e f t  b l a n k .  

ALTLIST - L i s t s  t h e  c u r r e n t  a l t e r n a t i v e s .  

The p r o b a b i l i s t i c  a l t e r n a t i v e s  a r e  l i s t e d  w i t h  t h e i r  C E  

e q u i v a l e n t  c o m p o n e n t s .  

DISPLAY uname - D i s p l a y s  t h e  c h a r a c t e r i s t i c s  o f  t h e  

u t i l i t y  f u n c t i o n  a s s o c i a t e d  w i t h  "uname." The s c a l i n g  

f a c t o r s  f o r  t h e  a t t r i b u t e  a r g u m e n t s  and t h e i r  sum i s  

l i s t e d  f o r  a  MUF w h i l e  t h e  r a n g e  and t y p e  i s  l i s t e d  f o r  

a  UNIF. 



FRACTILE uname a l t n a m e  - D i s p l a y s  t h e  c u m u l a t i v e  d i s t r i -  

11 
b u t i o n  f o r  "uname" i n  th.e a l t e r n a t i v e  I 1 a l t n a m e  ... 

LOTTERY uname n  - C a l c u l a t e s  t h e  CE f o r  a  l o t t e r y  

i n v o l v i n g  t h e  s c a l a r  a t t r i b u t e  "uname."  The  number  n  

s p e c i f i e s  t h e  number  of  p o s s i b l e  l o t t e r y  c o n s e q u e n c e s .  

T h e s e  a r e  s o l i c i t e d  w i t h  t h e i r  c o r r e s p o n d i n g  p r o b a b i -  

l i t i e s  and  t h e  CE i s  c a l c u l a t e d .  

IMAP uname l  uname2 - I n i t i a t e s  a  d i a l o g u e  t o  g e n e r a t e  

I 1  a n  i n d i f f e r e n c e  c u r v e "  i n  t h e  unamel-uname2 p l a n e .  

A p o i n t  t h r o u g h  w h i c h  t h e  c u r v e  w i l l  p a s s  i s  s o l i c i t e d .  

Then  v a l u e s  o f  u n a m e l  a r e  i n p u t  and  t h e  uname2 v a l u e s  

r e q u i r e d  t o  m a i n t a i n  i n d i f f e r e n c e  a r e  o u t p u t .  

STOP - Thanks  t h e  u s e r  f o r  u s i n g  MUFCAP 

and e x i t s  f r o m  t h e  p r o g r a m .  

A D D U  uname l  uname2 - I n i t i a t e s  a  d i a l o g u e  w h i c h  a d d s  

a n  a t t r i b u t e  "uname l "  t o  t h e  a r g u m e n t  l i s t  of  t h e  MUF 

a s s o c i a t e d  w i t h  "uname2." 

DELU uname - D e l e t e s  t h e  a t t r i b u t e  uname 

f r o m  t h e  s t r u c t u r e .  

SWITCH uname uname2 - Adds c u r r e n t  a t t r i b u t e  "uname" 

t o  t h e  a r g u m e n t  l i s t . o f  t h e  MUF a s s o c i a t e d  w i t h  "uname2" 

and  d e l e t e s  uname a s  a n  a r g u m e n t  o f  t h e  MUF t o  w h i c h  

i t  o r i g i n a l l y  b e l o n g e d .  
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